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Abstract. Recursive, algebraic and arithmetic strategies for winning generalized Wythofi games 
in mikw play are given. The notion of cedar trees. a subset of binary trees, is introduced and 
used for consolidating these and the normal play strategies. A connection to generalized Fihonncci 
scarch::s is indicatqd. 

1. introduction 

Let LI he a positive integer. Given two piles of tokens, two players move alternately 

in a generalized Wythoff game. The moves are of two types: a player may remove 

any positive number of tokens from a siqle pile, or he may take from both piles, 

say k (>O) from one and I (Xl) from the other, provided that 1 k - II =- a. Not< tkat 
passing is not allowed: each player at his turn has to remove at least CMIC takn In 
rwrtnul phy, the plaver first unable to move is the loser, his opponent the winner. 

In lzC.@re play, the outcome is r;:versed: the player first unable to move is the 

winner, his opponent the loser. 

in this paper we show how to beat our adversary recursively, algebraic&y as,d 

arithmetically in misere play, analogously to the three strategies given in [3f for 

normal play. Jn addition we introduce t,he notion of C&XV trees and use it to 

consolidate the strategies of normal play and of mist’re play. This permits us ‘et) (beat 
our adversary iri both normal and mis&re play from the top of a single cedar tree. 

A connecTion between cedar trees and generalized Fibonacci searches is also indi- 

c:Oed. 

The classical Wythoff game (see, e.g., Wythoff [9] or Yaglom and Yaglom [ 10]) 

is the normal play version for the parameter choice u = I, that is a player taking 

from both piles has to take the SUYPM number from both. Denote by St anti Sz the 

previous-player-winning positions of normal and miscre play respectively. Our 

results imply, in particular. the interesting fact that S, is identical to & except for 
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the first tsvo positions when ti = 1 (for which case the game is tame in the sense of 

Berlekamp, Conway and Guy [l]), whereas SI n Sz = 0 for every a > 1. 

The recursive and algebraic characterizations of the previous-player-winning 

positions are presented in Sections 2 and 3 respectively. Some prerequisite results 

on continued fractions and systems of numeration are briefly presented in Section 

4. These results are used for giving the arithmetic characterization of the p~vious- 
player-winning positions in Section 5. In Section 6 the notion of cedar trees is 

introduced, and in the final section 7 it is used for consolidating normal and mi&re 

play strategies. 

Notation 
Unless otherwise specified, we assume m&e play. &me positions are denoted 

by (x, y) with x 6 y, where x denotes the number of tokens in one pile and y the 
number CA’ tokens in the other pile. Positions from which the Previous player can 

win whatever move his opponent will make are called P-positions, and those from 

Khich the Next player can win whatever his opponent will make ax called N- 

,~sirinn.s. Thus (0, I ) is YH P-position for every a, because the Next player has to 

rno\~ to (0,O) ztnd so Previous wins; ( 1, h), b > 1 is an N-position for every a: the 

Next player moves to (0, 1) and wins. For a = 2, the position (2, 5) is a P-position: 

if Next moves to !O, 21. (0, 3, (0,4), (0, 9. (1, 2), (1,3), (1,4) or (1, 5), then 
~rcvious.. using a move of the first type, moves to (0, 1) and wins. If Next moves 

to (Yp, 21, (2.3) or (2,3), then Previous, usrng a move of the second type, can agk 
move to (0, I L 

The set of ali P-pktions is denoted by P, and the set of all /V-positions by Iv. 

2* Recursive characterization of the P-positions 

A ii\t of the firs! few P-positions (E,,, If,,) for the cases a = I and a = 3 is displayed 

in Tz.tk3 I and 2. lhe tables have an interesting structure. First note that (at least 
for H I- 1 1 1. H,, - E,, = jr in Table 1, and = %I-+- 1 in Table 2. It is a bit hbrder to 

.- 
i~~nti~~~ Ihat E,, = rrx.x(E,, H,: 0~. i ( n) for both, where, for any set S, if S denotes 

the com~lrment ot S 1;53h respect to the nonnegative integers. then mcx S = min s= 

I~+st !tk!rmegafive integer not in S (mex stands for rzzinimum tjxcluded value). Thus 
MCS :; I- O. If M’C define ( E,,. H,, :1 in the indicated manner for all TV, fhtln (El?, H,J r= 

t IV. 3 I 1 for 11 =f 1 3nd ( 16, 53) for N = 3. 

W nou prolc‘ that thu pairs (E,,, H,,) constituttz the set P of P-positions ft)r evcr;v 
fl T 0. 
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Table 2 
The first few P-positions for the 

mis&-e Wythoff game for a = 3. 

n cl 4, I1 6, H,, 
-~ 

Cl ? 

1 ; 
2 0 0 1 
1 1 2 6 

2 3 5 2 3 10 
3 4 7 3 4 14 
4 6 10 4 5 18 
5 8 13 5 7 23 
6 9 I.5 6 8 27 
7 11 1x 7 9 31 
8 1’ 

1; 
20 8 11 36 

9 23 9 12 30 
10 16 26 PO 13 44 
11 17 2x I1 1S 49 

--.- ----- ---___ ---- ~-____ 

Table 1 
The first few P-positions of the 

misih-e Wythoff game for a = 1. 

(ii) For a > 1: 

E;,=mex{Ei,Hj:O~i<rz), H,,=E,+an+l (n 3 0). 

Proof. From the definition of E,, and H,, as given in the theorem it follows that if 

E = IJr’;=o E,, and H = UzzC, H,l, then, for every a > 1, E and H are complementary 

sets of numbers, that is, E u H = 2” (the set of nonnegative :ntegers), an3 E l~ H = fi. 

The last equality is true since if E,, = H,n, then t2 > nz implies that E,, is the mex of 
a set containing Hln = E,,, a contradiction; and n s m is impossible since H,,, = 

E,,, + al?1 + 1 2 E,, -I- an + I > E,,. For a = 1, E and H are covering sets, that is, 

E LJ H = 2”. (In fact, E n H = (2) is easily proved as above.) Thus E and H are 

covering for every a 2 1. 

In order to prove the theorem it evidently suffices to show two things: (i) A 

player moving from some (E,*, H,) lands in a p&Con not of the form ( Ej, Hi). t ii) 
Given any position (x, y) # (E,, Hi) (except for (x,, yj = (0, 0)), there is a move: to 
some (E,,, H,,). (It is useful to note that these two conditions are also necessary: 

the definition of P and N implies that all positions reachable in one move from a 

P-position are N-positions; whereas at least one P-position is reachable in one 

move from an IV-position.) 

(i) A move of the first type from (E,,, H,,) clearly produces a position not of the 

form (Ei, H,). Suppose that a move of the second type from (l&, H,,j produces a 

position ( E, , H, ). Then i # n. A move of the second type satisfies 

((H,,-H,)-(E,,-E,)(=I(H,,-E,,)-(H,-E,)l=((n-i)aj<a, 

, 

implies i = ~1, a contradiction. 

Let (x, y) with .x< y be a position not of the form (E;, Hi) (i SO). If (x, Y) = 

then Next wins Gthout doing anything. So we may assume (x, 4’) f (0, 0). 
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Since E and H are covering, every nonnegative integer appears in .>ne of {A??,,} or 

(H,, ). Therefore either x’ = H,, or x = j!$ for some n 3 0. 

Case 1. x = I&. Then move y -+ E,,. (This move always exists since j’ 2 x = H,, 2 

E,,, and at least one inequality is strict.) 

Case 2. x = E,,. If y :, H,, then move y -+ H,,. If y = E,,, then move to ( Eo, Ho). 
We may thus assun_ 3 that E,) < y < H,,. In particular, n > 1 for a = 1. Let d = y - x - E, 
~1 = Id/a), where 

P = E(a) = I 0 ifa=l, 

1 ifaN. 

Then move (x, y) -+ (E,,,, H,,] ). This is a legal move, since 

Ib, d = J’ -- E,, - F ( H,, - E,, - F = an, hence nt = Id/u J s (j/u < 11, 

k) V=L=;,+d+F> E,,,+d+F3E,,,+ant+e=H ,,,. 

Id) ~(y--H,,,)-tx-E,,,)/=I(y-x)-(H,,,-E,,,)I=Id-ar~zl(a. Cl 

Note that whereas the statement of Theorem 2.1 characterizes the P-positions, 

it% proof indicates explicitly how to win, starting from an N-position. The charhcteriz- 

;Itir,n and move-specification constitute together a sfmfeg_y for the game. Thus 

1 heorem 2.1 and its proof provide a strategy for miske Wythoff games in which 

each P-position can be computed from the previous ones. 
For computin? a strategy. consider a position (9, y) with 0 s s s y (t X. _v) f (0, OH. 

WC n-my assume. here and in the sequel, that y s s + a.r + 1. since for y > .Y + ax + I 

we have (x, y) F N; and (s, y) and (A-, x -t nx + 1) have then the same winning strategy. 

At mosr O(X) computation steps are needed for computing the table of P-positions. 

Once the table is given, only O(log x) steps are required to locate .Y in it by binary 
rcarch. Since also the next move can be computed in O(log X) steps, the total 

number of steps for computing the strategy is only O(log A-), which is linear in the 

input size O(log A-). However, a given table permits to compute the strategy for 

piks of hounded size only, and the table itself has exponential size. In the next 
!-cction wc give a cltrsed form for the rrth P-position. which enables us to beat our 

iid\cr\arv using an explicit rather than onlv a11 implicit recursive strategy, which is . 
A3~~ polynomial (in time and space). 

3. An algebraic characterization of the f-positions 
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LY is the positive root of the +adratic equation 5-l + ((+a)-’ = 1. Thus cy and /? 

are irrational for *:l;ery posi: .ve integer a, and satisfy cy-’ +p-’ = 1. Let y = y(a) = 
cl-- ‘, 6=8(a)=qq I Then 

It thus follows immediately from [2, Theorem II] that the sets 

E’={E:,: rz=O, 1,2,. . .}, ~‘=(H:,:n=o,l,2,...} 

are complementary, where E:, = [nrv + YJ, I-f:, = [rzp + SJ. 

Let a > 1. Note that El, = 0 = Et,, H,+ 1 = Ho, and HI, = E :, + an + 1. Moreover, 
mex{E:. Hi: 0~5 i< tz}= Et, (n 3 0), since {E:,} and {H’,} are increasing sequences 
and E’ and H’ are complementary: if the mex*were not E:, , then E :, would never 

be obtained! This shows that E:, = E,,, Hi, = If,, (II 3 0). We have proved the second 

part of the following theorem. 

Tkheorem 3.1. The P-positions of mist+e Wythoff games clre the fol/m kg. 
. . (i) For a = I: (E~,,H,,)=(2,2) (E,,H,)=(O, I), 

where cy = n(a). /3 =P(a), y= YW. fi=Na)- 

Proof. The first part of the theorem is proved in essentially the same way as the 

second part. Cl 

.A strategy based on this observation can 

It is easy to see that H(Y + y is irrational for 

A-= llzlw+y] a x~rtcu+y~s+l 

X - y r-y+ 

be realized as follcws for every a 3, 1. 

every rz. Since cy > l., 

whcrc (s, y) with x < y is a game position. Therefore either x = [~ZLV + rJ = & where 

12 I- l(s- y+ 1 )lIy], or else, by complementarity, s = lnp +-S] = H,* where 11 = 

10 - S + 1 >/pl. We have thus reduced the situation to that considered in cases (ii) 

and (1) in the proof of Theorem 2.1, and hence the move selection made there can 

be followed. The strategy is similar for a = 1, hence the details are omitted. For 

implementing this strategy, cy, p, y and S have to he computed and stored to a 

precision of O( log x) digits, such that (A- - y + 1 )a ’ and (x - S + 1),6 ’ have still at 

least one significant digit to the rig& of the (decimal, say) point. 
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In order to give yet another, unexpected, way for beating our opponent, we resort 

to the theory of continued fractions. 

4. Continued fractions and systems of numeration 

Let cy brz an irrational number satisfying 1 < cy < 2. Denote its simple continued 

fraction expansion by 

cU=1+ 
1 =[l, aI, a?, a3,. . .I, 

ai+ 
1 

a?-+ 1 

whew the a, w-c’ positive integers. its cowergents P,J~,~ = [l, a,, . . . , a,,] satisfy the 

recursion 

q 1 = 0, qo = l,y,,-a,,+,- t+q,, -? (122 1). 

For the basic facts of the theory of continued fractions, see, for example, Hardy 

and Wright [5]. Olds [7] or Perron [S]. 

In the next theorem we present two systems of numeration, one based on the 

numerators p, and one on the denominators y, of the convergents of cy. The two 
+crn\ are called p-systun~ and q-system in the sequel. 

Theorem 4.1. Every positke integer can be written uniquely in the form 

arid dsn irl the form 

iv = f t,ql. O~t(,<-II,, O”-t,Sa,+ t,=n,+,*t, ,=O (i? 1). 
I -=I) 

Table 3 displays the representation of the first few nonnegative integers in the /> 
and q-systems for the case N, = 3 (i 2 1). 

For the proof of Theorem J. I and Lemma 4 .2 below (which is r,;xt&d later), set 

PI- 

Lemma 4.2. Let 

Ci, . , = u ,+,p,+a, I~, 2+.+-ak+lphq 
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Table 3 
The representation of the first few nonnegative integers in the p and q-systems 

for the case a, = 3 (i 2 1). 

n P2 PI PO 
13 4 1 

0 0 0 0 
1 1 
2 2 
3 3 
4 I 0 
5 1 1 
6 1 2 
7 1 3 
8 2 0 
c) 2 1 

10 2 2 
11 2 3 
12 3 0 
13 1 0 0 
14 1 0 1 
1S 1 0 3 

16 1 0 3 
17 1 1 0 
18 1 1 1 
19 1 1 2 
20 I 1 3 

-_--_~__-_____-__ __ 

42 
10 

0 

I 
1 
1 
1 
1 
1 
1 
1 
1 
1 
2 

q1 
3 

0 

1 
1 
1 
2 
2 
2 
3 
0 
0 
0 
1 
1 
I 
2 
2 
‘) & 
3 
0 

90 
1 

0 
1 
2 
0 
1 
2 
0 
1 
2 
0 
0 
1 
2 
0 
1 
2 
0 
1 
7 

6 
0 

-- 

where k = 0 if i is ccc’n, k = 1 if i is odd. Then Gi+ , 4 pi+ , - 1. 

(Informa 

system.) 
We close 

sections. 

lly, G,. 1 is the equivalent in the F-system of 99. . . 9 in the decimal 

this short section with three definitions which will be useful in the next 

Definition 4.3 (Representations and their intltrpretations). Relative to a simple 

continued fraction cy = [ 1, a, _ a, . . .j, define a represenfation R to be an (nt + 1) - 

tuple 

H = (A,, d,,, -- 1, . . . , d, + d,,L 

where 

O~d,~a,,, and di+, =a,+,+d,=il (iH). 

If it is known that di_ 1 = dj-2 = . l - = d,, = 0, we also write R = td,,,, . . . , di) instead 

of(d,,,,. . . ,di,O,.. . , 0). The p-interpretation IP of a representation R = (d,,, . . . , dJ 

is the number lP = zr:,: dip;. The q-interpretation of R is the number I(, =x:1,, diqi, 

provided that d,, < a I ; otherwise R has no q-interpretation. Given any positive 
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integer k, we say, that its p-representation R,(k) (or q-representation R,,(k)) is 

( A,, . . . , 4,) if 

)?I tt1 
k = c dip, or k= x djqi, docal . 

1 =o i=o > 

We shall later-be interested in p-interpretations of q-representations! Thus for 
a = [ 1 , 1-j where ;i- denotes the infinite concatenation of x with itself, the decimal 

number 1 S has q-representation 112 (see Table 3), whose p-interpretation is 19. 

Thus I,,(&( 15)) = I,,i 1 12) = 19. 

Definition 4.4 (Left ::nd right shifts of representations). If R = (d,,,. . . . , d,,) is an>* 

representation (which might be R,,(k) or RJ k) for some positive integer k ), then 

the representation R’ = (cl,,,, . . . , dI,, 0) is called a left shift of R. In other words, 

H’ is obtained from R by shifting each digit di of R left by one place and inserting 

a zero at the right. If R = (d,,, , . . . , d,, d,,) is any representation, then the representa- 

tion K”= (d,,,, . . . , d, ) is called a right shift of R. 

Definition 4.5 (Lexicographic ordering of representations). Given two representa- 

ti(;ns R, = ( cl,,, , . . . , d,,) and R2 = (. c,,, . . . . . c’,J, WC say that RI is larger than R2 or 

K2 is smaller than RI (R, > R-, or R, < R,) if there is some Jo [0, IN] such that 
ri, I-* ‘; and d, = T, ( i T> j). 

?htc that R, > R2 if and only if I,,( K 1 1 :> 1,~ PC:). 

5. An arithmetic characterization of the P-positions 

We use the numeration systems introduced in the previous section to give a quite 

different characterization of the P-positions. Comparing Tables 2 and 3 we notice 

three interesting patterns. To m&c them rno7.e conspicuous, we unite Tables 2 and 

3 in the form of Table 4. Below we prove that these patterns do indeed hold for 
cvcrs IY _ = [ 1. ci], n 1’ 1, in the form of the following three propertics. 

\2:hcxwu- DC say that a representation R end!, in a certain string. we mtxm ;h;tt 

r;hi\ string cijnstitutcs the right-hartrl end of R. 
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Table 4 4 

The representation of the first few P-positions (E,, H,,) and n in the p and q-systems for CT = ,i 1, j] 

I (a = 3, mkre play). 
‘- “__---- 

!1 6, H, R,W,,) R,W,) R,(n) 
--_-- 

P2 PI PO P3 P2 PI PO (72 41 ‘40 
13 4 1 43 13 4 1 10 3 1 

0 
1 
2 
3 
;I 

5 
6 
7 
(Y 
9 

10 
11 
12 
1 3 
13 
15 
16 
17 
IX 
19 
20 
21 
‘)T _k 
23 
24 
25 
Zh 
27 
2x 
29 
30 

31 
3’ _ _ 

1 
6 

10 

l? 
i8 
23 
27 
31 
36 
40 
14 
49 
5s 
57 
62 
66 
70 
74 
70 
x3 
87 
92 
Oh 

100 
105 
1 oc) 
113 
117 
122 
126 
130 
13s 
139 

0 

1 
I 
1 
2 
2 
? 

3 
0 
0 
0 
1 
1 
1 
2 
2 
7 

3 
0 
0 
0 
1 
1 
1 
2 
2 
3 

3 
0 
0 
0 

0 
2 
3 
0 
1 
3 
0 
1 
3 
0 
0 
2 
3 
0 
2 
3 
0 
1 
3 
0 
0 
2 
3 
0 
3 i 
3 
0 
1 
3 
0 
0 
1 

3 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
2 
2 
7 
‘) 

2 
2 
3 

I 
7 

; 
3 
3 
3 

1 
1 
1 
2 
2 
3 

3 
0 
0 
0 
1 
1 
I 
3 

2 
7 

3 
0 
0 
0 
1 
1 
1 
3 

2 
2 
3 
Cl 
0 
0 

1 

2 
0 

1 

2 

0 

1 
2 
0 
(1 
1 
3 

0 
1 
3 

ii 
1 
7 

; 
9 
1 
‘) 

0 
1 
‘) 

0 
I 
3 

0 
0 
I 
2 

1 
2 
2 
I 
1 
2 
1 
1 
3 

1 
1 
3 A 
3 

1 
9 

2 
1 
I 
3 

1 
1 
9 

2 
1 
2 
3 L 
1 
1 
3 

1 
1 
2 
2 

0 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
2 
2 
2 
9 
3 L 
2 
2 
2 
2 
3 

3 
3 
3 

I’) 

1 
1 
1 
2 
2 
2 
3 
0 
0 
0 
1 
1 
1 
9 L 
2 
2 
3 
0 
0 
0 
1 
I 
1 
2 
2 
2 
3 
0 
0 
0 

0 
1 

2 
0 
1 
2 
0 
1 
2 
0 
0 
1 
2 
0 
1 
9 

0 
1 
2 
0 
0 
1 
2 
C1 
1 
2 
0 
1 
2 
0 
0 
1 
2 

Property 2. Denote the least significant digit of I$,( E,,) by t. Then R,,( H,,) is the i’eft 

shift RL, (E,z) of RP( EJ with the last digit (zero) replaced by 1 (if t = 0 or I) or by 

2 and t replaced by t-l ([f l<tsa) (na0). 

Property 3. Let n be any nonnegative integer. If R,, ( 11) ends in 0 I . . . 1 even or in 

cl . . . lodd (l<c<a), then E,, =I,(R,(n)). ff R,(n) ends in 01 . . . lodd or in 

ck... Zeven, then E,, =I,(R,(n))+l (na0). 
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For proving these properties we need two further auxiliary results. Let (Y = 

16 ,a,,al ,... ] with convergents {pi/Qi), where b is any integer. Let Di = cvq, -pi 

(ia -1). From the theory of continued fractions it is known that 

-_~=D_,<D,<D,<o.~<O<~.~<D,<D~<D~,=(Y-~, 

lDi-,l>lDil (i 20). 

Lemma 5.1 

Proof. hr a proof, see [3]. 

Lemma 5.2. Let b be any integer, a any positiue integer and a = [b, ri]. Then 

n‘oof. True for m = 0. lf it is true for m, then 

??I + I 
1 Dr=u ’ t Q,, + O,, + i +b+l-a)+&,+, 

I 0 

= (1 ’ ( a D,,, + I + D,,, + D,,, +- 1 + b + 1 - a ) 

= a ’ ( I),,, + 1 + D,,, t 2+h+ 1 --a) since aD,,,+I + D,,, = D,,,,?. III 

For proving Property 3 it evidently suffices to show that the following four relations 

hofd for every j 2 0: 
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Relation (i) is evidently equivalent to 

OGncrta-‘- 
2j-1 

ZI pi- i 4P, < 1 
i=O i=2j+l 

for n as given in (i). This is equivalent to: 

2j- 1 

(V) OS C Di+ i diDi+a!-‘<I (kZ0) . 
i=O i=2j+l 

Similarly, (ii), (iii) and (iv) are equivalent, respectively, to 

2j 

(vi) 0s C Di+ i diDi+a-‘cl (d,j+,>l,ksl), 
i=O i=2j+l 

2j 

(vii) 1~ C Di+ i diDi+&-‘< (k>O), 
i =0 i=2j+2 

2j-1 

(viii) 1~ C Di+ i di!Pi+~--‘<2 (dzj> 1, k>O). 
i =0 i=2j 

Proof of (v). We proceed to prove (v). By Lemma 5.1, 

i diDi 6 i aD,z,+1,+.,zi-r, = DZj+Zk+l -Dzj+l <-D7j+lT 
r=2j+ 1 i=l 

i d,Di 2 i aDzj+zi-l = DZj+zk - D2j > - D,j. 
i=lj+ 1 i=l 

Hence by Lemma 5.2 (\yich b = 1 here and below), 

zj- I 

C D,+ i diDi<a-‘(D,i-~+D~j+2-~)-D~j+~ 

Now 

I =o r=2j+l 

=a-‘(2-a- 

D ?I+ 1 =aDzj+ D;?,_, =(a + l)Dzj 

Since D,, > -*v,j+ 1, W~Z thus get 

-D,, 1 < Dl,+l + D,j- D2,__1 =(a 

Thus -(a-l)L&, s(a’--l)D,,, hence 

(a-l)Dzj_1 -(a’-1)D2J 

+ Dzj- 1 - D,jm 

+ l)D,j. 

&I 
-F.-I 

C Di+ ; diDi<a-‘(2-2). 
i =0 I=Zj+l 

Let (Ye be the negative root of 12+ (a - 2)5- a = 0 (a is the positive root). Then 

LYCYJ = -a, ar+a2=2 - a. Therefore 

a-‘(2-..LY)-a--‘(a+az)=a-‘(n-aacr-’)= 1-(y-l, 
I 
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proving the right-hand side of (v). For the proof of the left-hand side, write 

zj- I 

x Di+ i diDi~a-‘(D2j_,+DZj+2_a)-D?j 
s:. i=l i=2j+l 
1 

= a-‘(Dzj_l-(a-l)D2j+2-a) 

~a-1(D_,-(a-l)D,,+2-~) 

=l-cx=a+*az-l=a(l-a,-‘)-l~-ar-‘. 0 

proof of (vii. For proving (vi) we use Cl,j+ l > 1 and Lemma 5.1 to get 

i d,D, (2&,+, + i aQ2,+1~+m-n = Qj+ 1 + @jt-~k+ 1 < &I+ 19 
I- 2jt I 171 

and. as A-wvc, up=,,+, di Di > -Dz,. Hence by Lemma 5.2, 

21 

x D,+ i diD,<a”‘(D~j+D~,+, +2_a)+D2j+l 
1 I I-2j+ 1 

2j+ 1 

=a-‘(D,,+,+D,,+,+2-a)= C D,sl--iv’, 
i=o 

where the la\t inequality follows as in the proof of (4. On the other hand, 

‘I 

\i: D,+ i d,D, >a -‘(D,,+D71,,+2-~)-D~j 
I 0 I 21’ I 

=CI ‘(2_a-(a_l)D,j+D,,+,) 

>a-‘(2---(y-(a- l)D,,+ 0,) =(I> --CC’. q 

Proof of (vii). For proving (vii) we again start with Lemma 5.1: 

Thus 

21 
?-D,+ E d,D,<a--'(D2,+L)~,+1+2_Q)-D2jt1 , -0 1-2jtz 

=a+a-aa=l-(rr-{)(a-1). 
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Since cu>l, wehave -(a-l)(a-l)~O<l-a? Thus 

I-(CY- l)(a-l&2-a-‘, 

proving the right-hand side of (vii). In the other direction, 

2j 
1 Di+ i diDi> aA’(D2j+DZj+l+2-a)-D2j+2 

i=O i=Zj+3 

We proceed in ;d way similar to the proof of (v): 

D 21+2 =(a+l)D,i+I+Dzj_Dzjt1, 

hence 
-D~j>D~j+7+D2jlI-D2j=(a+l)D2j+l, 

SO 

-(a - l)D,j-(a’- l)Dzj+laO* 

Hence 

Proof of (viii). Finally we prove (viii) by writing 

Since d,, > 1, 

i diDi> 2Dzj+ i aDzj+zi-1 = D2j + Dzj+zk > D,je 
izzj i=l 

Thus 
2;- 1 
C Di+ i d;D,<a-‘(D,,-I+D7j+2-ff)-D?i-l 

; -=o i=zj 

5 a-'(2-a -(u-~)D-~+DJ 

= ]c2-a-‘, 

since (Y > 1. In the other direction, 

Zj- 1 
x Di+ i diDi>n-.‘(D?j.-I+Dlj+2_a)+Dz, 

I =o i=Zj 

=a-‘(D2j+D2j+l+Z-a)= ~ Di>l--a!-*, 
i-0 

as in (vii). 0 
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Proof of Property 1. The first part of Property 3 implies that if R,(n) ends in 

Ol... leven or in cl . . . 1 odd. then also RP( &) = R4( n) ends in the same strings. 

The second part of Property 3 implies that if R&I) ends in 01 . . . lodd, then RJE,) 

ends in 01.. . 12even; and if R,(n) ends in cl.. . leven, then RJE,) ends in 

3.J. .., a or in cl... 120dd. Since the sets {E,, : n 2 0) and {H,,: n 2 0} are com- 

plementary, the latter set of numbers has representations which are the complement 

of the representations of the former set. This proves Property 1. Cl 

Proof of Property 2. For proving Property 2, note that the transformation of f 

defined in its statement is a bijection since it has an inverse f-l: Shift f( R,,( E,,)) 

right; if d,, =2, then put d, + d, + 1 (d, d,, is the right trailing end of f (R,,( E,,))). I 

This evidently produces E,,. Moreover, by Property 1, the sets {RJE,,): n 2 0) and 

{ f (R,,( E,J j: II 2 0) are complementary. 
We now proceed by induction. The assertion is true for n = 0. If it is true for all 

n<m, then f(R,(E,,,j)# R,,(H,,), n<,m. In fact, I,l(f(R,,(E,,,))) is the smallest 

number of {H,,} not yet obtained for n < n2. If HIpI # I,( f( H,,( &))), then 

I,,( f ( KJ ET,,,))) can never be obtained for n > m, contradicting the complementarity 

of M,,(E,,)) and {f&AE,,)~. Cl 

Now suppose we are given a position (x, J.~) with 0 s x d y (a > 1). We may assume 

(x, y) f (O,(l). To obtain a strategy based on Properties 1. 2 and 3, compute R,(x). 

If it ends in one of the strings (iv) or (4 of Property 1, then x’ = Hk for some k 2 0, 

and a winning move is (x, y) -+ (I,,( f- ‘(R,,(x))), x) E l? If R,(x) ends in one of the 

strings (i), (ii) or (iii) of Property 1, then x I= EL for some k 2 0. If y > IJ f( R,(X))). 

then the move (A-. J++ (s, I,,( f(R,(x)))j E P is a winning move. If y = !,,( f(R,,Ixj)j. 

then (x, y) E P, so wt’ cannot win when starting from the given position (x, y). If 

x = v, then the move (x. y) + (0, 1) E P is winning. Finally, if x < y < 1,,(ft R,,(x))). 

than let m = [(y-x-- 1)/a]. If R,,(M) ends in 01.. . leven or cl.. . lodd (1 <cc 

N 1. then E,,, = I,,( K,( IZZ )) by Property 3. Otherwise E,,, = I,,( RJ172)) + 1 In either 
case a winning move is (x, y) --, (E,,,, E,,, + cm + 1) E P. The strategy foi c1= 1 is 

similar and is therefore omitted. 

The complexity analysis of this algorithm is very similar to that performed at 
the end of [3]. and is based on the fact that P,~ - Kg”+‘, where K = C&X, 

R =:(a +Cn’+4). Since 11 - log, (s/K) and g increases with n, this strategy 
implementation, which requires )I = O(log x) steps, is f:lort’ eficicnt than even the 
algebraic one of Section 3 when N is large. 

In order to consolidate the above strategies of miG?re Wythoi? games as well as 

?hose of normal Wvthotf gzlmes, wt‘ now proceed to introduce the notion of a cedar _ 
t rec. 

6. Cedar trees 

Relative to a simple continued fraction CY = [ 1, a, , a:, . . -1 we define the following 

~ub~l;t~ of binary t me:,. ‘I he subclass consists of continucll traction representation 
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trees (cedar trees). A cedar tree Cm,d = C,,J cy ) of order m is defined as follows: 

(i) For m < 0 or d = d, outside the range (1,2, . . . , ~1,,,+rj, C,,,d is empty. 

(ii) For 1 s d = d, s (I,,,+ I and m 2 0, the root of’ C7m,d is any representation of 

the form (d,, . . . , d,). 
Note that the order m of the tree is the index m of the least significant nonzero 

digit d, of the representation of the tree’s root. The root of the left subtree is the 

representation (d,,...,d,,+l,d,,-l,l) of order m-1 (mal). If d=d,,,<a,“+,., 
then the root of the right subtree is the representation (d,, . . . , d, + 1) of order m. 

If d,, = a,,,+] 9 then the root of the right subtree is the representation 

(d,,v l . . , d,,,, 0,l) of order m - 2 (m 2 2). This inductive definition is illustrated 

schematically in Fig. 1 for the case m = 2 and a3 = 4. If the root of C,,,,d is the 

representation (d,), we denote the tree by C”,,, . Fig. 2 illustrates the unique cedar 

tree C’:.,([l, 31) in which the numbers above and below the nodes should be ignored 

for the moment. 

We now derive two subfamilies of trees from the family of cedar trees. A p-tree 
7’,rl,d derived from a cedar tree C ,,l.n is the p-interpretation of C,,,rlr that is, every 

node of Gii is replaced by its p-interpretation to make up T,,*,+ Similarly, a q-tree 
T ,,,, d derived from C,,l.d is the q-interpretation of C,,,.(,, but with one proviso: since 

to < a 1 (see Theorem 4.1 above) and the nodes of Cm,d ending in a, are precisely 
the leaves of C,,,d, the form of a T,T,,,,n-tree is that of T,N,d, but without the leaves of 

the latter. Thus a T,,,,d- tree turns into a ?-,,,d-tree in the fall, after having shed all 

its leaves, and the process is reversed in the spring! The notation C’,t,.,l Carrie? over 

to Tk.,t and %,I in an obvious manner. 

For example, the numbers above the nodes in Fig. 2 are the p-interpretations of 

the nodes. Replacing the nodes of C& ([ 1, 31) by these p-interpretations gives 

T’,,, ([ 1,3]). The numbers under the nodes of Ci,‘,l ([ 1, 31) are the q-interpretations. 
So pruning the leaves of C’,‘_, ([l, 31) and replacing its remaining nodes by their 

q-interpretations gives ~(2)~~ ([ 1,3]). 

We need the following definitions. The rightmost (leftrliost) descendant u of a 

node II is the descendant at the end of a chain of right (left) descendants of u which 

has no further right (left) son. (Note that v is not necessarily a 1eaf.j A Mel of an 

edge (u, v) of a cedar tree is a bit 0 or 1 attached to the edge according to whether 

t‘ is a left or right son of U. If w is any vertex of a cedar tree and (t+ , . . . , e,,) is 
the path of edges between the root and w, then m + 1 is the length of the path and 

(c,,..., c*,,,) E (0, 1)“’ is the trace tr( w) of w, where I’; is the la.bel of edge ej 

c2,4 

Fig. 1. The inductive construction of a cedar tree for m = 2, n, = 3. 
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(1 d is m). The order of the sequence is such that cl is the label of the edge e, 
from the root to its son, and c,,, is the label of the edge e, leading into W. Note 
that the trace of the root of a cedar tree is the empty sequence. If tr(u) = 

(O,c2,***, ck), then tr(u)=tr’(u)=(c*,. . , , ck) is a reft shift of tr(U). Also tr( u) = 
tr”(v) =(0, c2,. . . , ck) is a right shift of tr( v). 

The basic properties of cedar trees and some other properties needed for the 
applications are enunciated in the ‘cedar tree ten commandmenrs’ Theorem 6.1 
below. 

The reader may find it useful to verify the properties on the cedar tree of Fig. 2 

while reading the theorem. 

Theorem 6.1. Let o. =[l, a,, a2,. . .] be an irrational number and C,n,d = C,&u) a 
cedar tree (d = d,,,, m 2 0). For assertions (ix) and (x) we assume: ai = a ( i z= 1) 
where a is any positive integer (since the proof rests on Lemma 5.2), y r= CY-‘_ and 
we restrict attention to a cedar tree C”,,,, (a). 

(i) Let u be any node in CnVd or in the Tm,d or T,,,,d’tree derived from C,& Then 
every node in the left subtree of u is smaller than u and every node in the right subtree 
of u is larger than u. 

(ii) The trees C,,, d and Tm,‘! have P,,,+~ - (d - 1) P,,, - 1 nodes each and T,,d has 

qm+1 -(d - l)q,,, - 1 nodes. 
(iii) Every number from among (1,2, . . . , P,,,+, - 1) appears exactly once in T’:,,,, 

and every number from among (1,2, . . . , q,,,,_ 1 - 1) appears exactly once in $,,,, . 

(iv) Pruning the leaves of C,,,.d and replacing the nodes by their q-interpretations 
gives T,,,,(~. Moreover, the number of leaves of c,,., (or T,,,.,) is~,,+~ -q,,,.+I; this number 
is qm if ai = a (i 2 1, a any positive integer). 

(v) Let R, = (d,, . . . , dk+l, dk) ,be a node of C ,,,, d with dk # 0, k > 0. Then 
the leftmost descendant of the right subtree of RI, if any, is Rz = 

cd,,, . . m 3 &+I 7 LO,. . . , 0,l) (k - 1 intervening O’s), and I,(R,) = ZJ RI) + 1. The 
rightmljst descendant of the left subtree of RI is 

RAd,,, . . . , dk+l,dk-l,ak,() ,..., O,a,) (kodd) 

or 

(d,, ,..., dk+,,dli-J,akrO ,..., a?,O) (keven). 

IFI either case, Z,,(R,) = I,(&)- 1. 

(vi) 
shortest 
ia 1). 

(vii) 

with tr( 

in CL 

The !ongest path from the root of C,,,,, to a leaf has length L,, = Cfl;:’ ai ; the 
path has length lm = a,+m (if ai> I for i 21) or [$(m+3)] (if ai= 1 for 

Zf tr( u) = (0, c2, . . . , ck) for u in Cz,, . then there exists a node v in Cl:,,, 
v)=tr’(u)=(c,,... , ck ), and v is a left shift of u. Conversely, if v is a node 
ending with 0 and tr( v) = ( c2, . . . , ck ), then the right shift u of v is in Ck,, 

and tr(u)=(O,cz,...,ck)- 
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; viii) lf R,(n) ends in an even number of zeros in C”, t , then tr( R, Lncw 1) = 
tr’: #Z,,(n)). Otherwise tr(R,[ncrj) is tr(R,(n)) followed by 0 and as many l’s as 
po&ble until a rightmost descendant is reached. 

(ix) Let u be a node in C”, 1 , ending in a digit t with tr(u) =(O, ca,. . . , ck). If 
t c a, then there exists a node v in C”,,, with tr( v) = ( c2, . . . , ck9 1, 0, . . . , 0) (maximal 
number of trailing O’s until a leftmost descendant is reached) and v = u’, except that 
the last digit 0 of v is replaced by 1. Suppose a > 1. If t > 0, then there exists a node 
v in Cl:,,, with tr(v)=(c2,..., ck, 0,l) and v = u’, except that the last two digits 
(t, 0) of v are replaced by (t - 1,2). Conversely, if v and tr( v) have the specified 
forms, then (0, cz , . . . , ck) is the trace of a node in C”,,,, which is the right shift v” 
of v with the last digit t of v” replaced by t + 1, if the last digit of v is 2. 

(x) IfR,(n) endsin 01 . . . leven orincl . . . lodd(l<c<a), then tr(R,[ncr+ 
yJ ) = tr( R4( n)). Otherwise tr( R, lna + yj) is trr R,(n)) followed by 1 (n > 0). 

Proof. (i) We prove the result for T,,,d. The proof for T,,,d and c,,,,d is the same. 

If u in 7;,,.~ has the form K,,,+, +dp,,, for some 1 s d 6 a,n+l where R,,(K,,+,) has 
the form ( d,, , . . . , d,,,+,), then it follows from the definition of cedar trees that every 

node in the right subtree of u contains the summand K,,,+, + dp,,,, in addition to 
other summands. The left subtree T, of u has root v = K,,+1 + (d .- l)p,,, + p,,,+, . 
Assuming the result inductively for T’, the largest node of T’ is a rightmost 
descendant of v, whose value is 

K ml+ I +(d- l)p~,+a,p,,,_,+a,,-2p~,-~+o * *=K,,,+I+~P~~~-~<U 

by ILemma 4.2. 
(ii) Again we prove the assertion for 7,,,,d only. Since obviously T,,,,d and Ti,,tj 

have the same number of nodes, it suffices to restrict attention to Tz,,,i. We proceed 
by induction on m for any d. A tree T:jmd has obviously a I - d + 1 = p1 - (d - 1 )pO - 1 

vertices. Given T!I.d (m 2 1). Each of the nodes dp,,,, (d+ l)p,,,, . . . , a,,,+,p,,, in the 

branch emanating from the root on the right has a left subtree of the form T,,,-l,l 
(see Fig. 3). The number of nodes in the branch and in the (a,,,,, - d + 1) left 
subtrees is (a,,,, I - d + l)p,,, by the induction hypothesis. In addition, the node 
CI ,,, + I pm has a right subtree of the form 7;,, _‘,, , which has y,,, _ 1 - 1 nodes. Hence 

the total number of nodes of 7’,,,q,1 is 

(a 1’1 i I ‘-- d + 1 h,, -+- p,‘, 1 - 1 = y,,, $ , - ( c( - 1 )p,,* - 1 . 

(iii) once again wc prove the result for T:l,,, only. From (i) it follows that the 
smallest ele,ment in Tj),_, is the leftmost descendant which is evidently 1. The largest 

clement is the rightmost descendant, and it is a,,,+ 1 p,,, + a,,,_, l~,,~_.~+ l l l = P,,~+~ - 1 

by Lemma 4.2. It also follows from (i) that all values in T,,,.,l are distinct Since the 

number of nodes is p,,, + l - 1 by (ii) and all are in the range [l,~,,~+, - 11, every 

intcgcr in this range must appear precisely once in Tz,,l. (Induction on m without 
using f i) and Lemma 4.2 could have beei wed as an alternative proof.) 
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Fig. 3. The first few branches of T:!,,d . 

(iv) The first part was already proved. By (ii), the number of leaves of T;n,i is 

(p,,l+l-l)-(q,,+,-l)=p,+,-q,,,+,. For (~=[l,d] we have JJi”qi+qi-l (i*O). 
This is indeed the case for i = 0 and 1 by inspection. Assume true for i < n (H 2 2). 

Then 

Pt1 = wtl--1 +pt,-2 = eL-* +qn-21 +(qtl-2+%-d = qtl+q,,-1. 

(v) The results directly follow from the definition of cedar trees and from 

Lemma 4.2. 

(vi) It suffices to cornput the longest and shortest path from the root of 

TZ*, *- rather than Cnl,, -toaleaf.Byinspection,Lo=k,=al,L,=aZ+a,,f~ =I,,+l. 

Since Lt,,_I b L,,,-; 7 we have (see Fig. 3 in which we now put d = l), 

Lt, =max{l+ L,,-I9 at,,+l +L,d = a,,+1 +L-,, 

and the result L,, = C yl+l ’ ai follows by induction on m. Since also I,,,- 1 2 It,,-2 we have, 

1 n, =min{l + Ll, am+, + fm-d. 

If ai > 1 (i z l), then, assuming the result inductively, we get that I,, = 

min{ a l + m, a,,, + 1 +a,+m-2}=a,+m+min{O,a,,,+,-2}=a,+m. If ai=l (+I), 

then 

I ,,=l+l,,_,=l+ L$(m+l)] = [&m+3)] 

by the induction hypothesis. 

(vii) For traces of length 1, tr(u) = (c,) = (0). The desired vertex u in this case 

is the root with the empty trace. Moreover, u = (0, 1, 0, . . . , 0) (m - 1 trailing zeros) 

and u=(l,O,O ,..., 0) (m trailing zeros), and so v is a left shift of u. Given u with 
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tr(W)=(o,C~,..., Q) ( k 3 2). By the induction hypothesis on the trace length, for 

the ,Father !(I of u with tr( I.+) = (0, ~2, l . . , c&, there exists a node o1 with tr( v,) = 

IQ,. l l , ck_ I), and v, is a left shift of ul. Thus if u1 = (d,, . l . , d,, 0, . . . , 0), dl f 0 

(I trailing zeros), then v1 = (d,, . . . , d,, 0, . . . , 0) ‘, I + 1 trailing zeros). If u is a left 

son of 11, , then I > 0 and so a fortiori v1 has a left son V. The trace of IC is then 

(O.CZ?...,Q) (Ck =0) and that of v is &,. . . , ck). Moreover, u= 

(d,,, l l ” , d*-l,l,O,. . . , 0) (I- 1 trailing zeros) and v has the same form but with 

I trailing zeros, and so v is a left shift of u. A similar argument holds if u and v 

are right sons of ui and vl respectively. 

Now let v be a node ending in zero and let u be the right shift of v. Since 

1,,(u) < I[,( t’), (iii) implies that I,( U) appears in T!,,* , the p-tree derived from Cln,, . 

Hence u appears in C’,‘,,., . Since I,,(v) < P,,~+~, we have I,(U) < P,,~. Hence if tr( v) = 

(c_7*. . * * ck) and tr(@ = (6,) b2,. . . , bk), then h, =O. By the first part of (vii), we 

know that rhe left shift v of u has trace (62,...,bk)=(~Zr...,~k). Hence u has 

trace (0, c, . . . , ck ). 
Oviii) The result follows from [3, Theorem 41. The first part of that theorem 

implies that if R&z) ends in an even number of zeros, then R,, [ncuj = R,(n) is 
represented by a single node of C!,., . The second part of the theorem and (v) imply 

that if R,,( II) ends in an odd number of zeros, then & LLW] is a rightmost descendant 

of the left subtrce of it-i,(n), which implies the result. 

(ix) From (vii) WC know that the left shift w = U’ is in Cyn,, and tr( w) = 
i (‘ I..*.. ch I. If f ( a, tJ;en w has a right son X, hence a leftmost descendant v of x’ 

t which may be x itself). Clearly tr( v) = (c~, . . . , ch. 1, 0, . . . ,O); and I,(v) = 
I,( WI+ 1 by h). This implies that replacing the last digit of MI by 1 gives I!, completing 

the proof of the first part. For proving the second part, note that since w ends in 

0. w has a left son ~7. If t > 0, then y ends in t - 1, 1. Since a > 1, y has a right son 

z which ends in t- 1, 2, and tr(s)=&, . . . , ck , 0. 1). The converse of the first two 
parts is clear. 

lx) The result directly follows from Property 3. i-_’ 

7. Some uses of cedar trees 

A t rtx T::,. i (~[ i 1) is the decision tree of a w-called Fitmaui .~nrc*h (see, e.g.. 

kwth [h. Section 6 2. I]). More generally. a tree r::,., ([ 1, ti]) (a -2 1 any integer) 
can he considered as the decision tree of a generalized Fibonacci search algorithm 

which. given i-1 table of 11 numbers in increasing order, starts by comparing the 
qumcnt searched for with the (n/g)th number (where g = ( P,,,+~ - 1)/p,,,). and 

iterates this procedure on the smaller blocks (see [6, Section 62.1. Exercise N]). 

12 generalized search in this sense is in fact defined by rl’,,., (a) and by ~ii,.~ (cy) for 

etcry real number (Y. A seemingly first application of such searches is indicated below. 
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In order to show how cedar trees can be used to consolidate Wythoff game 

strategies, it is useful to take stock of the main results obtained so far. 

Normal play 
We have the following three characterizations of the P-positions (A,,, h&): 

(I) A,=mex{Ai,Bi:Osi<n}, B,,=A,+an (na0). 
(II) A,,= [ncu], B,= [@I, a=(2-a+Ja2+4)/2, P=cr+a (nk0). 

Mike play 
We have 

(IV) (i) 

the following three characterizations of the P-positions (E,,, H,,): 
Fora=l,(E,,,H,,)=(2,‘2), 

E,,=mex{E,,Hi:06i<n}, H,,=E,,+n (~211). 

(ii) Fora> 1, 

E,,=rnex{~i,H,:O~i<~~), H,,=E,,+an+l (n~0). 

(V) (9 

(ii) 

Fora=l.(E,,, H,)=(2,2),(E,, H,)=(O, l), 

E,$n(l+&)J, H,,= &7(3+.i5] (n 22). 

Fora> 1, 

WI) (i) 

(ii) 

E,, = lfla + 71’ f4z = lM+U (II xl), 

where cy =$(2-- a -I- Ja”+4), 

b =a+a, y=n-‘,S=y+l. 

For a = 1, Et*, H,I are the same as A,,, B, in (III) above (12 2 2), except 

that (E,,, H,,) = (2,2), (E, , H,) = (0, 1 L 

For a > 1, (a) E,, is the set of all numbers with p-representation ending 

in one of (I) 3,4,. . . , a, 01 . . . leven, 01 . . . 12even, cl . . . lodd or 
cl... 12odd (1 < c< a), and H, is the set of all numbers with p- 

representation ending in one of (2) 01 . . . lodd, 01.. . 12odd, 

cl . . . lever@2 or cl... 12even (na0). (b) R,(ti,k is Rb(E,) with 

the last digit (zero) replaced by 1 (if the last digit t o8‘ RP( E,) is 0 or 

1) or by 2 and t replaced by t - 1 (if 1 < t d a) (n 2 0). (c) If R,(n) 
ends in (1 j 01 . . . leven or in cl . . . lodd, then E, = I,,&(n)). If R,,(n) 

ends in (2) 01 . . L lodd or in cl . . . leven, then E,, =Z,,(R,(n))+ 1 

(na0). 

(A,,} ({B,}) is the set of all numbers whose p-representation relative to 
(Y = [ 1, ci] ends in an (1) even ((2) odd) number of zeros. 

R,(B,) = R;(&). 
If RY( n) ends in (1) an even number of zeros, then A,, = ZJ R4( n)); if 

it ends in (2) an odd number of zeros, then A,, = ZJR,(n)) - 1 (n 2 0). 
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Note. Consitkr the following alternative definition of Wythoff games. The riwles 
are as defined in Section 1, with the additional requirement that no player is ever 

permitted to move to a position of the form (x, x) (x 3 0). The player first unable 
to move is the loser, his opponent the winner. Then obviously the last position of 

the game is (0,l). Moreover, it is easy to see that this class S2 of normal Wythoff 

games is equivalent to the class S, of misere Wythoff games according to the 

dA%rition of Sect&*? 1 for every a > 1. But for a = 1 we get a different game, whose 
d;“@ +trixrs are consistent with those for a > 1 rather than different from them. For 

tk ;A~~-native definition, the above summary for misere play can thus be simplified 
I+ cc’:‘,!;?ti8:$ OVti), V(i) and VI(i), and omitting a > 1 in IV(ii), V(ii) and VI(ii). 

I Note tf13t the inequalities (v)-(viii) in Section 5 hold also for a = 1; the proofs did 

not USC a 3 1.) 

As an Lustration for the P d r^r rnative definition we present the first few P-positions 

for n = 1 ruf the alternativeI\ 2 :fked game in Table 5. But in the remaining part of 

this sec?~rrt~ tie shall :esort back to our original definition of misere Wythoff games 
@en in 5:ction 1. 

IhC rCprCWritrltl+ t!! ” tflL’ fFi ,t I rL L wsitions (E,,, H,, 1 and II in the p and q-qstems for a = [ i] it- the 
?!tel br.i‘Tri -10 t ro.fined Wythoff game (a = 1, normal pIa>,). 

-.---____ -_- _-_.___ _--__-_-__ ---.-__- .-- 

Ii I-,. !I ,. 

II 0 0 0 

1 0 

1 I) 0 

1 0 0 0 

I 0 I 0 

0 0 0 0 

0 0 1 0 

0 I 0 0 
0 0 0 0 
0 0 I 0 
(1 1 0 0 
I 0 0 0 

&A H,, ) H,,(n) - 
we-- _ _--___ 

P’r, PC I’.4 jJ7 P2 PI PO 45 Y-r Y\ (12 (11 qo 
21 13 x 5 3 2 1 8 5 3 2 1 1 

0 0 0 0 0 0 1 0 0 0 (1 0 0 
1 0 1 1 0 

1 0 0 1 1 0 0 
1 0 0 0 1 1 c) 0 0 
1 0 I 0 1 1 0 I 0 

I 0 0 0 0 1 1 (1 0 0 0 
1 0 0 I 0 1 1 0 0 1 Cl 
1 0 1 0 0 1 1 0 1 0 0 

1 0 0 0 0 0 1 I 0 0 0 0 0 
I (1 0 0 1 0 1 1 0 0 0 1 0 
I 0 0 1 0 0 I 1 0 0 1 0 0 
1 0 I 0 (1 0 1 1 0 1 0 0 0 

We shall now apply cedar trees to consolidate Wythoff game strategies. A 
connection between cedar trees and the first, second and third characterizations of 

the P-positions is given by the following algorithm: 

While traversing a Cf’,., ([ 1. ci 1) cedar tree (a 2 1) in irtorder (see, e.g., Horowitz 
and Sahni [S. Section ti.l,l J), put 1,(n) of every node u visited into a list A’, B’, 

1:” or N’ according to whether II ends in one of the strings of the form (III)(a)(l), 

~IIl)(:rK). (VI)(ii)(a)( I) or (VI)(ii)(a)(Z). Then A’, B’. E’and H’ are the beginning 
\cgmcn t of an A,, = [ ntr J -sequence, a B,, = In/3 J -sequence, an El1 = 
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[na + yj -sequence and an H,, = ln/3 + S] -sequence. There are some ‘boundary 

conditions’: The A.,, W, sequences have to be preceded by A0 = 0, B. = 0; the E, 
sequence by E0 = 0. For a = 1, the E, and H, sequences should be replaced by the 
A, and B, sequences (n 2 2) and preceded by (E,, E,) = (2,O) and (Ho, H,) = (2,1). 
In practice, this procedure may be simulated w Without actually constructing 

Cz,,* ([l, 61): Start with a vector (0,. . . , 0) (m + 1 O’s) and, by ‘adding I’, cycle 
through all representation vectors up to (aOa0. . . b), where b = a (m even), b =0 

(m odd). 

The correctness of this algorithm is a direct consequence of the strategies summar- 
ized above and the fact that an inorder traversal of a cedar tree with property (i) 

of Theorem 6.1 sorts the entries in increasing lexicographic order, 

A more intimate connection between cedar trees and the third characterizations 

of the P-positions will now be presented. We assume a > 1 for miskre play, since 

for a = 1 *he strategy is the same as for normal play except that the first two 

P-po&lons are different. 

Given a position (x, y) in a normal or mikre Wythoff game. We may assume 
O< x < y, since for x = 0 and for x = y, the situation is quite clear. Let m be the 

smallest positive integer satisfying pnl > x, and let u = R,(x). We can compute u 

and tr(u) simultaneously by ‘searching for u’ in an (imaginary) p-tree with root 

p,,,, proceeding in binary search tree fashion: ‘Turn left’ (‘right’) whenever x is 

smaller (larger) than the current node z. This simply means that if z = C]ll, d,p, 

(dk f O), then ‘turning left’ amounts to replacing dk by dk - 1 and adding pk -l 

(k 2 1); and ‘turning right’ means replacing dk by dk + 1 (if dk < uk,- ,) or adding 

pk_? (if dk = ak+l , k 2 2). 

The following algorithm is based on representations. Other variants, based on 

traces or a mixture of traces and representations can easily be formulated. An 

algorithm based on traces instead of representations has the advantage that binary 

sequences rather than representations are being handled and compared. 

Statements in parentheses and in brackets refer to normal and misere play 

respectively. Comments appear in curly brackets. 

Algorithm 
Step 1. {Compute ui. Using the above search method, compute u = R,(x). 

Step 2. {x = (SJH,,]}. If u ends in a string of the form ((M)(a)(2)) [(VI)(ii)(a;1(2)], 

make the move (x,y)+(I,(w),x)~P, where w = u” [with the rightmost digit t of 

11” replaced by t + 1 if the rightmost digit of u is 21. End. 
Step 3. {x = (A,,)[ E,,]). Denote by (s, t) the two rightmost digits of u. If u ends 

in a string of the form ((III)(a)( 1)) [(VI)(ii)(a)( l)], let v = u if (t < a) [f =O or l] 
(v=u except that (s+l,O)+(s,t) if ?=a) [v=u except that t-l+t if ~41. 

Compute I‘1 ( II) = n. Then (B,JH,,] = x + an [+ 11. If y = (B,)[H,,], then (x, y) E P. 

End. 

Step 4. W== U%W,,1>. If y > (RWJ, make the move (x. y) + (x, (B,,)[H,,]) E P. 

End. 
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step 5. ((A, < y c B,)[E” < y <: H,,]}. Compute d = [(y-x [-l])/al l Using the 

A. S. Fraen kel 

above search method, compute w - R, (d). If w ends in a string of the form 

((III)(c)(I)) w~)Mm makethemove(x,y)+(I,(w),I,(w)+ad[+l])~P.End. 

If w ends in a string of the form ((111)(c)(2)) [(VI)(C)(~)], make the move ((x, y) + 
(ZJw)-1, I,(w)+ad_1)EE’) [(x,y)+(Ip(w)+1,1p(w)+ad+2)~P]. End. 

Verification. We shall verify the algorithm for misere play only, since the argument 
for normal play is very similar. 

In Step 2 we have x = H, for some n a 0 by Property 1. The node w constructed 
in Step 2 is RP( E,,) by the inverse of Property 2. In Step 3 we have x = E,, by 

Property 1. The inverse of Property 3 implies that Iq( v) = n ; and H, =L x + an + 1 
by Theorem 2.1. The correctness of Step 4 is obvious. The correctness of Step 5 
follows from Property 3 and Case 2 of part (ii) of the proof of Theorem 2.1. It 

only remains to show that there is a node w in C”,,, satisfying w = R,(d). This 

follows from 

d 
=ly-x-l j,y-x-l<H,-E.-l 

I-- {since E, =x<y<H,,) 
LaJ a U 

= n =s E t1 

= x < Pm =qn,+qm-t 

s aq,,, + qnr -- I = qm+ 1 * 

Hence d s q,,, + I - 1, so d appears in 

in Czl., . 

The complexity of the algorithm is the same as that of the algorithm based on 

{since cy > 13 Et, = [rzcu j 2 n} 

{by the last part 

of Theorem 6.1 (iv)} 

$, by Theorem 6.1 (iii), hence R,(d) appears 

the arithmetic characterization, and the space requirement is also limited to O( log x). 

Note. An earlier paper of the present author [3] originally contained the analysis 
of normal Wythoff games and the basic theory of cedar trees and their use for 

consolidating normal play. Since the two referees of [3] recommended to publish 

the cedar tree part separately, the present paper resulted, to which we have added, 

however, the mis&c analysis, which, as shown above, is also consolidated by means 

of cedar trees. 
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