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PREFACE

Dynamic Logic (DL) is aformal system for reasoning about programs. Tradition-
aly, this has meant formalizing correctness specifications and proving rigorously
that those specifications are met by a particular program. Other activities fall into
this category as well: determining the equivalence of programs, comparing the
expressive power of various programming constructs, synthesizing programsfrom
specifications, etc. Formal systems too numerous to mention have been proposed
for these purposes, each with its own peculiarities.

DL can be described as a blend of three complementary classical ingredients:
first-order predicate logic, modal logic, and the algebra of regular events. These
components merge to form a system of remarkable unity that is theoretically rich
aswell as practical.

The name Dynamic Logic emphasizes the principal feature distinguishing it
from classical predicate logic. In the latter, truth is static: the truth value of a
formula ¢ is determined by a valuation of its free variables over some structure.
The valuation and the truth value of ¢ it induces are regarded as immutable; there
is no formalism relating them to any other valuations or truth values. In Dynamic
Logic, there are explicit syntactic constructs called programs whose main role is
to change the values of variables, thereby changing the truth values of formulas.
For example, the program z := z + 1 over the natural numbers changes the truth
value of the formula*“«x is even”.

Such changes occur on a metalogical level in classical predicate logic. For
example, in Tarski’s definition of truth of aformula, if v : {z,y,...} = Nisa
valuation of variables over the natural numbers N, then the formula3z 22 = y
is defined to be true under the valuation « iff there exists an a € N such that the
formulaz? = y is true under the valuation u[x/a), where u[x/a] agrees with u
everywhere except x, on which it takes the value a. This definition involves a
metalogical operation that produces u[z/a] from u for al possible valuesa € N.
This operation becomes explicit in DL in the form of the program z := ?, called a
nondeterministic or wildcard assignment. Thisisarather unconventional program,
since it is not effective; however, it is quite useful as a descriptive tool. A more
conventional way to obtain a square root of v, if it exists, would be the program

z:=0; whilez? <ydoz:= 2z + 1. @

In DL, such programs are first-class objects on a par with formulas, complete with
acollection of operatorsfor forming compound programsinductively from abasis
of primitive programs. To discuss the effect of the execution of aprogram a. onthe
truth of aformulay, DL usesamodal construct <a>¢p, which intuitively states, “It
is possible to execute o starting from the current state and halt in a state satisfying
. Thereisalsothedual construct [a] ¢, whichintuitively states, “If o haltswhen
started in the current state, then it does so in a state satisfying .” For example, the
first-order formula3z 22 = y isequivalenttothe DL formula<z :=?> 22 = y. In
order to instantiate the quantifier effectively, we might replace the nondeterministic
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assignment inside the < > with the while program (1); over N, the two formulas
would be equivalent.

Apart from the obvious heavy reliance on classical logic, computability the-
ory and programming, the subject has its roots in the work of [Thiele, 1966] and
[Engeler, 1967] in the late 1960's, who were the first to advance the idea of for-
mulating and investigating formal systems dealing with properties of programsin
an abstract setting. Research in program verification flourished thereafter with the
work of many researchers, notably [Floyd, 1967], [Hoare, 1969], [Manna, 1974],
and [Salwicki, 1970]. The first precise development of a DL-like system was car-
ried out by [Salwicki, 1970], following [Engeler, 1967]. This system was called
Algorithmic Logic. A similar system, called Monadic Programming Logic, was
developed by [Constable, 1977]. Dynamic Logic, which emphasizes the modal
nature of the program/assertion interaction, was introduced by [Pratt, 1976].

Background material on mathematical logic, computability, formal languages
and automata, and program verification can be foundin [Shoenfield, 1967] (logic),
[Rogers, 1967] (recursion theory), [Kozen, 1997a] (forma languages, automata,
and computability), [Keisler, 1971] (infinitary logic), [Manna, 1974] (program ver-
ification), and [Harel, 1992; Lewis and Papadimitriou, 1981; Davis et al., 1994]
(computability and complexity). Much of this introductory materia as it pertains
to DL can be found in the authors’ text [Harel et al., 2000].

There are by now a number of books and survey papers treating logics of
programs, program verification, and Dynamic Logic [Apt and Olderog, 1991;
Backhouse, 1986; Harel, 1979; Harel, 1984; Parikh, 1981; Goldblatt, 1982; Gold-
blatt, 1987; Knijnenburg, 1988; Cousot, 1990; Emerson, 1990; Kozen and Tiuryn,
1990]. In particular, much of this chapter is an abbreviated summary of material
from the authors’ text [Harel et al., 2000], to which we refer the reader for a more
complete treatment. Full proofs of many of the theorems cited in this chapter can
be found there, as well as extensive introductory material on logic and complexity
aong with numerous exampl es and exercises.
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1 REASONING ABOUT PROGRAMS

11 Programs

For us, aprogram is a recipe written in a formal language for computing desired
output data from given input data.

EXAMPLE 1. The following program implements the Euclidean algorithm for
calculating the greatest common divisor (ged) of two integers. It takes as input a
pair of integersin variables x and y and outputstheir gcd in variable x:

whiley # 0 do
begin
z = x mod y;
T =y,
Y=z
end

Thevalue of theexpression z mod y isthe (nonnegative) remainder obtained when
dividing z by y using ordinary integer division.

Programs normally use variables to hold input and output values and interme-
diate results. Each variable can assume values from a specific domain of compu-
tation, which is a structure consisting of a set of data values along with certain
distinguished constants, basic operations, and tests that can be performed on those
values, as in classical first-order logic. In the program above, the domain of =z,
y, and z might be the integers Z along with basic operations including integer
division with remainder and tests including #. In contrast with the usual use of
variables in mathematics, a variable in a program normally assumes different val-
ues during the course of the computation. The value of a variable z may change
whenever an assignment = := ¢ is performed with 2 on the left-hand side.

In order to make these notions precise, we will have to specify the program-
ming language and its semantics in amathematically rigorous way. In this section
we give a brief introduction to some of these languages and the role they play in
program verification.

1.2 Satesand Executions

As mentioned above, a program can change the values of variables as it runs.
However, if we could freeze time at some instant during the execution of the pro-
gram, we could presumably read the values of the variables at that instant, and that
would give us an instantaneous snapshot of all information that we would need to
determine how the computation would proceed from that point. This leads to the
concept of a state—intuitively, an instantaneous description of reality.

Formally, we will define a state to be a function that assigns a value to each
program variable. The value for variable z must belong to the domain associated
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with z. Inlogic, such afunctioniscalled avaluation. At any given instant in time
during its execution, the program is thought to be “in” some state, determined by
theinstantaneousvalues of all itsvariables. If an assignment statement is executed,
say x := 2, then the state changes to a new state in which the new value of z is
2 and the values of all other variables are the same as they were before. We as-
sume that this change takes place instantaneoudly; note that thisis a mathematical
abstraction, since in reality basic operations take some time to execute.

A typical state for the gecd program above is (15,27,0,...), where (say) the
first, second, and third components of the sequence denote the values assigned
to z, y, and z respectively. The éllipsis “...” refers to the values of the other
variables, which we do not care about, since they do not occur in the program.

A program can be viewed as atransformation on states. Given aninitial (input)
state, the program will go through a series of intermediate states, perhaps eventu-
aly halting in afina (output) state. A sequence of states that can occur from the
execution of a program « starting from a particular input state is called a trace.
As atypical example of a trace for the program above, consider the initial state
(15,27,0) (we suppress the ellipsis). The program goes through the following
sequence of states:

(15,27,0), (15,27,15), (27,27,15), (27,15,15), (27,15,12), (15,15,12),
(15,12,12), (15,12,3), (12,12,3), (12,3,3), (12,3,0), (3,3,0), (3,0,0).

Thevalue of z inthe last (output) state is 3, the ged of 15 and 27.

The binary relation consisting of the set of al pairs of the form (input state,
output state) that can occur from the execution of a program «;, or in other words,
the set of all first and last states of traces of «, is called the input/output relation
of a.. For example, the pair ((15,27,0), (3,0,0)) isamember of the input/output
relation of the gcd program above, as is the pair ((—6, —4, 303),(2,0,0)). The
values of other variables besides z, y, and z are not changed by the program.
These values are therefore the same in the output state as in the input state. In this
example, we may think of the variables 2 and y as the input variables, = as the
output variable, and z asawork variable, although formally thereis no distinction
between any of the variables, including the ones not occurring in the program.

1.3 Programming Constructs

In subsequent sections we will consider a number of programming constructs. In
this section we introduce some of these constructs and define afew general classes
of languages built on them.

In general, programsare built inductively from atomic programs and tests using
various program operators.



118 DAVID HAREL, DEXTER KOZEN, AND JERZY TIURYN

While Programs

A popular choice of programming language in the literature on DL is the family
of deterministic while programs. Thislanguageis a natural abstraction of familiar
imperative programming languages such as Pascal or C. Different versions can be
defined depending on the choice of tests allowed and whether or not nondetermin-
ismis permitted.

The language of while programs is defined inductively. There are atomic pro-
grams and atomic tests, as well as program constructs for forming compound pro-
grams from simpler ones.

Inthe propositional version of Dynamic Logic (PDL), atomic programsare sim-
ply lettersa, b, . .. from some aphabet. Thus PDL abstracts away from the nature
of the domain of computation and studies the pure interaction between programs
and propositions. For the first-order versions of DL, atomic programs are simple
assignmentsz := ¢, where z isavariableand ¢ is aterm. In addition, a nondeter-
ministic or wildcard assignment = := 7 or nondeterministic choice construct may
be allowed.

Tests can be atomic tests, which for propositional versions are simply propo-
sitional letters p, and for first-order versions are atomic formulas p(t4, ... ,t,),
where t1,... ,t, areterms and p is an n-ary relation symbol in the vocabulary
of the domain of computation. In addition, we include the constant tests 1 and
0. Boolean combinations of atomic tests are often alowed, although this adds no
expressive power. These versions of DL are called poor test.

More complicated tests can aso be included. These versions of DL are some-
times called rich test. In rich test versions, the families of programs and tests are
defined by mutual induction.

Compound programs are formed from the atomic programs and tests by induc-
tion, using the composition, conditional, and while operators. Formally, if ¢ isa
test and « and 3 are programs, then the following are programs:

o a;f
o if pthen a else
e whilep do a.

We can also parenthesizewith begin ... end where necessary. The gcd program
of Example 1 aboveis an example of awhile program.

The semantics of these constructsis defined to correspond to the ordinary oper-
ational semantics familiar from common programming languages.

Regular Programs

Regular programs are more general than while programs, but not by much. The
advantage of regular programsis that they reduce the relatively more complicated
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while program operators to much simpler constructs. The deductive system be-
comes comparatively simpler too. They aso incorporate a simple form of nonde-
terminism.

For a given set of atomic programs and tests, the set of regular programs is
defined as follows:

(i) any atomic programis aprogram
(i) if p isatest, then 7 isaprogram
(iii) if o and 8 are programs, then o ; 3 isaprogram;
(iv) if « and 3 are programs, then o U 3 is aprogram;
(v) if aisaprogram, then o* isaprogram.
These constructs have the following intuitive meaning:

(i) Atomic programs are basic and indivisible; they execute in a single step.
They are called atomic because they cannot be decomposed further.

(if) The program (? tests whether the property ¢ holds in the current state. If
S0, it continues without changing state. If not, it blocks without halting.

(iii) The operator ; is the sequential composition operator. The program « ; 3
means, “Do «, thendo 3.

(iv) The operator U is the nondeterministic choice operator. The program a. U 3
means, “Nondeterministically choose one of a or 3 and executeit.”

(v) The operator * isthe iteration operator. The program a means, “ Execute o
some nondeterministically chosen finite number of times.”

Keep in mind that these descriptions are meant only as intuitive aids. A formal
semantics will be given in Section 2.2, in which programs will be interpreted as
binary input/output relations and the programming constructs above as operators
on binary relations.

The operators U, ;, * may be familiar from automata and formal language
theory (see [Kozen, 1997a]), where they are interpreted as operators on sets of
strings over a finite alphabet. The language-theoretic and relation-theoretic se-
mantics share much in common; in fact, they have the same equational theory, as
shown in [Kozen, 1994a].

The operators of deterministic while programs can be defined in terms of the
regular operators:

*

ifothenadse X 0?7 aU-p?; 3 )

whilepdoa = (¢?;a)*; ~p? (3)

The class of while programsis equivalent to the subclass of the regular programs
in which the program operators U, ?, and * are constrained to appear only in these
forms.
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Recursion

Recursion can appear in programming languagesin several forms. Two such man-
ifestations are recursive calls and stacks. Under certain very genera conditions,
the two constructs can simulate each other. It can also be shown that recursive
programs and while programs are equally expressive over the natural numbers,
whereas over arbitrary domains, while programs are strictly weaker. While pro-
grams correspond to what is often called tail recursion or iteration.

R.E. Programs

A finite computation sequence of a program «, or seq for short, is a finite-length
string of atomic programs and tests representing a possible sequence of atomic
stepsthat can occur in ahalting execution of a.. Seqsaredenoted o, 7, ... . Theset
of al segsof aprogram « isdenoted CS(a). We usetheword “ possible” |oosely—
CS(a) is determined by the syntax of « alone. Because of tests that evaluate to
false, C'S(«) may contain segs that are never executed under any interpretation.

The set CS(a) is asubset of A*, where A is the set of atomic programs and
testsoccurringin .. For while programs, regular programs, or recursive programs,
we can define the set C'S(«) formally by induction on syntax. For example, for
regular programs,

CS(a

= {a}, aanatomicprogram or test

)
CS(skip) = {e}
CS(fail) e o
CS(a: B) ¥ {o;7|0€ CS(a), € CS(B)}
CS(auB) ¥ CS(a)u CS(B)
CS(a*) = oS
= |Jcsem
n>0
where

o skip

def
" = A a.

For example, if a isan atomic program and p an atomic formula, then the pro-
gram

whilepdoa = (p?;a)*; —p?
has as seqs |l strings of the form
(p?; a)"; —p? = pha;p?ia;---;plia;p?

~~
n
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for al n > 0. Note that each seq o of aprogram « isitself a program, and
CS(o) ={o}.

While programs and regular programs give rise to regular sets of segs, and
recursive programs give rise to context-free sets of segs. Taking this a step further,
we can define an r.e. program to be simply a recursively enumerable set of segs.
Thisisthe most general programming language we will consider in the context of
DL; it subsumes al the othersin expressive power.

Nondeterminism

We should say a few words about the concept of nondeterminism and its role in
the study of logics and languages, since this concept often presents difficulty the
first timeit is encountered.

In some programming languages we will consider, the traces of a program need
not be uniquely determined by their start states. When this is possible, we say
that the program is nondeterministic. A nondeterministic program can have both
divergent and convergent traces starting from the same input state, and for such
programs it does not make sense to say that the program halts on a certain input
state or that it loops on a certain input state; there may be different computations
starting from the same input state that do each.

There are several concrete ways nondeterminism can enter into programs. One
construct is the nondeterministic or wildcard assignment z := 7. Intuitively, this
operation assigns an arbitrary element of the domain to the variable z, but it is not
determined which one.> Another source of nondeterminism is the unconstrained
use of the choice operator U in regular programs. A third source is the iteration
operator * in regular programs. A fourth source is r.e. programs, which are just
r.e. sets of segs; initialy, the seq to execute is chosen nondeterministically. For
example, over N, ther.e. program

{z:=n|n>0}
is equivalent to the regular program
z:=0; (z:=x+ 1%

Nondeterministic programs provide no explicit mechanism for resolving the
nondeterminism. That is, there is no way to determine which of many possi-
ble next steps will be taken from a given state. This is hardly realistic. So why
study nondeterminismat all if it does not correspond to anything operational? One
good answer is that nondeterminismis avaluable tool that helps us understand the
expressiveness of programming language constructs. It is useful in situations in

1This construct is often called random assignment in the literature. Thisterminology is misleading,
because it has nothing at all to do with probability.
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which we cannot necessarily predict the outcome of a particular choice, but we
may know the range of possibilities. In reality, computations may depend on in-
formation that is out of the programmer’s control, such as input from the user or
actions of other processes in the system. Nondeterminism is useful in modeling
such situations.

Theimportance of nondeterminismis not limited to logics of programs. Indeed,
the most important open problem in the field of computational complexity theory,
the P=NP problem, is formulated in terms of nondeterminism.

1.4 Program \erification

Dynamic Logic and other program logics are meant to be useful tools for facilitat-
ing the process of producing correct programs. One need only look at the miasma
of buggy software to understand the dire need for such tools. But before we can
produce correct software, we need to know what it meansfor it to be correct. Itis
not good enough to have some vague idea of what is supposed to happen when a
program is run or to observe it running on some collection of inputs. In order to
apply formal verification tools, we must have aformal specification of correctness
for the verification tools to work with.

In general, a correctness specification is a formal description of how the pro-
gram is supposed to behave. A given programis correct with respect to a correct-
ness specification if its behavior fulfills that specification. For the gcd program of
Example 1, the correctness might be specified informally by the assertion

If theinput valuesof = and y are positiveintegersc and d, respectively,
then

(i) the output value of x isthe ged of ¢ and d, and
(i) the program halts.

Of course, in order to work with aformal verification system, these properties must
be expressed formally in alanguage such as first-order logic.

The assertion (ii) is part of the correctness specification because programs do
not necessarily halt, but may produce infinite traces for certain inputs. A finite
trace, as for example the one produced by the gcd program above on input state
(15,27,0), is cdlled halting, terminating, or convergent. Infinite traces are called
looping or divergent. For example, the program

whilex > 7doz:=2+3
loops on input state (8, . . . ), producing the infinite trace

8,...), (11,...), (14,...), ...

Dynamic Logic can reason about the behavior of a program that is manifested
initsinput/output relation. It is not well suited to reasoning about program behav-
ior manifested in intermediate states of a computation (although there are close
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relatives, such as Process Logic and Temporal Logic, that are). Thisis not to say
that al interesting program behavior is captured by the input/output relation, and
that other types of behavior are irrelevant or uninteresting. Indeed, the restriction
to input/output relations is reasonable only when programs are supposed to halt
after afinite time and yield output results. This approach will not be adequate for
dealing with programs that normally are not supposed to halt, such as operating
systems.

For programs that are supposed to halt, correctness criteria are traditionally
given in the form of an input/output specification consisting of a formal relation
between theinput and output states that the programis supposed to maintain, along
with a description of the set of input states on which the program is supposed to
halt. Theinput/output relation of aprogram carriesall the information necessary to
determine whether the program is correct relative to such a specification. Dynamic
Logiciswell suited to thistype of verification.

It is not always obvious what the correctness specification ought to be. Some-
times, producing a formal specification of correctnessis as difficult as producing
the program itself, since both must be written in a formal language. Moreover,
specifications are as prone to bugs as programs. Why bother then? Why not just
implement the program with some vague specification in mind?

There are several good reasons for taking the effort to produce formal specifi-
cations:

1. Often when implementing a large program from scratch, the programmer
may have been given only a vague idea of what the finished product is sup-
posed to do. This is especialy true when producing software for a less
technically inclined employer. There may be a rough informal description
available, but the minor details are often left to the programmer. It is very
often the case that alarge part of the programming process consists of taking
avaguely specified problem and making it precise. The process of formulat-
ing the problem precisely can be considered a definition of what the program
is supposed to do. And it is just good programming practice to have a very
clear idea of what we want to do before we start doing it.

2. Inthe process of formulating the specification, several unforeseen cases may
become apparent, for which it is not clear what the appropriate action of the
program should be. This is especially true with error handling and other
exceptional situations. Formulating a specification can define the action of
the program in such situations and thereby tie up loose ends.

3. The process of formulating a rigorous specification can sometimes suggest
ideas for implementation, because it forces us to isol ate the issues that drive
design decisions. When we know all the ways our data are going to be
accessed, we are in a better position to choose the right data structures that
optimize the tradeoffs between efficiency and generality.
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4. The specification is often expressed in a language quite different from the
programming language. The specification is functional—it tells what the
program is supposed to do—as opposed to imperative—how to do it. Itis
often easier to specify the desired functionality independent of the details of
how it will be implemented. For example, we can quite easily express what
it means for a number z to be the gcd of y and z in first-order logic without
even knowing how to computeit.

5. Verifying that a program meets its specification is a kind of sanity check. It
alows us to give two solutions to the problem—once as a functional speci-
fication, and once as an agorithmic implementation—and lets us verify that
the two are compatible. Any incompatibilities between the program and
the specification are either bugs in the program, bugs in the specification,
or both. The cycle of refining the specification, modifying the program to
meet the specification, and reverifying until the process converges can lead
to software in which we have much more confidence.

Partial and Total Correctness

Typicaly, a program is designed to implement some functionality. As mentioned
above, that functionality can often be expressed formally in the form of an in-
put/output specification. Concretely, such a specification consists of an input con-
dition or precondition ¢ and an output condition or postcondition ). These are
properties of the input state and the output state, respectively, expressed in some
formal language such as the first-order language of the domain of computation.
The program is supposed to halt in a state satisfying the output condition when-
ever the input state satisfies the input condition. We say that a programis partially
correct with respect to a given input/output specification ¢, ¢ if, whenever the
program is started in a state satisfying the input condition ¢, then if and when it
ever halts, it does so in a state satisfying the output condition . The definition of
partia correctness does not stipulate that the program halts; this is what we mean
by partial.

A programistotally correct with respect to an input/output specification o, ¢ if

e itispartially correct with respect to that specification; and
o it haltswhenever it is started in a state satisfying the input condition .

The input/output specification imposes no requirements when the input state
does not satisfy the input condition y—the program might as well loop infinitely
or erase memory. Thisis the “garbage in, garbage out” philosophy. If we really
do care what the program does on some of those input states, then we had better
rewrite the input condition to include them and say formally what we want to
happen in those cases.

For example, in the ged program of Example 1, the output condition ¢ might
be the condition (i) stating that the output value of z is the gcd of the input values
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of x and y. We can express this completely formally in the language of first-order
number theory. We may try to start off with the input specification o = 1 (true);
that is, no restrictions on the input state at all. Unfortunately, if the initial value
of y is 0 and z is negative, the final value of = will be the same as the initial
value, thus negative. If we expect al geds to be positive, this would be wrong.
Another problematic situation arises when the initial values of x and y are both O;
inthis casethe gcdis not defined. Therefore, the program aswritten is not partially
correct with respect to the specification g, 1.

We can remedy the situation by providing an input specification that rules out
these troublesome input values. We can limit the input states to those in which z
and y are both nonnegative and not both zero by taking the input specification

v1 = (x>0Ay>0)V (z>0Ay >0).

Thegcd program of Example 1 above would be partially correct with respect to the
specification ¢, 4. 1t is aso totally correct, since the program halts on all inputs
satisfying ¢ .

Perhaps we want to allow any input in which not both 2z and y are zero. In that
case, we should use the input specification po = —(z = 0 A y = 0). But then
the program of Example 1 is not partially correct with respect to ¢ 2, 1; we must
amend the program to produce the correct (positive) gcd on negative inputs.

1.5 Exogenous and Endogenous Logics

There are two main approaches to modal logics of programs: the exogenous ap-
proach, exemplified by Dynamic Logic and its precursor Hoare Logic ([Hoare,
1969]), and the endogenous approach, exemplified by Temporal Logic and its pre-
cursor, theinvariant assertions method of [Floyd, 1967]. A logicisexogenousif its
programs are explicit in the language. Syntactically, a Dynamic Logic programis
awell-formed expression built inductively from primitive programs using a small
set of program operators. Semantically, aprogramisinterpreted asitsinput/output
relation. The relation denoted by a compound program is determined by the re-
lations denoted by its parts. This aspect of compositionality allows analysis by
structural induction.

The importance of compositionality is discussed in [van Emde Boas, 1978]. In
Temporal Logic, the program is fixed and is considered part of the structure over
which the logic is interpreted. The current location in the program during execu-
tion is stored in a specia variable for that purpose, called the program counter,
and is part of the state along with the values of the program variables. Instead
of program operators, there are temporal operators that describe how the program
variables, including the program counter, change with time. Thus Temporal Logic
sacrifices compositionality for a less restricted formalism. We discuss Temporal
Logic further in Section 14.2.
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2 PROPOSITIONAL DYNAMICLOGIC (PDL)

Propositional Dynamic Logic (PDL) plays the same role in Dynamic Logic that
classical propositional logic plays in classical predicate logic. It describes the
properties of the interaction between programs and propositions that are indepen-
dent of the domain of computation. Since PDL is a subsystem of first-order DL,
we can be sure that al properties of PDL that we discuss in this section will aso
bevalidin first-order DL.

Since there is no domain of computation in PDL, there can be no notion of
assignment to a variable. Instead, primitive programs are interpreted as arbitrary
binary relations on an abstract set of states K. Likewise, primitive assertions are
just atomic propositions and are interpreted as arbitrary subsets of K. Other than
this, no special structureisimposed.

This level of abstraction may at first appear too general to say anything of in-
terest. On the contrary, it is a very natural level of abstraction at which many
fundamental relationships between programs and propositions can be observed.

For example, consider the PDL formula

lad(pAY) & [alpA laly. 4)

The left-hand side asserts that the formulay A » must hold after the execution of
program «, and the right-hand side asserts that ¢ must hold after execution of o
and so must ¢. The formula (4) asserts that these two statements are equivalent.
Thisimpliesthat to verify a conjunction of two postconditions, it sufficesto verify
each of them separately. The assertion (4) holds universally, regardiess of the
domain of computation and the nature of the particular «, ¢, and 1.

As another example, consider

[a; Bl < [al[Be. (5)

The left-hand side asserts that after execution of the composite program a5 3, ¢
must hold. Theright-hand side assertsthat after execution of the programa, [8]¢
must hold, which in turn says that after execution of 3, ¢ must hold. The formula
(5) asserts the logical equivaence of these two statements. It holds regardless of
the nature of a, 3, and ¢. Like (4), (5) can be used to simplify the verification of
complicated programs.

Asafinal example, consider the assertion

lalp <« [Blp (6)

where p is a primitive proposition symbol and « and 3 are programs. If this for-
mulaistrue under al interpretations, then o and 8 are equivalent in the sense that
they behave identically with respect to any property expressible in PDL or any
formal system containing PDL as a subsystem. This is because the assertion will
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hold for any substitution instance of (6). For example, the two programs

a = ifpthenyesed
B = if—pthendesey

are equivalent in the sense of (6).

2.1 Syntax

Syntactically, PDL is a blend of three classical ingredients: propositional logic,
modal logic, and the algebra of regular expressions. There are severa versions
of PDL, depending on the choice of program operators allowed. In this section
we will introduce the basic version, called regular PDL. Variations of this basic
version will be considered in later sections.

The language of regular PDL has expressions of two sorts. propositions or
formulas p, v, ... and programs «, 3,7, ... . There are countably many atomic
symbols of each sort. Atomic programs are denoted a, b, ¢, . .. and the set of all
atomic programs is denoted IT1,. Atomic propositions are denoted p, ¢, r,... and
the set of all atomic propositionsis denoted ® . The set of all programsis denoted
IT and the set of al propositionsis denoted ®. Programs and propositions are built
inductively from the atomic ones using the following operators:

Propositional operators:

— implication
0 fasity
Program operators:
; composition
U choice
* iteration
Mixed operators:
L] necessity
? test

The definition of programs and propositions is by mutual induction. All atomic
programs are programs and all atomic propositions are propositions. If ¢, are
propositionsand «, 3 are programs, then

Y = propositional implication
0 propositional falsity
[adp program necessity
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are propositions and

a; B sequential composition
aup nondeterministic choice
a* iteration

p? test

are programs. In more formal terms, we define the set II of al programs and the
set @ of al propositionsto be the smallest sets such that

e, C @

o Ilp CII

o ifp,p € D, thenp - ¢ € Pand0 €
e ifa,Bell, thena; B, U B, anda™ € 11
e ifacIlandp € ®,then [alp € ®

o if o € ®thenp? € IL.

Note that the inductive definitions of programs II and propositions ¢ are inter-
twined and cannot be separated. The definition of propositions depends on the
definition of programs because of the construct [a]¢, and the definition of pro-
grams depends on the definition of propositions because of the construct 7. Note
alsothat we have alowed all formulasastests. Thisistherichtest version of PDL.
Compound programs and propositions have the following intuitive meanings:

[adyp “Itisnecessary that after executing a, ¢ istrue.”
a; 3 “Execute a, then execute 3.

aUp “Chooseeither a or 5 nondeterministically and execute it.”

a* “Execute « a nondeterministically chosen finite number of times

(zero or more).”
p? “Test p; proceed if true, fail if false”

We avoid parentheses by assigning precedence to the operators. unary opera-
tors, including [«], bind tighter than binary ones, and ; bindstighter than U. Thus
the expression

[a; B* U~ 1oV
should be read
(L(a; (B*) U (Y)Te) V0.
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Of course, parentheses can always be used to enforce a particular parse of an ex-
pression or to enhance readability. Also, under the semantics to be given in the
next section, the operators; and U will turn out to be associative, so we may write
a; B yanda U 8 U~y without ambiguity. We often omit the symbol ; and write
the composition « ; 3 as af.

The propositional operators A, V, —, <>, and 1 can be defined from — and 0 in
the usual way.

The possibility operator < > isthe modal dual of the necessity operator [ 1. It
is defined by

<a>p R 8 —p.

The propositions [a] ¢ and <a>p are read “box a ¢” and “diamond « ," re-
spectively. The latter has the intuitive meaning, “ There is a computation of « that
terminates in a state satisfying ¢.”

One important difference between < > and [ ] is that <a>y implies that «
terminates, whereas [a]y does not. Indeed, the formula [a]0 asserts that no
computation of a terminates, and the formula [a]1 is always true, regardless of
.

In addition, we define

skip = 17
fail < 07
ifo, —2a || on— a,fi def P17 U---Up,Tan,
n n
dogi = ar || pn s anod E (| Jeian) (N -ei)?
i=1 i=1
if pthenadse ¥ ifp—a | ~p— Bf
= phaU-php
while p do a def do ¢ —» aod
= (p7 )5 np?
repeat a until % a; while =y doa

= o (mp?a);e?
{pyafv) € ¢ laly.

The programs skip and fail are the program that does nothing (no-op) and
the failing program, respectively. The ternary if-then-else operator and the binary
while-do operator are the usua conditional and while loop constructs found in
conventional programming languages. The constructs if-|-fi and do-|-od are the
alternative guarded command and iterative guarded command constructs, respec-
tively. The construct {¢} a {¢} is the Hoare partial correctness assertion. We
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will argue later that the formal definitions of these operators given above correctly
model their intuitive behavior.

2.2 Semantics

The semantics of PDL comes from the semantics for modal logic. The structures
over which programs and propositions of PDL are interpreted are called Kripke
frames in honor of Saul Kripke, the inventor of the formal semantics of modal
logic. A Kripke frameisapair

R = (K, mﬁ),

where K isaset of elementsu, v, w, . .. called statesand m g isameaning function
assigning a subset of K to each atomic proposition and a binary relation on K to
each atomic program. That is,

mﬁ(p) - K, pe@o
mg(a) C K x K, ac€ll.

We will extend the definition of the function m g by induction below to give a
meaning to al elements of IT and ® such that

mg(a) C€ KxK, acll

Intuitively, we can think of the set m g () as the set of states satisfying the propo-
sition ¢ in the model &, and we can think of the binary relation m z(«) as the set
of input/output pairs of states of the program ..

Formally, the meaningsmg () of ¢ € ® and mg(a) of a € II are defined by
mutual induction on the structure of ¢ and «. The basis of the induction, which
specifies the meanings of the atomic symbolsp € &, anda € 11y, isaready given
in the specification of K. The meanings of compound propositions and programs
are defined as follows.

ma(p = 9) (K —mga(p)) Umg ()
mg(0) ¥ o
ma(lady) ¥ K —(ma(a) o (K —mga(p)))

= {u|Wwe Kif (u,v) € mg(a) thenv € mg(p)}
mg(e; 8) = ma(a)oma(B) )

= {(u,v) | Fw € K (u,w) € mg(a) and (w,v) € mg(F)}
me(@Uf) E mg(a) Umg(f)
mg(a®) < ma(a)* = U my(a ®

ma(e?) E {(u,u) |u € ma(p)}.
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The operator o in (7) is relational composition. In (8), the first occurrence of *
is the iteration symbol of PDL, and the second is the reflexive transitive closure
operator on binary relations. Thus (8) says that the program o * is interpreted as
the reflexive transitive closure of m g (a).

Wewrite &, u F ¢ andu € mg(yp) interchangeably, and say that u satisfies v in
R, or that  istrue at state w in 8. We may omit the & and writeu E ¢ when R is
understood. The notation u ¥ ¢ meansthat u does not satisfy ¢, or in other words
that u & mg(y). In this notation, we can restate the definition above equivalently
asfollows:

wEp s &L wEgimpliesu kW
uF 0
uk [alp &L vy if (u,v) € mg(a) thenwv E ¢
(u,v) € mg(af) <= TJw (u,w) € mg(a) and (w,v) € mg(B)
(u,v) € mg(aUp) <= (u,v) € mg(a) or (u,v) € mg(B)
(u,v) € mg(a™) PN In > 03ug,... ,unu =ug, V= "=Uupn,
and (uj,uir1) € mg(a), 0<i<n-—1

def
<~

(u,v) € mg(p?) u=vanduF ¢.

The defined operatorsinherit their meanings from these definitions:

mg(pVy) = mg(p) Umg(t)
ma(pAY) = mg(p) Nmg(t))
ma(o) E K —mg(p)
) = {u|3Jve K (u,v) €mg(a)andv € mg(p)}

= mg(a) omg(p)

mg(<a>e

mﬁ(l) = K
mg(skip) © mg(1?) = ., theidentity relation
mg(fail) ¥ mg(0?7) = o.

In addition, the if-then-else, while-do, and guarded commands inherit their se-
mantics from the above definitions, and the input/output relations given by the
formal semantics capturetheir intuitive operational meanings. For example, there-
lation associated with the program while ¢ do « isthe set of pairs (u, v) for which
there exist states ug, w1, - - . , up, n > 0, such that u = ug, v = Uy, u; € mg(p)
and (ug,uip1) € mg(a) for0 <i < n,andu, ¢ mg(p).

This version of PDL is usualy called regular PDL and the elements of II are
called regular programs because of the primitive operators U, ;, and *, which are
familiar from regular expressions. Programs can be viewed as regular expressions
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over the atomic programs and tests. In fact, it can be shown that if p is an atomic
proposition symbol, then any two test-free programs «, 8 are equivalent as reg-
ular expressions—that is, they represent the same regular set—if and only if the
formula<a>p < <B>pisvalid.

EXAMPLE 2. Let p bean atomic proposition, let a be an atomic program, and let
R = (K, mg) beaKripkeframewith
K = {u,v,w}
ma(p) = {u,v}
mﬁ(a) = {(u,v),(u,w),(U,w),(w,v)}.

The following diagram illustrates {.

).

In this structure, u E <a>—p A <a>p, but v £ [a]l—-p and w E [alp. Moreover,
every state of R satisfies the formula

<a*>[(aa)*1p A <a*>[(aa)*1-p.

2.3 Computation Sequences

Let « be aprogram. Recall from Section 1.3 that a finite computation sequence
of a is afinite-length string of atomic programs and tests representing a possi-
ble sequence of atomic steps that can occur in a halting execution of . These
strings are called segs and are denoted o, 7, ... . The set of all such sequencesis
denoted CS(a). We use the word “possible” here loosely— C'S(«) is determined
by the syntax of a alone, and may contain strings that are never executed in any
interpretation.
Formally, the set CS(«) is defined by induction on the structure of «:

CS(a) = {a}, aanatomic program
CS(p?) = {p?}
CS(a;8) € {yd|y€ CS(a), b € CS(B)}
CS(a U B) CS(a) U CS(3)
cse®) = | Csla

n>0
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where o® = skip and ™! = aa™. For example, if a is an atomic program and
p isan atomic formula, then the program

whilepdoa = (p?;a)*;-p?
has as computation sequences all strings of the form
pTap?a --- p?askip —p?.

Note that each finite computation sequence 3 of a program « isitself a program,
and CS(B) = {B}. Moreover, the following proposition is not difficult to prove
by induction on the structure of a:

PROPOSITION 3.
mg(a) = U mg(0).

oc€CS(a)

2.4 Satisfiability and \Validity

Thedefinitionsof satisfiability and validity of propositionscomefrom modal logic.
Let R = (K, mg) beaKripke frame and let ¢ be a proposition. We have defined
in Section 2.2 what it means for &, u F . If 8, u F ¢ for someu € K, we say
that ¢ is satisfiablein &. If ¢ is satisfiable in some &, we say that ¢ is satisfiable.

If R,ukF ¢foralu e K,wewrite R F g andsay that pisvalidin 8. If RF ¢
for al Kripke frames &, we writeF ¢ and say that ¢ isvalid.

If ¥ is aset of propositions, wewrite R F X if R E pforal o € . A
proposition ¢ is said to be alogical consequence of ¥ if R F ¢) whenever g F X,
in which case we write ¥ F . (Note that this is not the same as saying that
R, u F 1 whenever &, u F X.) We say that an inferencerule

P1y.e ,Pn
14
issound if p isalogical consequenceof {¢1,... ,vn}.

Satisfiability and validity are dua in the same sense that 3 and V are dual and
<>and [ ] aredua: apropositionisvalid (in K) if and only if its negation is not
satisfiable (in K).

EXAMPLE 4. Let p, ¢ be atomic propositions, let a, b be atomic programs, and
let & = (K, mg) be aKripke framewith

K = {st,u,v}
mg(p) = {u,v}
ma(q) = {t,v}
mg(a) = {(t0),(v,1),(s,u),(u,s)}

mﬁ(b) = {(u,v),(U,u),(s,t),(t,s)}.

Thefollowing figureillustrates {.
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s.. b/ ¢t
] ]
q
a a
Y }
pu b v

Thefollowing formulasarevalid in K.

p & [(ab*a)*1p
q < [(ba*D)*1q.

Also, let a be the program
a = (aaUbbU (abU ba)(aa U bb)*(abU ba))*.

Thinking of a as a regular expression, a generates all words over the aphabet
{a, b} with an even number of occurrences of each of a and b. It can be shown that
for any proposition ¢, the proposition ¢ <+ [a]y isvaidin K.

EXAMPLE 5. Theformula
pALa*1((p = [al-p) A (=p = [alp)) <+ [(aa)*1p A [a(aa)*1-p
isvalid. Both sides assert in different waysthat p is alternately true and false along

paths of execution of the atomic program a.

2.5 Basic Properties

THEOREM 6. The following are valid formulas of PDL:
() <a>(p Vi) ¢ <a>pV<asi
(i) [al(eAty) < [alpA laly
(iii) <a>p A [ady — <a>(p A1)
(iv) [al(¢ =) — ([ade — [ady)
(V) <a>(@AY) — <a>p A<a>yp
(vi) [aleV [aly — [al(p V)
(vii) <a>0 < 0
(viii) [ady < —<a>—p.

(iX) <aUp>p & <a>pV<p>p
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X) [aupBly « [adeAlfle

(Xi) <a; B> < <a><f>p

xii) [a; Ble « [allBle

(xiii) <p?> < (P AY)

xiv) [p?1yY < (p = P).

THEOREM 7. The following are sound rules of inference of PDL.:
(i) Modal generalization (GEN):

'
[ady

(ii) Monotonicity of <a>:

gy
<a>p = <a>y

(iii) Monotonicity of [a]:

o=
[aly — [aly

The converse operator — isa program operator with semantics

mg(a”) = mg(e) = {(v,u)](4,0) € mg(a)}.

Intuitively, the converse operator allows usto “run a program backwards;” seman-
tically, the input/output relation of the program « ~ is the output/input relation of
a. Although this is not always possible to realize in practice, it is nevertheless
a useful expressive tool. For example, it gives us a convenient way to talk about
backtracking, or rolling back a computation to a previous state.

THEOREM 8. For any programs a. and 3,
(i) ma((aUp)”) = me(a”UGT)
(i) mg((a; B)7) = ma(B87;50a7)
(i) ma(e?7) = ma(e?)
(a*-
(a—

(iv) mg(a®*") = mg(a™)

(V) mg(a™") = mg(a).
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THEOREM 9. The following are valid formulas of PDL:
(i) ¢ = [ad<a™>p
(i) ¢ = [ 1<a>p
(iii) <a>la™]e — ¢
(iv) <a™>[ale — .

Theiteration operator * isinterpreted as the reflexive transitive closure operator
on bhinary relations. It is the means by which iteration is coded in PDL. This
operator differsfrom the other operatorsin that it isinfinitary in nature, asreflected
by its semantics:

mﬁ(a*) = mﬁ(a)* = Umg(a)”
n<w

(see Section 2.2). Thisintroduces alevel of complexity to PDL beyond the other
operators. Because of it, PDL is not compact: the set

{<a™>p} U {~p, <a>p, <a®>p, ...} (9)

is finitely satisfiable but not satisfiable. Because of this infinitary behavior, it is
rather surprising that PDL should be decidable and that there should be a finitary
compl ete axiomati zation.

The properties of the * operator of PDL come directly from the properties of
the reflexive transitive closure operator * on binary relations. In anutshell, for any
binary relation R, R* isthe C -least reflexive and transitive relation containing R.

THEOREM 10. The following are valid formulas of PDL:
(i) [l — ¢
(i) ¢ = <a*>p
(i) [a*1p — [aly
(iv) <a>p — <a*>p
V) [*lp & [a*a*ly
(Vi) <a®>p & <a*a*>p
(vii) [a*]lp « [™*1p
(vii) <a®>p & <a™>p
“

(ix) [a*1y o A [al [a*]e.
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(X) <a™>p & @ V<a><a®>p.
xi) [a*Te < oA La*1(p — [alyp).
(Xii) <a®>p & oV <a*>(—p A <a>p).

Semantically, o* is areflexive and transitive relation containing a, and Theo-
rem 10 captures this. That o™ isreflexiveis captured in (ii); that it is transitive is
captured in (vi); and that it contains « is captured in (iv). These three properties
are captured by the single property ().

Reflexive Transitive Closure and Induction

To prove properties of iteration, it is not enough to know that o * is a reflexive and
transitiverelation containing c.. So isthe universal relation K x K, and that is not
very interesting. We also need some way of capturing the ideathat o * is the least
reflexive and transitive relation containing «.. There are several equivalent ways
this can be done:

(RTC) Thereflexive transitive closurerule:

(p V <a>yh) — 9
<a*>p —

(L1) Theloopinvariancerule:

¥ — [aly
Y — La*1y)

(IND) Theinduction axiom (box form):

oA [a®1(p = [ady) — [y

(IND) Theinduction axiom (diamond form):

@*>p = pV<at>(—p A<a>p)

Therule (RTC) is called the reflexive transitive closure rule. Itsimportanceis best
described in terms of its relationship to the valid PDL formula of Theorem 10(x).
Observethat the right-to-left implication of thisformulais obtained by substituting
<a®*>¢ for R inthe expression

pV<a>R — R. (10)
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Theorem 10(x) implies that <a*>¢ isasolution of (10); that is, (10) is valid when
<a®>y is substituted for R. The rule (RTC) says that <a*>¢ is the least such
solution with respect to logical implication. That is, it is the least PDL-definable
set of states that when substituted for R in (10) resultsin avalid formula.

Thedual propositionslabeled (IND) arejointly called the PDL induction axiom.
Intuitively, the box form of (IND) says, “If ¢ is true initidly, and if, after any
number of iterations of the program a, the truth of ¢ is preserved by one more
iteration of o, then ¢ will betrue after any number of iterationsof a.” Thediamond
form of (IND) says, “If it is possible to reach a state satisfying ¢ in some number
of iterations of «, then either ¢ is true now, or it is possible to reach a state in
which ¢ isfalse but becomestrue after one more iteration of «.”

Note that the box form of (IND) bears a strong resemblance to the induction
axiom of Peano arithmetic:

p(0)AVn (p(n) = en+1)) — VYne(n).

Here ¢(0) is the basis of the induction and VYn (¢(n) — ¢(n + 1)) is theinduc-
tion step, from which the conclusion ¥n (n) can be drawn. In the PDL axiom
(IND), the basisis ¢ and the induction step is [a™](p — [alyp), from which the
conclusion [a*]¢ can be drawn.

2.6 Encoding Hoare Logic

The Hoare partial correctness assertion {p} a {¢'} is encoded as ¢ — [alv)
in PDL. The following theorem says that under this encoding, Dynamic Logic
subsumes Hoare Logic.

THEOREM 11. The following rules of Hoare Logic are derivablein PDL:
(i) Composition rule:

{etaf{s}, {o}B{v}
{o}a; B {v}

(ii) Conditional rule:

{fencta{v}), {—pnro}B{y}
{o}if pthen a else 8 {v}

(iii) Whilerule:

{ond}a{p}
{¢} whilegp doa {—¢p A 9}

(iv) Weakening rule:

¢ =, {pta{y}, v
{¢'} a{y'}
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3 FILTRATION AND DECIDABILITY

The small model property for PDL saysthat if ¢ issatisfiable, theniit is satisfied at
astate in a Kripke frame with no more than 21¢| states, where |¢| is the number of
symbolsof ¢. Thisresult and the technique used to proveit, called filtration, come
directly from modal logic. Thisimmediately gives a nhaive decision procedure for
the satisfiability problem for PDL: to determine whether ¢ is satisfiable, construct
all Kripke frames with at most 2/¢! states and check whether ¢ is satisfied at some
state in one of them. Considering only interpretations of the primitive formulas
and primitive programs appearing in ¢, there are roughly 22" quch models, so
this algorithm is too inefficient to be practical. A more efficient algorithm will be
described in Section 5.

3.1 TheFischer—Ladner Closure

Many proofsin simpler modal systems use induction on the well-founded subfor-
mularelation. In PDL, the situation is complicated by the simultaneous inductive
definitions of programs and propositions and by the behavior of the * operator,
which make the induction proofs somewhat tricky. Nevertheless, we can still use
the well-founded subexpression relation in inductive proofs. Here an expression
can be either a program or a proposition. Either one can be a subexpression of the
other because of the mixed operators [ ] and 2.
We start by defining two functions

FL : & — 2°
FL® : {[adp|ac ¥, pecd} — 2°

by simultaneousinduction. The set FL(¢) is called the Fischer—Ladner closure of
. Thefiltration construction for PDL uses the Fischer—L adner closure of a given
formula where the corresponding proof for propositional modal logic would use
the set of subformulas.

Thefunctions FL and FL" are defined inductively as follows:

def

(@ FL(p) = {p}, panaomicproposition
def

() FL(e = ¢) = {p—=¢}UFL(p) U FL(Y)

(© FL(O) < {0}

d) FL(laly) & FL®([alp) U FL(y)

(© FL°([ale) % {lale}, aanatomicprogram

() FL?(laUBlp) ¥ {[aU Bl UFLY([aly)U FLP(IB1y)



140 DAVID HAREL, DEXTER KOZEN, AND JERZY TIURYN

(@ FL°([a; Ble) ¥ {[a; Ble} U FLP([al[B1p) U FLP([B1y)

() FL°([la*1p) < {[a*1p} UFL?([ad [a*1yp)

def

(i) FL® (W) = {71} U FL(Y).

This definition is apparently quite a bit more involved than for mere subexpres-
sions. In fact, at first glance it may appear circular because of the rule (h). The
auxiliary function FL" isintroduced for the express purpose of avoiding any such
circularity. It is defined only for formulas of the form [« and intuitively pro-
duces those elements of FL([aly) obtained by breaking down « and ignoring

®.
LEMMA 12.

(i) If [al4 € FL(y), thenty € FL().
(i) 1f [p?10) € FL(yp), then p € FL(,).

(iii) If Lo U B¢ € FL(g), then [alv € FL(y) and [814) € FL(¢).
(iv) If [a; 814 € FL(y), then [a1 [81¢ € FL(p) and [1¢ € FL(y).

(v) If [a*1¢ € FL(p), then [al [a*1¢ € FL(y).

Even after convincing ourselves that the definition is noncircular, it may not be
clear how the size of FL(p) depends on the length of ¢. Indeed, the right-hand
side of rule (h) involves aformulathat is larger than the formula on the left-hand
side. However, it can be shown by induction on subformulas that the relationship
islinear:

LEMMA 13.

(i) For anyformulay, #FL(¢) < |g|.

(i) For anyformula [aly, #FL™([ady) < |al.

3.2 Filtration

Given a PDL proposition ¢ and a Kripke frame & = (K, mg), we define a new
frame R/ FL(p) = (K/FL(p), mg/rL(y)), caled thefiltration of & by FL(¢p), as
follows. Define a binary relation = on states of £ by:

u=v & Wi e FL(p) (u € ma(y) & v € mg(yh)).
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In other words, we collapse states u and v if they are not distinguishable by any
formulaof FL(p). Let

w € {v|v=u}
K/FL(p) = {[u]|ue K}
Mg/ (e (P) def {[u] | v € mg(p)}, p anatomic proposition
me rne (@) E {([ul, ) | (u,0) € mg(a)}, aanatomic program.

The map mg, rr () is extended inductively to compound propositions and pro-
grams as described in Section 2.2.

Thefollowing key lemmarelates 8 and 8/ FL(y). Most of the difficulty in the
following lemmais in the correct formulation of the induction hypotheses in the
statement of the lemma. Once this is done, the proof is a fairly straightforward
induction on the well-founded subexpression relation.

LEMMA 14 (Filtration Lemma). Let 8 beaKripkeframe andlet u, v be states of
R.

(i) Forally € FL(p), u € mg(v)) iff [u] € mg/pr(p) ().
(i) For all [aly € FL(p),

(a) if (u,v) € mﬁ(a) then ([U, ) [U]) € Mg/FL(p) (a)v
(b) if ([u], [v]) € mg/pr(p) (@) andu € mg([aly), thenv € mg(z)).

Using the filtration lemma, we can prove the small model theorem easily.

THEOREM 15 (Small Model Theorem). Let ¢ be a satisfiable formula of PDL.
Then ¢ is satisfied in a Kripke frame with no more than 21¢! states.

Proof. If ¢ is satisfiable, then there is a Kripke frame £ and state v € £ with
u € mg(p). Let FL(p) be the Fischer-Ladner closure of ¢. By the filtration
lemma (Lemma14), [u] € mg,/rr(,)(¢). Moreover, &/ FL(p) has no more states
than the number of truth assignments to formulas in FL(y), which by Lemma
13(i) isat most 21¢!. [

It followsimmediately that the satisfiability problem for PDL isdecidable, since
there are only finitely many possible Kripke frames of size at most 2!#! to check,
and there is a polynomial-time algorithm to check whether a given formulais sat-
isfied at a given state in a given Kripke frame. A more efficient algorithm exists
(see Section 5).

The completeness proof for PDL also makes use of thefiltration lemma(Lemma
14), but in a somewhat stronger form. We need to know that it also holds for non-
standard Kripke frames as well as the standard Kripke frames defined in Section
2.2.
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A nonstandard Kripke frame is any structure 9t = (N, mg;) that is a Kripke
frame in the sense of Section 2.2 in every respect, except that m o (™) need not
be the reflexive transitive closure of my; (), but only areflexive, transitive binary
relation containing msx; () satisfying the PDL axioms for * (Axioms 17(vii) and
(viii) of Section 4.1).

LEMMA 16 (Filtration for Nonstandard Models). Let 9t be a nonstandard Kripke
frame and let u, v be states of 91.

(i) Forall ¢ € FL(p), u € my(v) iff [u] € mop,pr ) ().
(i) For all [aly € FL(p),

(@ if (u,v) € my(a) then ([u], [v]) € my; Fi(p) (a);
(b) if ([u], [v]) € my,prp) (@) andu € my(Laly), thenv € my(y)).



DYNAMICLOGIC 143

4 DEDUCTIVE COMPLETENESS OF PDL

4.1 A Deductive System

The following list of axioms and rules constitutes a sound and compl ete Hilbert-
style deductive system for PDL.

Axiom System 17.

(i) Axiomsfor propositional logic

(i) [ad(p = ¢) — ([aly— [ady)
(i) [al(eAY) < [ddeA Lady
(iv) [aUBly < [aleA[Ble

v) [o; Bly & [allBlep

Vi) e < (¥ =)

Vi) oA [alla*ly < [a*1p
(Viii) p A [a*1(p = [adyp) — [@*1p
In PDL with converse —, we also include
(ix) ¢ — Lal<a >p

X) ¢ = Lo l<a>p
Rules of Inference
0, Y
Mp) 2~ T °
(MP) ”

14
[ady

(GEN)

O

Theaxioms (ii) and (iii) and the two rules of inferenceare not particular to PDL,
but come from modal logic. The rules (MP) and (GEN) are called modus ponens
and (modal) generalization, respectively.

Axiom (viii) is caled the PDL induction axiom. Intuitively, (viii) says. “Sup-
pose ¢ istruein the current state, and suppose that after any number of iterations
of a, if @ isstill true, thenit will be true after one moreiteration of a.. Then ¢ will
be true after any number of iterations of «..” In other words, if ¢ is trueinitialy,
and if the truth of ¢ is preserved by the program «, then ¢ will be true after any
number of iterations of .
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We write - ¢ if the proposition ¢ is atheorem of this system, and say that ¢ is
consistent if ¥ —p; that is, if it is not the case that - —p. A set ¥ of propositions
isconsistent if all finite conjunctions of elements of ¥ are consistent.

The soundness of these axioms and rules over Kripke frames can be established
by elementary argumentsin relational algebra using the semantics of Section 2.2.

We writeF ¢ if the formulay is provablein this deductive system. A formula
p isconsistent if ¥ -, that is, if it is not the case that - —; that afinite set ¥ of
formulasis consistent if its conjunction A X is consistent; and that an infinite set
of formulasis consistent if every finite subset is consistent.

Axiom System 17 is complete; al valid formulas of PDL are theorems. This
fact can be proved by constructing a nonstandard Kripke frame from maximal
consistent sets of formulas, then using thefiltration lemmafor nonstandard models
(Lemma 16) to collapse this nonstandard model to a finite standard model.

THEOREM 18 (Completenessof PDL). IfE ¢ thenk .

In classical logics, a completeness theorem of the form of Theorem 18 can be
adapted to handle the relation of logical consequence ¢ |= v between formulas
because of the deduction theorem, which says

pFY & Fop—.

Unfortunately, the deduction theorem failsin PDL, as can be seen by taking ¢ =
[alp and ¢ = p. However, the following result allows Theorem 18, as well
as the deterministic exponential-time satisfiability algorithm described in the next
section, to be extended to handle the logical consequence relation:

THEOREM 19. Let ¢ and v beany PDL formulas. Then

pEY & FlaU--Ua)Tp =9,
where aq, ... ,a, are all atomic programs appearing in ¢ or . Allowing in-

finitary conjunctions, if ¥ is a set of formulas in which only finitely many atomic
programs appear, then

SEY o EA{aU-Ua) o] pes} 1,

whereay, ... ,a, areall atomic programs appearingin X or .
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5 COMPLEXITY OF PDL

The small model theorem (Theorem 15) gives a naive deterministic agorithm
for the satisfiability problem: construct all Kripke frames of at most 2 /¢! states
and check whether ¢ is satisfied at any state in any of them. Although check-
ing whether a given formulais satisfied in a given state of a given Kripke frame
can be done quite efficiently, the naive satisfiability algorithmis highly inefficient.
For one thing, the models constructed are of exponentia size in the length of the
given formulg; for another, there are 2 27070 of them. Thus the naive satisfiabil ity
algorithm takes double exponential time in the worst case.

There is a more efficient algorithm [Pratt, 1979b] that runs in deterministic
single-exponentia time. One cannot expect to improve this significantly due to a
corresponding lower bound.

THEOREM 20. There is an exponential-time algorithm for deciding whether a
given formula of PDL is satisfiable.

THEOREM 21. The satisfiability problemfor PDL is EXPTIME-complete.

COROLLARY 22. Thereisa constant ¢ > 1 such that the satisfiability problem
for PDL is not solvable in deterministic time ¢/ 16" where n is the size of the
input formula.

EXPTIME-hardness can be established by constructing aformulaof PDL whose
model s encode the computation of a given linear-space-bounded one-tape alternat-
ing Turing machine M on a given input x of length n over M’s input a phabet.
Since the membership problem for aternating polynomial-space machinesis EX-
PTIME-hard ([Chandraet al., 1981]), so is the satisfiability problem for PDL.

It is interesting to compare the complexity of satisfiability in PDL with the
complexity of satisfiability in propositional logic. In the latter, satisfiability is
NP-complete; but at present it is not known whether the two complexity classes
EXPTIME and NP differ. Thus, asfar as current knowledge goes, the satisfiability
problemis no easier in the worst case for propositional logic than for its far richer
superset PDL.

As we have seen, current knowledge does not permit a significant differenceto
be observed between the complexity of satisfiability in propositional logic and in
PDL. However, there is one easily verified and important behavioral difference:
propositional logic is compact, whereas PDL is not.

Compactness has significant implications regarding the relation of logical con-
sequence. If apropositional formulay isaconsequenceof aset I' of propositional
formulas, then it is already a consequence of some finite subset of I'; but thisis not
truein PDL.

Recall that we write I" F ¢ and say that ¢ is alogical consequence of T if
p satisfied in any state of any Kripke frame f all of whose states satisfy all the
formulasof T'. That is, if & F T, then R F .

An aternativeintepretation of logical consequence, not equivalent to the above,
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isthat in any Kripkeframe, the formulay holdsin any state satisfying all formulas
inT'. Allowing infinite conjunctions, we might writethisas= AT — . Thisis
notthesameasT F ¢, sinceF AT — ¢ impliesT E ¢, but not necessarily vice
versa. A counterexampleis provided by I' = {p} and ¢ = [alp. However, if T
contains only finitely many atomic programs, we can reduce the problemT" E ¢ to
theproblem= A T" — ¢ for arelated I/, as shown in Theorem 19.

Under either interpretation, compactnessfails:

THEOREM 23. Thereis an infinite set of formulas T" and a formula ¢ such that
E AT — ¢ (henceT E ), but for no proper subset T’ C T isit the case that
I'" £ p (hence neither isit thecasethat = ATV — o).

As shown in Theorem 19, logical consequencesT E ¢ for finite I are no more
difficult to decide than validity of single formulas. But what if I" isinfinite? Here
compactnessis the key factor. If " isan r.e. set and the logic is compact, then the
consequence problem isr.e.: to check whether T E ¢, the finite subsets of I' can
be effectively enumerated, and checking I" F  for finite T is a decidable problem.

Since compactness fails in PDL, this observation does us no good, even when
I is known to be recursively enumerable. However, the following result shows
that the situation is much worse than we might expect: evenif T is taken to be the
set of substitution instances of asingle formulaof PDL, the consequence problem
becomes very highly undecidable. Thisis arather striking manifestation of PDL’s
lack of compactness.

Let ¢ be a given formula. The set S, of substitution instances of ¢ is the
set of all formulas obtained by substituting a formulafor each atomic proposition

appearingin .
THEOREM 24. The problem of deciding whether S, F 1 is II{-complete. The
problemis IT1-hard even for a particular fixed .
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6 NONREGULARPDL

In this section we enrich the class of regular programs in PDL by introducing
programs whose control structure requires more than a finite automaton. For ex-
ample, the class of context-free programs requires a pushdown automaton (PDA),
and moving up from regular to context-free programs is really going from itera-
tive programs to ones with parameterless recursive procedures. Several questions
arise when enriching the class of programsof PDL, such as whether the expressive
power of thelogic grows, and if so whether the resulting logics are till decidable.
It turns out that any nonregular program increases PDL’s expressive power and
that the validity problem for PDL with context-free programsis undecidable. The
bulk of the section isthen devoted to the difficult problem of trying to characterize
the borderline between decidable and undecidable extensions. On the one hand,
validity for PDL with the addition of even a single extremely simple nonregular
program is aready I1{-complete; but on the other hand, when we add another
equally simple program, the problem remains decidable. Besides these results,
which pertain to very specific extensions, we discuss some broad decidability re-
sults that cover many languages, including some that are not even context-free.
Since no similarly general undecidability results are known, we also address the
weaker issue of whether nonregular extensions admit the finite model property and
present a negative result that covers many cases.

6.1 Nonregular Programs

Consider the following self-explanatory program:
while p do a ; now do b the same number of times (11
This program is meant to represent the following set of computati on sequences:
{(p?; a)’; —p?; b i >0}

Viewed as a language over the aphabet {a, b, p, ~p}, this set is not regular, thus
cannot be programmed in PDL. However, it can be represented by the following
parameterless recursive procedure:

procV {
if pthen {a; callV; b}
elsereturn

}

The set of computation sequences of this program is captured by the context-free
grammar

V. = —p?|plaVb.
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We are thusled to the idea of allowing context-free programsinside the boxes and
diamonds of PDL. From a pragmatic point of view, this amounts to extending
the logic with the ability to reason about parameterless recursive procedures. The
particular representation of the context-free programs is unimportant; we can use
pushdown automata, context-free grammars, recursive procedures, or any other
formalism that can be effectively trandated into these.

In the rest of this section, a number of specific programswill be of interest, and
we employ special abbreviationsfor them. For example, we define:

a®ba® {a'ba’ | i > 0}
a®® ' {aibi i >0}
baa® Y (bl |i >0}

Note that ab> is redlly just a nondeterministic version of the program (11) in
which there is simply no p to control the iteration. In fact, (11) could have been
written in this notation as (p?a)® —p?b> .2 In programming terms, we can compare
the regular program (ab)* with the nonregular one a®b> by observing that if a is
“purchase aloaf of bread” and b is*“pay $1.00,” then the former program captures
the process of paying for each loaf when purchased, while the latter one captures
the process of paying for them all at the end of the month.

It turns out that enriching PDL with even a single arbitrary nonregular program
increases expressive power.

If L isany language over atomic programs and tests, then PDL + L is defined
exactly as PDL, but with the additional syntax rule stating that for any formula g,
the expression <L>¢p is anew formula. The semantics of PDL + L islike that of
PDL with the addition of the clause

ma(L) £ ma(B).

BEL

Note that PDL + L does not allow L to be used as a formation rule for new
programs or to be combined with other programs. It is added to the programming
language as a single new stand-alone program only.

If PDL; and PDL, are two extensions of PDL, we say that PDL; is as expres-
sive as PDL; if for each formula ¢ of PDL, thereis aformula« of PDL; such
that E ¢ <> . If PDL; isasexpressiveas PDL, but PDL, is not as expressive as
PDL;, we say that PDL; is strictly more expressive than PDL..

Thus, one version of PDL is strictly more expressive than another if anything
the latter can express the former can too, but there is something the former can
express that the latter cannot.

2|t is noteworthy that the results of this section do not depend on nondeterminism. For example,
the negative Theorem 28 holds for the deterministic version (11) too. Also, most of the results in this
section involve nonregular programs over atomic programs only, but can be generalized to allow tests
aswell.
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A languageistest-freeif it is asubset of II; that is, if its seqs contain no tests.

THEOREM 25. If L isany nonregular test-freelanguage, then PDL + L isstrictly
more expressive than PDL.

We can view the decidability of regular PDL as showing that propositional-
level reasoning about iterative programs is computable. We now wish to know
if the same is true for recursive procedures. We define context-free PDL to be
PDL extended with context-free programs, where a context-free program is one
whose segs form a context-free language. The precise syntax is unimportant, but
for definiteness we might take as programs the set of context-free grammars G
over atomic programs and tests and define

ma(@) = |J ma(8),

BECS(G)

where CS(G) isthe set of computation sequences generated by G as described in
Section 1.3.

THEOREM 26. The validity problem for context-free PDL is undecidable.

Theorem 26 leaves severa interesting questions unanswered. What is the level
of undecidability of context-free PDL? What happens if we want to add only a
small number of specific nonregular programs? The first of these questions arises
from the fact that the equivalence problem for context-free languages is co-r.e.-
complete, or complete for I1¢ in the arithmetic hierarchy. Hence, all Theorem 26
shows s that the validity problem for context-free PDL is I19-hard, while it might
in fact be worse. The second question is far more general. We might be interested
in reasoning only about deterministic or linear context-free programs, 2 or we might
beinterested only in afew special context-free programs such as a “ba™ or a®b*>.
Perhaps PDL remains decidable when these programs are added. The general
question is to determine the borderline between the decidabl e and the undecidable
when it comes to enriching the class of programsallowed in PDL.

Interestingly, if wewish to consider such simple nonregular extensionsasPDL+
a®ba™ or PDL + a®b®, we will not be able to prove undecidability by the tech-
nique used for context-free PDL in Theorem 26, since standard problems that are
undecidable for context-free languages, such as equivalence and inclusion, are de-
cidable for classes containing the regular languages and the likes of a 2ba® and
a®b™. Moreover, we cannot prove decidability by the technique used for PDL in
Section 3.2, since logics like PDL + a®ba® and PDL + a®b® do not enjoy the
finite model property. Thus, if we want to determine the decidability status of such
extensions, we will have to work harder.

THEOREM 27. Thereisa satisfiableformulain PDL + a2 b2 that is not satisfied
in any finite structure.

3A linear program is one whose seqs are generated by a context-free grammar in which there is
at most one nonterminal symbol on the right-hand side of each rule. This corresponds to a family of
recursive procedures in which there is at most one recursive call in each procedure.
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For PDL + a®ba®, the news is worse than mere undecidability:
THEOREM 28. The validity problemfor PDL + a“ba” isII}-complete.

The II} result holds also for PDL extended with the two programs a b* and
braA.

It is easy to show that the validity problem for context-free PDL in its entirety
remains in TI1. Together with the fact that a®ba® is a context-free language,
this yields an answer to the first question mentioned earlier: context-free PDL is
IT}-complete. As to the second question, Theorem 28 shows that the high unde-
cidability phenomenon starts occurring even with the addition of one very simple
nonregular program.

We now turn to nonregular programs over asingle letter. Consider the language
of powers of 2:

o {aQi | i >0}.

Here we have:
THEOREM 29. The validity problemfor PDL + a2 is undecidable.

Itis actually possible to prove this result for powers of any fixed £ > 2. Thus
PDL with the addition of any language of the form {a*" | i > 0} for fixed k > 2
is undecidable. Another class of one-letter extensions that has been proven to be
undecidable consists of Fibonacci-like sequences:

THEOREM 30. Let fo, f1 be arbitrary elements of N with fo < fi, and let F
be the sequence fo, f1, f2,... generated by therecurrence f; = f;_1 + f;_o for
i > 2 Leta? ¥ {afi | i > 0}. Then the validity problem for PDL + o is
undecidable.

In both these theorems, the fact that the sequences of a’s in the programs grow
exponentially is crucial to the proofs. Indeed, we know of no undecidability results
for any one-letter extension in which the lengths of the sequences of a’'s grow
subexponentialy. Particularly intriguing are the cases of squares and cubes:

a1’ >0,
¥ 1a >0}

ArePDL + a** and PDL + o*" undecidable?

Thereis a decidability result for a slightly restricted version of the squares ex-
tension, which seems to indicate that the full unrestricted version PDL + a*’ is
decidable too. However, we conjecture that for cubes the problem is undecidable.
Interestingly, several classical open problemsin number theory reduceto instances
of the validity problem for PDL + a**. For example, while no one knows whether
every integer greater than 10000 is the sum of five cubes, the following formulais
vaid if and only if the answer isyes:

[(a*3)5]p N [a10001a*]p‘




DYNAMICLOGIC 151

(The 5-f0|3d and 10001-fold iterations have to be written out in full, of course.) If
PDL+a* were decidable, then we could compute the answer in asimple manner,
a least in principle.

6.2 Decidable Extensions

We now turn to positive results. Theorem 27 states that PDL + b does not
have the finite model property. Nevertheless, we have the following:

THEOREM 31. The validity problemfor PDL + b is decidable.

When contrasted with Theorem 28, the decidability of PDL + a2 b2 isvery sur-
prising. We have two of the simplest nonregular languages—a 2 ba® and a®b>—
which are extremely similar, yet the addition of one to PDL yields high undecid-
ability while the other leaves the logic decidable.

Theorem 31 was proved originally by showing that, although PDL 4+ a 25> does
not always admit finite models, it does admit finite pushdown models, in which
transitions are labeled not only with atomic programs but also with push and pop
instructions for a particular kind of stack. A close study of the proof (which relies
heavily on the idiosyncrasies of the language a 2 b*) suggests that the decidability
or undecidability hasto do with the manner in which an automaton acceptsthe lan-
guagesinvolved. For example, in the usual way of accepting a “ba®, a pushdown
automaton (PDA) reading an a will carry out a push or a pop, depending upon its
location in the input word. However, in the standard way of accepting a b, the
a’s are aways pushed and the b's are always popped, regardless of the location;
the input symbol alone determines what the automaton does. More recent work,
which we now set out to describe, has yielded a genera decidability result that
confirms this intuition. It is of specia interest due to its generality, since it does
not depend on specific programs.

Let M = (Q, X, T, qo, 20, 6) beaPDA that accepts by empty stack. We say
that M issimple-minded if, whenever 6(q, o,v) = (p,b), then for each ¢’ and +/,
either 6(¢’,0,v") = (p,b) or §(¢', o,~") isundefined. A context-freelanguageis
said to be simple-minded (a simple-minded CFL) if there exists a simple-minded
PDA that acceptsit.

In other words, the action of asimple-minded automaton is determined uniquely
by the input symbol; the state and stack symbol are only used to help determine
whether the machine halts (rejecting the input) or continues. Note that such an
automaton is necessarily deterministic.

It isnoteworthy that simple-minded PDAs accept alarge fragment of the context-
free languages, including a®b® and b*a”, as well as al balanced parenthesis
languages (Dyck sets) and many of their intersections with regular languages.

THEOREM 32. If L is accepted by a simple-minded PDA, then PDL + L is de-
cidable.

We can obtain another general decidability result involving languages accepted



152 DAVID HAREL, DEXTER KOZEN, AND JERZY TIURYN

by deterministic stack automata. A stack automaton is aone-way PDA whose head
can travel up and down the stack reading its contents, but can make changesonly at
the top of the stack. Stack automata can accept non-context-free languages such as
a®b?c? and its generalizations af a5 . . . a4 for any n, as well as many variants
thereof. It would be nice to be able to prove decidability of PDL when augmented
by any language accepted by such a machine, but this is not known. What has
been proven, however, isthat if each word in such alanguageis preceded by anew
symbol to mark its beginning, then the enriched PDL is decidable:

THEOREM 33. Lete ¢ Iy, and let L be alanguage over 11, that is accepted by
a deterministic stack automaton. If we let e denote the language {eu | u € L},
then PDL + eL is decidable.

While Theorems 32 and 33 are general and cover many languages, they do not
prove decidability of PDL 4 a2b* >, which may be considered the simplest non-
context-free extension of PDL. Nevertheless, the constructions used in the proofs
of the two general results have been combined to yield:

THEOREM 34. PDL + a®b™c® isdecidable.

As explained, we know of no undecidabile extension of PDL with a polynomi-
aly growing language, although we conjecturethat the cubes extension is undecid-
able. Since the decidability status of such extensions seems hard to determine, we
now address a weaker notion: the presence or absence of a finite model property.
The technique used in Theorem 27 to show that PDL + a b2 violates the finite
model property does not work for one-letter al phabets. Neverthel ess, we now state
ageneral result leading to many one-letter extensions that violate the finite model
property. In particular, the theorem will yield the following:

PROPOSITION 35 (squares and cubes). The logics PDL + a** and PDL + a*°
do not have the finite model property.

PROPOSITION 36 (polynomials). For every polynomial of the form
p(n) = en'+cian' T+ +co € L[n]

with ¢ > 2 and positive leading coefficient ¢; > 0, let S, = {p(m) | m € N} N N.
Then PDL + a°» does not have the finite model property.

PROPOSITION 37 (sums of primes). Let p; bethe it prime (with p; = 2), and
define

Ssop (Y piln>1}.
i=1
Then PDL + a®-r does not have the finite model property.

PROPOSITION 38 (factorials). Let Sgac © {n! | n € N}. Then PDL + St
does not have the finite model property.



DYNAMICLOGIC 153

The finite model property fails for any sufficiently fast-growing integer linear
recurrence, not just the Fibonacci sequence, athough we do not know whether
these extensions also render PDL undecidable. A k*"-order integer linear recur-
renceis an inductively defined sequence

be E clnoy 4o Horlasg + o, n >k, (12)

wherek > 1,c¢g,... ,cx €N, ¢ #0,and £y, ... ,l,_1 € N aregiven.

PROPOSITION 39 (linear recurrences). Let 'S, = {¢, | n > 0} bethe set defined
inductively by (12). The following conditions are equivalent:

(i) &~ isnonregular;
(i) PDL + o does not have the finite model property;

(iii) notall fo, ... 0, , arezeroand ¢ | ¢; > 1.



154 DAVID HAREL, DEXTER KOZEN, AND JERZY TIURYN

7 OTHER VARIANTSOF PDL

7.1 Deterministic Programs
Nondeterminism arisesin PDL in two ways:

e atomic programs can be interpreted in a structure as (not necessarily single-
valued) binary relations on states; and

e the programming constructs e U 3 and o™ involve nondeterministic choice.

Many modern programming languages have facilities for concurrency and dis-
tributed computation, certain aspects of which can be modeled by nondeterminism.
Nevertheless, the mgjority of programs written in practice are still deterministic.
Here we investigate the effect of eliminating either one or both of these sources of
nondeterminism from PDL.

A program « is said to be (semantically) deterministic in a Kripke frame R if
its traces are uniquely determined by their first states. If « isan atomic programa,
thisis equivalent to the requirement that m ¢ (a) be apartial function; that is, if both
(s,t)and (s,t') € mg(a),thent = ¢'. A deterministic Kripkeframe 8 = (K, mg)
isonein which al atomic a are semantically deterministic.

The class of deterministic while programs, denoted DWP, is the class of pro-
gramsinwhich

e the operators U, ?, and * may appear only in the context of the conditional
test, while loop, skip, or fail;

¢ testsin the conditional test and while loop are purely propositional; that is,
there is no occurrence of the < > or [ ] operators.

The class of nondeterministic while programs, denoted WP, is the same, except
unconstrained use of the nondeterministic choice construct U is allowed. It is
easily shown that if @ and g are semantically deterministic in &, then so are
if o then o else 8 and while ¢ do a.

By restricting either the syntax or the semantics or both, we obtain the following
logics:

e DPDL (deterministic PDL), which is syntactically identical to PDL, but in-

terpreted over deterministic structures only;

e SPDL (strict PDL), inwhich only deterministic while programsare allowed;
and

e SDPDL (strict deterministic PDL), in which both restrictions are in force.

Validity and satisfiability in DPDL and SDPDL are defined just asin PDL, but
with respect to deterministic structures only. If ¢ isvalid in PDL, then ¢ is also
validin DPDL, but not conversely: the formula

<a>p — [alyp (13)
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isvalidin DPDL but not in PDL. Also, SPDL and SDPDL are gtrictly less expres-
sivethan PDL or DPDL, since the formula

<(aUb)*>p (14)
is not expressiblein SPDL, as shown in [Halpern and Reif, 1983].
THEOREM 40. If the axiom scheme
<a>p — [laly, a€lly (15)
is added to Axiom System 17, then the resulting system is sound and complete for
DPDL.
THEOREM 41. Validityin DPDL is deterministic exponential-time complete.

Now we turn to SPDL, in which atomic programs can be nondeterministic but
can be composed into larger programs only with deterministic constructs.

THEOREM 42. Validity in SPDL is deterministic exponential-time complete.

Thefinal version of interest is SDPDL, in which both the syntactic restrictions
of SPDL and the semantic ones of DPDL are adopted. The exponential-timelower
bound fails here, and we have:

THEOREM 43. Thevalidity problemfor SDPDL iscompletein polynomial space.

The question of relative power of expression is of interest here. Is DPDL <
PDL?1sSDPDL < DPDL? Thefirst of these questionsis inappropriate, since the
syntax of both languagesis the same but they are interpreted over different classes
of structures. Considering the second, we have:

THEOREM 44. SDPDL < DPDL and SPDL < PDL.

In summary, we have the following diagram describing the relations of expres-
siveness between these logics. The solid arrows indicate added expressive power
and broken ones a difference in semantics. The validity problem is exponential-
time complete for all but SDPDL, for which it is PSPACE-complete. Straightfor-
ward variants of Axiom System 17 are complete for all versions.

SDPDL

7.2 Representation by Automata

A PDL program represents a regular set of computation sequences. This same
regular set could possibly be represented exponentially more succinctly by afinite
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automaton. The difference between these two representations corresponds roughly
to the difference between while programs and flowcharts.

Since finite automata are exponentially more succinct in general, the upper
bound of Section 5 could conceivably fail if finite automata were allowed as pro-
grams. Moreover, we must also rework the deductive system of Section 4.1.

However, it turns out that the completeness and exponential-time decidability
results of PDL are not sensitive to the representation and till go through in the
presence of finite automata as programs, provided the deductive system of Section
4.1 and the techniques of Sections4 and 5 are suitably modified, asshownin [Pratt,
1979b; Pratt, 1981b] and [Harel and Sherman, 1985].

Inrecent years, the automata-theoretic approach to logics of programshasyiel ded
significant insight into propositiona logics more powerful than PDL, as well as
substantial reductions in the complexity of their decision procedures. Especially
enlightening are the connectionswith automataon infinite stringsand infinitetrees.
By viewing a formula as an automaton and a treelike model as an input to that
automaton, the satisfiability problem for a given formula becomes the emptiness
problem for a given automaton. Logical questions are thereby transformed into
purely automata-theoretic questions.

We assume that nondeterministic finite automata are given in the form

M = (n,i,j],9), (16)

wheren = {0,... ,n — 1} isthe set of states, i, j € 7 arethe start and final states
respectively, and § assigns a subset of Iy U {¢? | ¢ € ®} to each pair of states.
Intuitively, when visiting state £ and seeing symbol a, the automaton may moveto
state k if a € §(4, k).

Thefact that the automata (16) have only one accept stateiswithout loss of gen-
eraity. If M isan arbitrary nondeterministic finite automaton with accept states
F, then the set accepted by M isthe union of the sets accepted by M, for k € F,
where M, isidentical to M except that it has unique accept state k. A desired
formula [M 1 can be written as a conjunction

/\ M1y
keF
with at most quadratic growth.

We now obtain anew logic APDL (automata PDL) by defining ® and IT induc-
tively using the clauses for ® from Section 2.1 and letting IT = Iy U {¢? | ¢ €
&} U F, where F' isthe set of automata of the form (16).

Axioms 17(iv), (v), and (vii) are replaced by:

[n,i,j,00 < N\ [adlnk,j,dle, i#j 1
aekée(Zk)

[n,i,i,0l¢ & oA [\ [alln,ki,d6le. (18)
ken

a€d(i,k)
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Theinduction axiom 17(viii) becomes

(N ik, 610 = N\ [alem) = (@i = [n,i,5,01¢;)(19)
ken men
a€d(k,m)

These and other similar changes can be used to prove:
THEOREM 45. Validity in APDL is decidablein exponential time.
THEOREM 46. The axiom system described aboveis complete for APDL.

7.3 Converse

The converse operator — is a program operator that allows a program to be “run
backwards’:

ma(a”) € {(s,0) | (t,5) € ma(a)}.

PDL with converseiscalled CPDL.
The following identities allow us to assume without loss of generality that the
converse operator is applied to atomic programsonly.

(a;8)" © BT ia”
(aUB)” & o Uf™
e af*.

The converse operator strictly increases the expressive power of PDL, since the
formula<a~>1 is not expressible without it.

THEOREM 47. PDL < CPDL.

Proof. Consider the structure described in the following figure:

S ue

t

Inthisstructure, s £ <a=>1 but u # <a~>1. Onthe other hand, it can be shown by
induction on the structure of formulasthat if s and u agree on al atomic formulas,
then no formula of PDL can distinguish between the two. |

More interestingly, the presence of the converse operator implies that the op-
erator <a> is continuousin the sense that if A isany (possibly infinite) family of
formulas possessing ajoin \/ 4, then \/ <a>A existsand islogically equivalent to
<a>\/ A. In the absence of the converse operator, one can construct nonstandard
modelsfor which thisfails.
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The completeness and exponential time decidability results of Sections 4 and 5
can be extended to CPDL provided the following two axioms are added:

¢ — lala™>p
v = [a" I<a>p.

Thefiltration lemma (Lemma 14) still holdsin the presence of —, as doesthefinite
model property.

7.4 \Well-foundedness

If « is adeterministic program, the formulay — <a>) asserts the total correct-
ness of o with respect to pre- and postconditions ¢ and ¢, respectively. For non-
deterministic programs, however, this formula does not express the right notion of
total correctness. It asserts that ¢ implies that there exists a halting computation
sequence of « yielding ), whereas we would really like to assert that o implies
that all computation sequences of a terminate and yield . Let us denotethe latter

property by
TC(p,a,1h).

Unfortunately, thisis not expressiblein PDL.

The problem is intimately connected with the notion of well-foundedness. A
program « issaid to be well-founded at astate u  if there exists noinfinite sequence
of states ug, u1, us, ... With (u;, u;+1) € mg(a) foral ¢ > 0. This property is
not expressible in PDL either, as we will see.

Severa very powerful logics have been proposed to deal with this situation.
The most powerful is perhaps the propositional p-calculus, which is essentially
propositional modal 1ogic augmented with a least fixpoint operator p. Using this
operator, one can express any property that can be formulated as the least fixpoint
of a monotone transformation on sets of states defined by the PDL operators. For
example, the well-foundedness of a program « is expressed

pX. [alX (20)

inthislogic.

Two somewhat weaker ways of capturing well-foundedness without resorting
to thefull p-calculus have been studied. Oneisto add to PDL an explicit predicate
wf for well-foundedness:

def

mg(Wfa) = {so|3s1,82,... Vi >0 (s;,5i+1) € mg(a)}.

Anocther isto add an explicit predicate halt, which asserts that all computations of
its argument o terminate. The predicate halt can be defined inductively from wf
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asfollows:
halta <& 1, a anatomic program or test, (21
halta; 3 <% halta A [alhalt 3, (22)
hataUB <% halta A halt 3, (23)
hata* €% wia A [e*Thalta. (24)

These constructs have been investigated under the various names loop, repeat,
and A. The predicates loop and repeat are just the complements of halt and wf,
respectively:

loop a & _hata

repeat o &L wha.

Clause (24) is equivalent to the assertion

* def

loopa™ & repeata V <a™>loopa.

It asserts that anonhalting computation of o* consists of either aninfinite sequence
of halting computations of a or a finite sequence of halting computations of «
followed by a nonhalting computation of «.

Let RPDL and LPDL denote the logics obtained by augmenting PDL with the
wf and halt predicates, respectively.# It follows from the preceding discussion that

PDL < LPDL < RPDL < thepropositional u-calculus.

Moreover, all these inclusions are known to be strict.

Thelogic LPDL is powerful enough to express the total correctness of nonde-
terministic programs. The total correctness of « with respect to precondition ¢
and postcondition ¢ is expressed

TC(p,a,) PN ¢ — halta A [a].

Conversaly, halt can be expressed in terms of TC"
hata < TC(1,a,1).

THEOREM 48. PDL < LPDL.
THEOREM 49. LPDL < RPDL.

It is possible to extend Theorem 49 to versions CRPDL and CLPDL in which
converseis alowed in addition to wf or halt. Also, the proof of Theorem 47 goes

4The L in LPDL stands for “loop” and the R in RPDL stands for “repeat.” We retain these names
for historical reasons.
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through for LPDL and RPDL, so that <a~>1 is not expressible in either. Theorem
48 goes through for the converse versions too. We obtain the situation illustrated
in the following figure, in which the arrows indicate < and the absence of a path
between two logics means that each can express properties that the other cannot.

CRPDL

\

CLPDL RPDL

CPDL LPDL

N/

e
\ PDL

Thefiltration lemmafailsfor all halt and wf versionsasin Theorem 48. However,
satisfiable formulas of the u-calculus (hence of RPDL and LPDL) do have finite
models. Thisfinite model property is not shared by CLPDL or CRPDL.

THEOREM 50. The CLPDL formula
-halta® A [a*1halta™®~

is satisfiable but has no finite model.

Asit turns out, Theorem 50 does not prevent CRPDL from being decidable.
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THEOREM 51. The validity problems for CRPDL, CLPDL, RPDL, LPDL, and
the propositional u-calculusare all decidablein deterministic exponential time.

Obvioudly, the simpler the logic, the simpler the arguments needed to show ex-
ponential time decidability. Over the years all these logics have been gradually
shown to be decidable in exponential time by various authors using various tech-
niques. Here we point to the exponential time decidability of the propositional
p-calculus with forward and backward modalities, proved in [Vardi, 1998b], from
which all these can be seen easily to follow. The proof in [Vardi, 1998b] is carried
out by exhibiting an exponential time decision procedure for two-way alternating
automata on infinite trees.

As mentioned above, RPDL possesses the finite (but not necessarily the small
and not the collapsed) model property.

THEOREM 52. Every satisfiable formula of RPDL, LPDL, and the propositional
p-calculus has a finite model.

CRPDL and CLPDL are extensions of PDL that, like PDL + a®b® (Theorems
27 and 31), are decidable despite lacking a finite model property.

Complete axiomatizationsfor RPDL and LPDL can be obtained by embedding
them into the p-calculus (see Section 14.4).

7.5 Concurrency

Another interesting extension of PDL concerns concurrent programs. One can de-
fine an intersection operator N such that the binary relation on states corresponding
to the program a: N 3 is the intersection of the binary relations corresponding to «
and 3. Thiscan beviewed asakind of concurrency operator that admitstransitions
to those states that both « and 3 would have admitted.

Here we consider a different and perhaps more natural notion of concurrency.
Theinterpretation of aprogramwill not be abinary relation on states, which relates
initial states to possible final states, but rather a relation between a states and sets
of states. Thus mg(a) will relate a start state u to a collection of sets of states
U. Theintuition is that starting in state «, the (concurrent) program « can be run
with its concurrent execution threads ending in the set of final states U. The basic
concurrency operator will be denoted here by A, athough in the original work
on concurrent Dynamic Logic ([Peleg, 1987b; Peleg, 1987c; Peleg, 1987a]) the
notation N is used.

The syntax of concurrent PDL is the same as PDL, with the addition of the
clause:

o ifa,f eIl thenan g eIl

The program a A 8 means intuitively, “ Execute o and g3 in parallel”
The semantics of concurrent PDL is defined on Kripkeframes 8 = (K, mg) as
with PDL, except that for programs «,

mp(a) C K x2K.
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Thus the meaning of « is a collection of reachability pairs of the form (u,U),
whereu € KandU C K. Inthisbrief description of concurrent PDL, werequire
that structures assign to atomic programs sequential, non-parallel, meaning; that
is, for each a € IIy, werequirethat if (u,U) € mg(a), then #U = 1. Thetrue
parallelism will stem from applying the concurrency operator to build larger sets
U in the reachability pairs of compound programs. For details, see [Peleg, 1987b;
Peleg, 1987c].
The relevant results for thislogic are the following:
THEOREM 53. PDL < concurrent PDL.

THEOREM 54. The validity problem for concurrent PDL is decidable in deter-
ministic exponential time.

Axiom System 17, augmented with the following axiom, can be be shown to be
complete for concurrent PDL.:

<aAB>p & <a>p A<LB>p.
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8 FIRST-ORDER DYNAMICLOGIC (DL)

In this section we begin the study of first-order Dynamic Logic. The main dif-
ference between first-order DL and the propositional version PDL discussed in
previous sections is the presence of afirst-order structure 2, called the domain of
computation, over which first-order quantification is allowed. States are no longer
abstract points, but valuationsof aset of variablesover A, thecarrier of 2. Atomic
programsin DL are no longer abstract binary relations, but assignment statements
of variousforms, all based on assigning val uesto variables during the computation.
The most basic example of such an assignment is the simple assignment z := t,
where ¢ is avariable and ¢ is aterm. The atomic formulas of DL are generally
taken to be atomic first-order formulas.

In addition to the constructs of PDL, the basic DL syntax contains individual
variables ranging over A, function and predicate symbols for distinguished func-
tions and predicates of 2(, and quantifiers ranging over A, exactly asin classical
first-order logic. More powerful versions of the logic contain array and stack vari-
ables and other constructs, as well as primitive operations for manipulating them,
and assignments for changing their values. Sometimes the introduction of a new
construct increases expressive power and sometimes not; sometimes it has an ef-
fect on the complexity of deciding satisfiability and sometimes not. Indeed, one of
the central goals of research has been to classify these constructsin terms of their
relative expressive power and compl exity.

In this section we lay the groundwork for this by defining the various logical
and programming constructs we shall need.

8.1 Basic Syntax

Thelanguage of first-order Dynamic Logic is built upon classical first-order logic.
Thereis aways an underlying first-order vocabulary X, which involves a vocabu-
lary of function symbolsand predicate (or relation) symbols. On top of thisvocab-
ulary, we define a set of programs and a set of formulas. Thesetwo setsinteract by
means of the modal construct [ ] exactly as in the propositional case. Programs
and formulas are usually defined by mutual induction.

Let ¥ = {f,g9,...,p,7, ...} beafinite first-order vocabulary. Here f and ¢
denotetypical function symbolsof ¥, and p and r denote typical relation symbols.
Associated with each function and relation symbol of ¥ is a fixed arity (humber
of arguments), although we do not represent the arity explicitly. We assume that
always containsthe equality symbol =, whose arity is 2. Functionsand relations of
arity 0,1, 2,3 and n are called nullary, unary, binary, ternary, and n-ary, respec-
tively. Nullary functions are aso called constants. We shall be using a countable
set of individual variablesV = {zg, 1,...}.

We always assumethat ¥ containsat |east one function symbol of positive arity.
A vocabulary X is polyadic if it contains a function symbol of arity greater than
one. Vocabularies whose function symbols are all unary are called monadic.
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A vocabulary X isrichif either it contains at least one predicate symbol besides
the equality symbol or the sum of arities of the function symbolsis at least two.
Examples of rich vocabularies are: two unary function symbols, or one binary
function symbol, or one unary function symbol and one unary predicate symbol.
A vocabulary that is not rich is poor. Hence a poor vocabulary has just one unary
function symbol and possibly some constants, but no relation symbols other than
equality. The main difference between rich and poor vocabularies is that the for-
mer admit exponentially many pairwise hon-isomorphic structures of agivenfinite
cardinality, whereas the | atter admit only polynomially many.

We say that the vocabulary X is mono-unary if it contains no function symbols
other than a single unary one. It may contain constants and predicate symbols.

The definitions of DL programs and formulas below depend on the vocabulary
3, but in general we shall not make this dependence explicit unless we have some
specific reason for doing so.

Atomic Formulas and Programs

In al versions of DL that we will consider, atomic formulas are atomic formulas
of the first-order vocabulary ¥; that is, formulas of theform (¢4, ... ,t,), where
risann-ary relation symbol of ¥ and ¢4, ... ,t, aretermsof X.

Asin PDL, programs are defined inductively from atomic programs using var-
ious programming constructs. The meaning of a compound program is given in-
ductively in terms of the meanings of its constituent parts. Different classes of
programs are obtained by choosing different classes of atomic programs and pro-
gramming constructs.

In the basic version of DL, an atomic program is a simple assignment z := t,
wherexz € V and t isaterm of X. Intuitively, this program assigns the value of ¢
to thevariable z. Thisisthe same form of assignment found in most conventional
programming languages.

More powerful forms of assignment such as stack and array assignments and
nondeterministic“wildcard” assignmentswill bediscussed later. The precise choice
of atomic programs will be made explicit when needed, but for now, we use the
term atomic programto cover all of these possihilities.

Tests

Asin PDL, DL contains atest operator 7, which turns a formulainto a program.
In most versions of DL that we shall discuss, we allow only quantifier-free first-
order formulas as tests. We sometimes call these versions poor test. Alternatively,
we might allow any first-order formula as atest. Most generally, we might place
no restrictions on the form of tests, allowing any DL formula whatsoever, includ-
ing those that contain other programs, perhaps containing other tests, etc. These
versionsof DL arelabeled rich test asin Section 2.1. Whereas programscan be de-
fined independently from formulas in poor test versions, rich test versions require
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amutually inductive definition of programs and formulas.

As with atomic programs, the precise logic we consider at any given time de-
pends on the choice of tests we allow. We will make this explicit when needed, but
for now, we use the term test to cover all possibilities.

Regular Programs

For agiven set of atomic programsand tests, the set of regular programsis defined
asin PDL (see Section 2.1):

e any atomic program or test is a program;
e if ¢ and 8 are programs, then « ; 3 isaprogram;
e if « and g are programs, then « U 3 is a program;

e if o isaprogramthen o™ isaprogram.

While Programs

Much of the literature on DL is concerned with the class of while programs (see
Section 2.1). Formally, deterministic while programs form the subclass of the
regular programs in which the program operators U, ?, and * are constrained to
appear only in the forms

skip = 17

fail & 07
ifpthenadse % (p?a) U (=p?;8) (25)
while p do « def (0?5 )™, —p? (26)

The class of nondeterministic while programs is the same, except that we allow
unrestricted use of the nondeterministic choice construct U. Of course, unrestricted
use of the sequential composition operator is alowed in both languages.

Restrictions on the form of atomic programs and tests apply as with regular
programs. For example, if we are allowing only poor tests, then the ¢ occurringin
the programs (25) and (26) must be a quantifier-free first-order formula

The class of deterministic while programsis important because it captures the
basic programming constructs common to many real-lifeimperative programming
languages. Over the standard structure of the natural numbers N, deterministic
while programs are powerful enough to define all partia recursive functions, and
thusover N they are as as expressive asregular programs. A similar result holdsfor
awide class of models similar to N, for a suitable definition of “partial recursive
functions” in these models. However, it is not true in general that while programs,
even nondeterministic ones, are universally expressive. We discuss these resultsin
Section 12.



166 DAVID HAREL, DEXTER KOZEN, AND JERZY TIURYN

Formulas

A formula of DL is defined in way similar to that of PDL, with the addition of a
rule for quantification. Equivalently, we might say that aformulaof DL is defined
inaway similar to that of first-order logic, with the addition of arule for modality.
The basic version of DL is defined with regular programs:

e thefaseformula0 isaformulg

e any atomic formulais aformula;

e if ¢ and ) areformulas, then ¢ — 1 isaformula;

o if pisaformulaand z € V, thenVz ¢ isaformulg;

e if pisaformulaand a isaprogram, then [a]y isaformula

The only missing rule in the definition of the syntax of DL are the tests. In our
basic version we would have:

o if p isaquatifier-freefirst-order formula, then ? isatest.

For the rich test version, the definitions of programs and formulas are mutually
dependent, and the rule defining tests is smply:

o if pisaformula then ¢? isatest.

We will use the same notation asin propositional logic that —¢ standsfor ¢ —
0. Asin first-order logic, the first-order existential quantifier 3 is considered a
defined construct: 3z ¢ abbreviates -V —p. Similarly, the modal construct < >
is considered a defined construct as in Section 2.1, since it is the modal dual of
[ 1. The other propositional constructs A, V, <> are defined asin Section 2.1. Of
course, we use parentheses where necessary to ensure unique readability.

Note that the individual variables in V' serve a dua purpose: they are both
program variables and logical variables.

8.2 Richer Programs
Segs and R.E. Programs

Some classes of programs are most conveniently defined as certain sets of segs.
Recall from Section 2.3 that a seq is a program of the form o ;- - - ; 04, Where
each o; isan assignment statement or aquantifier-freefirst-order test. Each regular
program « is associated with a unique set of segs C'S(«) (Section 2.3). These
definitions were made in the propositional context, but they apply equally well to
thefirst-order case; the only differenceisin the form of atomic programs and tests.

Construing the word in the broadest possible sense, we can consider a program
to be an arbitrary set of segs. Although this makes sense semantically—we can
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assign an input/output relation to such a set in a meaningful way—such programs
can hardly be called executable. At the very least we should require that the set
of segs be recursively enumerable, so that there will be some effective procedure
that can list al possible executions of a given program. However, there is a subtle
issue that arises with this notion. Consider the set of segs

{z; = fi(c) | i € N}.

This set satisfies the above restriction, yet it can hardly be called a program. It
uses infinitely many variables, and as a consequence it might change a valuation
at infinitely many places. Another pathological exampleis the set of seqs

{Tit1 = f(wi) | i € N},

which not only could change a valuation at infinitely many locations, but also
depends on infinitely many locations of the input valuation.

In order to avoid such pathologies, we will require that each program use only
finitely many variables. Thisgivesriseto the following definition of r.e. programs,
which is the most general family of programs we will consider. Specificaly, an
r.e. program « is a Turing machine that enumerates a set of seqs over afinite set of
variables. The set of seqs enumerated will be called CS(«). By FV (a) we will
denote the finite set of variablesthat occur in segs of CS(«).

An important issue connected with r.e. programs is that of bounded memory.
The assignment statements or tests in an r.e. program may have infinitely many
terms with increasingly deep nesting of function symbols (although, as discussed,
these terms only use finitely many variables), and these could require an un-
bounded amount of memory to compute. We define a set of segs to be bounded
memory if the depth of termsappearingin it isbounded. In fact, without sacrificing
computational power, we could requirethat al termsbe of theform f(z 1, ... ,z,)
in a bounded-memory set of segs.

Arrays and Stacks

Interesting variants of the programming language we use in DL arise from allow-
ing auxiliary data structures. We shall define versions with arrays and stacks, as
well as a version with a nondeterministic assignment statement called wildcard
assignment.

Besides these, one can imagine augmenting while programs with many other
kinds of constructs such as blocks with declarations, recursive procedures with
various parameter passing mechanisms, higher-order procedures, concurrent pro-
cesses, ete. It is easy to arrive at afamily consisting of thousands of programming
languages, giving rise to thousands of logics. Obviously, we have had to restrict
ourselves. It is worth mentioning, however, that certain kinds of recursive proce-
dures are captured by our stack operations, as explained below.
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Arrays

To handle arrays, we include a countable set of array variables
Varray = {Fo, Fl; e }

Each array variable has an associated arity, or number of arguments, which we
do not represent explicitly. We assume that there are countably many variables
of each arity n > 0. In the presence of array variables, we equate the set V' of
individual variables with the set of nullary array variables; thus V' C Virray.

The variables in V,ay Of arity n will range over n-ary functions with argu-
ments and values in the domain of computation. In our exposition, e ements of
the domain of computation play two roles: they are used both as indices into an
array and as values that can be stored in an array. One might equally well intro-
duce a separate sort for array indices; although conceptualy simple, this would
complicate the notation and would give no new insight.

We extend the set of first-order terms to allow the unrestricted occurrence of
array variables, provided arities are respected.

The classes of regular programs with arrays and deterministic and nondeter-
ministic while programs with arrays are defined similarly to the classes without,
except that we allow array assignments in addition to simple assignments. Array
assignments are similar to simple assignments, but on the left-hand side we allow
aterm in which the outermost symbol is an array variable:

Fty,... ty):=t.

Here F' is an n-ary array variableand ¢4, ... ,t,,t are terms, possibly involving
other array variables. Note that when n = 0, this reduces to the ordinary simple
assignment.

Recursion via an Algebraic Stack

We now consider DL in which the programs can manipulate a stack. The literature
in automata theory and formal languages often distinguishes a stack from a push-
down store. In the former, the automaton is allowed to inspect the contents of the
stack but to make changes only at the top. We shall use the term stack to denote
the more common pushdown store, where the only inspection allowed is at the top
of the stack.

The motivation for this extension is to be able to capture recursion. It is well
known that recursive procedures can be modeled using a stack, and for various
technical reasons we prefer to extend the data-manipulation capabilities of our
programsthan to introduce new control constructs. When it encountersarecursive
call, the stack simulation of recursion will push the return location and values of
local variables and parameters on the stack. It will pop them upon completion of
the call. The LIFO (last-in-first-out) nature of stack storage fits the order in which
control executes recursive calls.
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To handlethe stack in our stack version of DL, we add two new atomic programs
push(t) and pop(y),

wheret isatermand y € V. Intuitively, push(¢) pushes the current value of ¢
onto thetop of the stack, and pop(y) pops the top value off the top of the stack and
assigns that value to the variable y. If the stack is empty, the pop operation does
not change anything. We could have added atest for stack emptiness, but it can be
shown to be redundant. Formally, the stack is simply afinite string of elements of
the domain of computation.

The classes of regular programs with stack and deter ministic and nondetermin-
istic while programs with stack are obtained by augmenting the respective classes
of programs with the push and pop operations as atomic programsin addition to
simple assignments.

In contrast to the case of arrays, here there is only a single stack. In fact, ex-
pressiveness changes dramatically when two or more stacks are allowed. Also, in
order to be able to simulate recursion, the domain must have at least two distinct
elements so that return addresses can be properly encoded in the stack. One way
of doing thisisto store the return address itself in unary using one element of the
domain, then store one occurrence of the second element as a delimiter symbol,
followed by domain elements constituting the current values of parameters and
local variables.

Thekind of stack described hereis often termed algebraic, sinceit contains el-
ements from the domain of computation. It should be contrasted with the Boolean
stack described next.

Parameter|ess Recursion via a Boolean Stack

An interesting specia case is when the stack can contain only two distinct ele-
ments. This version of our programming language can be shown to capture re-
cursive procedures without parameters or local variables. Thisis because we only
need to store return addresses, but no actual dataitems from the domain of compu-
tation. This can be achieved using two values, as described above. We thus arrive
at the idea of a Boolean stack.

To handle such a stack in this version of DL, we add three new kinds of atomic
programs and one new test. The atomic programs are

push-1 push-0 pop,

and thetest issimply top?. Intuitively, push-1 and push-0 push the corresponding
distinct Boolean values on the stack, pop removes the top element, and the test
top? evaluates to true iff the top element of the stack is 1, but with no side effect.
With the test top? only, there is no explicit operator that distinguishes a stack
with top element 0 from the empty stack. We might have defined such an oper-
ator, and in a more realistic language we would certainly do so. However, it is
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mathematically redundant, since it can be simulated with the operators we already
have.

Wi dcard Assignment

The nondeterministic assignment z := ? isadevicethat arises in the study of fair-
ness; see [Apt and Plotkin, 1986]. It has often been called random assignment in
the literature, although it has nothing to do with randomness or probability. We
shall call it wildcard assignment. Intuitively, it operates by assigning a nondeter-
ministically chosen element of the domain of computation to the variable z. This
construct together with the [ 1 modality issimilar to thefirst-order universal quan-
tifier, sinceit will follow from the semantics that the two formulas [z := 7]y and
Yz o are equivalent. However, wildcard assignment may appear in programs and
can therefore be iterated.

8.3 Semantics

In this section we assign meanings to the syntactic constructs described in the
previous sections. We interpret programs and formulas over afirst-order structure
2. Variables range over the carrier of this structure. We take an operational view
of program semantics: programs change the values of variables by sequences of
simple assignments x := ¢ or other assignments, and flow of control is determined
by the truth values of tests performed at various times during the computation.

Sates as Valuations

An instantaneous snapshot of all relevant information at any moment during the
computation is determined by the values of the program variables. Thus our states
will be valuations u, v, . .. of the variables V' over the carrier of the structure L.
Our formal definition will associate the pair (u,v) of such vauations with the
program « if it is possible to start in valuation u, execute the program «, and halt
invaluation v. In this case, we will call (u,v) aninput/output pair of o and write
(u,v) € mg (). Thiswill result in aKripke frame exactly asin Section 2.

Let A = (A, my) be afirst-order structure for the vocabulary ¥. We call 2
the domain of computation. Here A is a set, called the carrier of 2, and my
is a meaning function such that mo(f) is an n-ary function mg(f) : A™ — A
interpreting the n-ary function symbol f of ¥, and my(r) is an n-ary relation
mg(r) C A™ interpreting the n-ary relation symbol r of ¥. The equality symbol
= isawaysinterpreted as the identity relation.

Forn > 0, let A™ — A denotethe set of al n-ary functionsin A. By conven-
tion, wetake A° — A = A. Let A* denote the set of all finite-length strings over
A.

The structure 2( determines a Kripke frame, which we will also denote by 2, as
follows. A valuation over 2( is afunction » assigning an n-ary function over A to
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each n-ary array variable. It also assigns meanings to the stacks as follows. We
shall use the two unique variable names STK and BSTK to denote the algebraic
stack and the Boolean stack, respectively. The valuation u assigns a finite-length
string of elements of A to STK and afinite-length string of Boolean values 1 and
0to BSTK . Formally:

u(F) € A™ — A, if Fisann-ary array variable,
u(STK) € A*,
u(BSTK) € {1,0}*.

By our convention A° — 4 = A, and assuming that V' C Viarray, the individual
variables(that is, the nullary array variables) are assigned elements of A under this
definition:

u(z) e Aifz e V.

The valuation u extends uniquely to terms¢ by induction. For an n-ary function
symbol f and an n-ary array variable F',

w(f by tn) E ma(f)(ult),. .. ultn))
w(F(ty,. . 1)) u(E)(ulty),. .. u(ts)).

The function-patching operator is defined as follows: if X and D are sets, f :
X — Disany function,z € X,andd € D, then f[z/d] : X — D isthefunction
defined by

e d, ifz =
fla/dity) = {ﬂw,mmﬁ;

We will be using this notation in several ways, both at the logical and metalogical
levels. For example:

e If wisavaluation, z isanindividual variable, and a € A, then u[z/a] isthe
new valuation obtained from « by changing the value of = to a and leaving
the values of al other variablesintact.

e If Fisan n-ary array varisbleand f : A™ — A, then u[F'/f] is the new
valuation that assigns the same value as u to the stack variables and to all
array variables other than F', and

ulF/fI(F) = f.

o If f: A" = Aisann-ary functionanda = a4,... ,a, € A" anda € A,
then the expression f[a/a] denotes the n-ary function that agrees with f
everywhere except for input @, on which it takesthe valuea. More precisely,

a, ifb=a
f(b), otherwise.

fafd® = |
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We call valuations v and v finite variants of each other if
u(F)(ar,...,an) = v(F)(a1,...,a,)

for al but finitely many array variables F' and n-tuplesa, ... ,a, € A™. Inother
words, v and v differ on at most finitely many array variables, and for those F' on
which they do differ, the functions u(F) and v(F’) differ on at most finitely many
values.

The relation “is a finite variant of” is an equivalence relation on valuations.
Since ahalting computation can run for only afinite amount of time, it can execute
only finitely many assignments. It will therefore not be able to cross equivalence
class boundaries; that is, in the binary relation semantics given below, if the pair
(u,v) isan input/output pair of the program «, then v is afinite variant of u.

We are now ready to define the states of our Kripkeframe. Fora € A, letw, be
the valuation in which the stacks are empty and al array and individual variables
are interpreted as constant functions taking the value a everywhere. A state of
isany finite variant of avaluation w,. The set of states of 2 is denoted S<.

Call a state initial if it differs from some w, only at the values of individual
variables.

It is meaningful, and indeed useful in some contexts, to take as states the set of
all valuations. Our purpose in restricting our attention to states as defined above
isto prevent arrays from being initialized with highly complex oracles that would
compromise the value of the relative expressiveness results of Section 12.

Assignment Statements
Asin Section 2.2, with every program o we associate a binary relation
mg(a) C S¥*xS¥
(called the input/output relation of p), and with every formula o we associate a set
ma(p) € S%.

The sets mg () and my( () are defined by mutual induction on the structure of «
and .

For the basis of this inductive definition, we first give the semantics of all the
assignment statements discussed earlier.

e Thearray assignment F'(¢4,... ,t,) := tisinterpreted asthe binary relation
my (F(t1,... ,tn) i=1)
= {wulF/uB)[u(h), .. ulta) /u@®)]) |u e S

In other words, starting in state u, the array assignment has the effect of
changing the value of F' oninput u(¢1),... ,u(t,) to u(t), and leaving the
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value of F' onall other inputs and the values of al other variablesintact. For
n = 0, this definition reduces to the following definition of simple assign-
ment:

mo(z:=t) ¥ {(u,ulz/ult)])|ue %}

The push operations, push(t) for the algebraic stack and push-1 and push-0
for the Boolean stack, are interpreted as the binary relations

my(push(t) = {(u, u[STK/(u(t) - u(STK))]) | u € S}
mao(push-1) < {(u,u[BSTK /(1 -u(BSTK))]) | u € S}
mo(push-0) % {(u,u[BSTK /(0 -u(BSTK))]) | u € S},

respectively. In other words, push(t) changes the value of the algebraic
stack variable STK fromu(STK) tothestring u(t) - u(STK), the concate-
nation of the value u(t) with the string u(STK'), and everything else is left
intact. The effects of push-1 and push-0 are similar, except that the special
constants 1 and 0 are concatenated with u( BSTK) instead of u(t).

The pop operations, pop(y) for the algebraic stack and pop for the Boolean
stack, are interpreted as the binary relations

my (pop(y))
© {(u, u[STK /tail(u(STK))]ly/head (u(STK), u(y))]) | u € S¥}
mg(Pop)

' {(u,u[BSTK /tail(u(BSTK))]) | u € 5%},

respectively, where

tail(a-0) = o
taile) < ¢

def
head(a-0,b0) = a
head(e,b) < b

and ¢ is the empty string. In other words, if u(STK) # ¢, this operation
changes the value of STK from «(STK) to the string obtained by deleting
the first element of «(STK) and assigns that element to the variable y. If
u(STK) = ¢, then nothing is changed. Everything else is left intact. The
Boolean stack operation pop changes the value of BSTK only, with no
additional changes. We do not include explicit constructs to test whether the
stacks are empty, since these can be smulated. However, we do need to be
able to refer to the value of the top element of the Boolean stack, hence we
includethe top? test.
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e The Boolean test program top? isinterpreted as the binary relation

mgy(top?)

© {(u,u) | u e S, head(u(BSTK)) = 1}.

In other words, thistest changes nothing at all, but allows control to proceed
iff the top of the Boolean stack contains 1.

e Thewildcard assignment = := 7 for z € V isinterpreted as the relation

ma(z:=7) ¥ {(u,u[z/a])|ue S, ac Al

As aresult of executing this statement, x will be assigned some arbitrary
value of the carrier set A, and the values of all other variables will remain

unchanged.

Programs and Formulas

The meanings of compound programs and formulas are defined by mutual induc-
tion on the structure of « and ¢ essentially as in the propositional case (see Sec-
tion 2.2). We include these definitions below for compl eteness.

Regular Programs and While Programs

Here are the semantic definitions for the four constructs of regular programs.

my (a; 3)

mm(a U ﬂ)

mm(a*)

my (?)

)
{(u,0) | Fw (u,w) € ma(e) and (w,v) € ma(3)} (27)
my () Umy(B) (28)
my(@)* = | ma(a)
n>0
{(u,u) | u € my(p)}- (29)

The semantics of defined constructs such as if-then-else and while-do are ob-
tained using their definitions exactly asin PDL.

Segs and R.E. Programs

Recall that an r.e. programis a Turing machine enumerating a set C'S(«) of segs.
If a isanr.e. program, we define
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Thus, the meaning of « is defined to be the union of the meanings of the segsin
CS(a)). The meaning my (o) of aseq o is determined by the meanings of atomic
programs and tests and the sequential composition operator.

There is an interesting point here regarding the trandation of programs using
other programming constructsinto r.e. programs. This can be done for arrays and
stacks (for Booleans stacks, even into r.e. programs with bounded memory), but
not for wildcard assignment. Since later in the book we shall be referring to the
r.e. set of segs associated with such programs, it is important to be able to carry
out this trandation. To see how this is done for the case of arrays, for example,
consider an algorithm for simulating the execution of a program by generating
only ordinary assignments and tests. It does not generate an array assignment
of the form F(¢1,... ,t,) := t, but rather “remembers’ it and when it reaches
an assignment of the form z := F(ty,... ,t,) it will am at generating =z := ¢
instead. This requires care, since we must keep track of changes in the variables
insidet and ¢4, ... ,t, and incorporate them into the generated assignments.

Formulas

Here are the semantic definitionsfor the constructs of formulasof DL. The seman-
tics of atomic first-order formulasis the standard semantics of classical first-order
logic.

my(0) = & (30)

ma(p = ¢) = {u]ifu € mu(p) thenu € ma ()} (31)
my (Y @) def {u |Va € Aulz/a] € my(p)} 32
ma(lale) € {u|Voif (u,0) € my(a) thenv € ma(p)}.  (33)

Equivalently, we could define the first-order quantifiersV and 3 in terms of the
wildcard assignment:

Voo <« [z:=7]p (34)
drp & <zi=e. (35)

Note that for deterministic programs o (for example, those obtained by us-
ing the while programming language instead of regular programs and disallowing
wildcard assignments), my (<) isapartial function from states to states; that is, for
every state u, there is at most one v such that (u,v) € mg(«). The partidity of
the function arises from the possibility that o may not halt when started in certain
states. For example, mg(while 1 do skip) is the empty relation. In general, the
relation mg (o) need not be single-valued.

If K is a given set of syntactic constructs, we refer to the version of Dy-
namic Logic with programs built from these constructs as Dynamic Logic with
K or smply as DL(K). Thus, we have DL(r.e.), DL(array), DL(stk), DL(bstk),
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DL(wild), and so on. Asadefault, theselogics are the poor-test versions, in which
only quantifier-freefirst-order formulas may appear astests. The unadorned DL is
used to abbreviate DL(reg), and we use DL(dreg) to denote DL with while pro-
grams, which are really deterministic regular programs. Again, while programs
use only poor tests. Combinations such as DL (dreg+wild) are also allowed.

8.4 Satisfiability and \Alidity

The concepts of satisfiability, validity, etc. are defined as for PDL in Section 2 or
asfor first-order logic under the standard semantics.

Let A = (A, my) beastructure, and let u be a state in S*. For aformula ¢,
wewrite A, u F ¢ if u € my(p) and say that u satisfies ¢ in 2. We sometimes
write u E ¢ when 2l is understood. We say that ¢ is -valid and write 2 E ¢ if
A,u E pforaluind. Wesay that ¢ isvalid and write = ¢ if 20 £ ¢ for al 2.
We say that ¢ is satisfiable if 2, u F ¢ for some A, u.

For aset of formulas A, wewrite A F A if A F pforal ¢ € A.

Informally, 2(, u F [a] iff every terminating computation of « starting in state
u terminatesin a state satisfying o, and 21, u F <a> iff there exists acomputation
of a starting in state « and terminating in a state satisfying ¢. For apurefirst-order
formula ¢, the metastatement 2(,u = ¢ has the same meaning as in first-order
logic.
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9 RELATIONSHIPSWITH STATIC LOGICS

9.1 Uninterpreted Reasoning

In contrast to the propositional version PDL discussed in Sections 2—7, DL formu-
las involve variables, functions, predicates, and quantifiers, a state is a mapping
from variables to values in some domain, and atomic programs are assignment
statements. To give semantic meaning to these constructs requires a first-order
structure 2L over which to interpret the function and predicate symbols. Never-
theless, we are not obliged to assume anything special about 2( or the nature of
the interpretations of the function and predicate symbols, except as dictated by
first-order semantics. Any conclusions we draw from this level of reasoning will
be valid under all possible interpretations. Uninterpreted reasoning refers to this
style of reasoning.
For example, the formula

p(f(z),9(y, f(x)) — <z:= f(z)>p(z,9(y,2))

istrue over any domain, irrespective of the interpretations of p, f, and g.
Another example of avalid formulais

z=y AV fg(x)) =z
—  [whilep(y) doy := g(y)I<whiley # z doy := f(y)>1.

Notetheuse of [ ] applied to < >. Thisformula asserts that under the assumption
that f “undoes’ g, any computation consisting of applying g some number of times
to z can be backtracked to the original z by applying f some number of times to
the result.

We now observe that three basic properties of classical (uninterpreted) first-
order logic, the Lowenhei m-Skolem theorem, completeness, and compactness, fail
for even fairly weak versionsof DL.

The Lowenheim—Skolem theorem for classical first-order logic states that if a
formula ¢ has an infinite model then it has models of al infinite cardindities.
Because of this theorem, classical first-order logic cannot define the structure of
elementary arithmetic

N = (wa +7 ) 07 17 :)
uptoisomorphism. That is, thereisno first-order sentencethat istruein astructure
2 if and only if 2 isisomorphic to N. However, this can be donein DL.
PROPOSITION 55. There exists a formula Oy of DL(dreg) that defines N up to
isomor phism.

The Lowenheim—Skolem theorem does not hold for DL, because © y has an
infinite model (namely N), but al models are isomorphic to N and are therefore
countable.
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Besides the Lowenheim—Skolem Theorem, compactness fails in DL as well.
Consider the following countable set T' of formulas:

{<whilep(z) doz := f(z)>1} U {p(f"(z)) |n > 0}.

Itiseasy to seethat I is not satisfiable, but it isfinitely satisfiable, i.e. each finite
subset of it is satisfiable.

Worst of al, completeness cannot hold for any deductive system aswe normally
think of it (afinite effective system of axioms schemesand finitary inferencerul es).
The set of theorems of such a system would ber.e., since they could be enumerated
by writing down the axioms and systematically applying the rules of inferencein
al possible ways. However, the set of valid statements of DL is not recursively
enumerable. In fact, we will describe in Section 10 exactly how bad the situation
is.

This is not to say that we cannot say anything meaningful about proofs and
deduction in DL. On the contrary, there is a wealth of interesting and practical
results on axiom systemsfor DL that we will cover in Section 11.

In this section we investigate the power of DL relative to classical static logics
on the uninterpreted level. In particular, rich test DL of r.e. programsis equival ent
to theinfinitary language wakw. Some consequences of thisfact aredrawnin later
sections.

First we introduce a definition that allows to compare different variants of DL.
Let usrecall from Section 8.3 that astate isinitial if it differsfrom a constant state
w, only at the values of individua variables. If DL, and DL, are two variants of
DL over the same vocabulary, we say that DL, is as expressive as DL, and write
DL; < DL, if for each formula ¢ in DL, thereis aformula) in DL, such that
A,u F @ < o for dl structures 2 and initial states u. If DL, is as expressive
as DL, but DL; is not as expressive as DL, we say that DL is strictly more
expressive than DL, and write DL; < DL,. If DL, is as expressive as DL; and
DL, is as expressive as DL,, we say that DL; and DL, are of equal expressive
power, or are simply equivalent, and write DL; = DL.. We will also use these
notions for comparing versions of DL with static logicssuch as L .

Thereisatechnical reason for the restriction to initial states in the above defini-
tion. If DL; and DL, have access to different sets of data types, then they may be
trivially incomparable for uninteresting reasons, unless we are careful to limit the
states on which they are compared. We shall see examples of thisin Section 12.

Also, in the definition of DL(K') given in Section 8.4, the programming lan-
guage K isan explicit parameter. Actualy, the particular first-order vocabulary ¥
over which DL(K) and K are considered should be treated as a parameter too. It
turns out that the relative expressiveness of versions of DL is sensitive not only to
K, but alsoto X. This second parameter is often ignored in the literature, creating
a source of potential misinterpretation of the results. For now, we assume a fixed
first-order vocabulary X.
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Rich Test Dynamic Logic of R.E. Programs

We are about to introduce the most general version of DL we will ever consider.
This logic is called rich test Dynamic Logic of r.e. programs, and it will be de-
noted DL (rich-test r.e.). Programs of DL(rich-test r.e.) are r.e. sets of segs as
defined in Section 8.2, except that the seqs may contain tests 7 for any previously
constructed formula .

The formal definition is inductive. All atomic programs are programs and all
atomic formulas are formulas. If ¢, ¢ are formulas, «, 8 are programs, {a,, | n €
w} isanr.e. set of programs over afinite set of variables (free or bound), and z is
avariable, then

e 0
e o=
o [aly
o Vz o
are formulas and
o a;f
o {a,|necw}

o 7
are programs. The set C'S(«) of computation sequences of arich test r.e. program
« is defined as usual.

The language L, , is the language with the formation rules of the first-order
language L., but inwhich countably infinite conjunctionsand digunctions A ;. ; v;
and \/,c; i are also allowed. In addition, if {¢; | i € I} isrecursively enu-
merable, then the resulting language is denoted wakw and is sometimes called
constructive L, , -

PROPOSITION 56. DL(rich-test r.e.) = Lex,.

Since r.e. programs as defined in Section 8.2 are clearly a special case of gen-
eral rich-test r.e. programs, it follows that DL(rich-test r.e.) is as expressive as
DL(r.e.). Infact they are not of the same expressive power.

THEOREM 57. DL(r.e.) < DL(rich-test r.e.).

Henceforth, we shall assume that the first-order vocabulary ¥ contains at least
one function symbol of positive arity. Under this assumption, DL can easily be
shown to be strictly more expressivethan L .

THEOREM 58. L., < DL.
COROLLARY 59.

L,, < DL < DL(re.) < DL(rich-testre.) = L

wikw'
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The situation with the intermediate versions of DL, e.g. DL(stk), DL(bstk),
DL(wild), etc., is of interest. We deal with the relative expressive power of these
in Section 12.

9.2 Interpreted Reasoning
Arithmetical Structures

This is the most detailed level we will consider. It is the closest to the actua
process of reasoning about concrete, fully specified programs. Syntactically, the
programs and formulas are as on the uninterpreted level, but here we assume a
fixed structure or class of structures.

In this framework, we can study programs whose computational behavior de-
pends on (sometimes deep) properties of the particular structures over which they
are interpreted. In fact, almost any task of verifying the correctness of an actual
program falls under the heading of interpreted reasoning.

One specific structure we will look at carefully is the natural numbers with the
usual arithemetic operations:

N = (w, 0, ]-, +, :)

Let — denote the (first-order-definable) operation of subtraction and let ged(z, y)
denote the first-order-definabl e operation giving the greatest common divisor of z
and y. Thefollowing formulaof DL isN-valid, i.e., truein all states of N:

=2 Ay=y' Aazy>1 — <a>(z=ged(z',y")) (36)
where « isthe while program of Example 1 or the regular program
(z£y%s(@>yhz=c—y)U(z<yly:=y—x) z =y

Formula (36) states the correctness and termination of an actual program over N
computing the greatest common divisor.
As another example, consider the following formulaover N:

Vz > 1<(if even(z) then z := x/2 dsez := 3z + 1)*>(z = 1).

Here / denotesinteger division, and even( ) istherelation that testsif its argument
is even. Both of these are first-order definable. This innocent-looking formula
asserts that starting with an arbitrary positive integer and repeating the following
two operations, we will eventually reach 1.

o if the number is even, divideit by 2;

o if thenumber is odd, tripleit and add 1.
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Thetruth of thisformulaisas yet unknown, and it constitutes a problem in number
theory (dubbed “the 3z + 1 problem”) that has been open for over 60 years. The
formulaVz > 1 <a>1, wherea is

whilez # 1doif even(z) then ¢ := /2 elsex := 3z + 1,

saysthisin adlightly different way.

The specific structure N can be generalized, resulting in the class of arithmetical
structures. Briefly, astructurel isarithmetical if it contains afirst-order-definable
copy of N and has first-order definable functions for coding finite sequences of
elements of 2 into single elements and for the corresponding decoding.

Arithmetical structures are important because (i) most structures arising natu-
raly in computer science (e.g., discrete structures with recursively defined data
types) are arithmetical, and (ii) any structure can be extended to an arithmetical
one by adding appropriate encoding and decoding capabilities. While most of the
results we present for the interpreted level are given in terms of N alone, many of
them hold for any arithmetical structure, so their significance is greater.

Expressive Power over N

Theresults of Corollary 59 establishing that
L,, < DL < DL(re.) < DL(rich-testr.e.)

were on the uninterpreted level, where all structures are taken into account. Thus
first-order logic, regular DL, and DL (rich-test r.e.) form a sequence of increas-
ingly more powerful logics when interpreted uniformly over al structures.

What happensif onefixesastructure, say N? Do these differencesin expressive
power still hold? We now address these questions.

First, we introduce notation for comparing expressive power over N. If DL,
and DL, are variants of DL (or static logics, such as L ,,,) and are defined over the
vocabulary of N, we write DLy <y DL, if for each ¢ € DL, thereisy € DL,
suchthat N F ¢ < 1. We define <y and =y from <y in away analogous to the
definition of < and = from <.

It turns out that over N, DL is no more expressive than first-order logic L .
Thisis true even for finite-test DL. The result is stated for N, but is actually true
for any arithmetical structure.

THEOREM 60. L., =ny DL =y DL(r.e.).

The significance of thisresult is that in principle, one can carry out al reason-
ing about programs interpreted over N in the first-order logic L ., by trandating
each DL formulainto an equivalent first-order formula. The tranglation is effec-
tive. Moreover, Theorem 60 holds for any arithmetical structure containing the
requisite coding power. As mentioned earlier, every structure can be extended to
an arithmetical one.
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However, the trandation of Theorem 60 produces unwieldly formulas having
little resemblance to the original ones. This mechanism is thus somewhat unnat-
ural and does not correspond closely to the type of arguments one would find in
practical program verication. In Section 11, aremedy is provided that makes the
process more orderly.

We now observe that over N, DL(rich-test r.e.) has considerably more power
than the equivalent logics of Theorem 60. This too is true for any arithmetical
structure.

THEOREM 61. Over N, DL(rich-test r.e.) defines precisely the Al (hyperarith-
metic) sets.

Theorems 60 and 61 say that over N, the languages DL and DL(r.e.) define the
arithmetic (first-order definable) setsand DL (rich-test r.e.) definesthe hyperarith-
metic or A} sets. Since the inclusion between these classes is strict—for example,
first-order number theory is hyperarithmetic but not arithmetic—we have

COROLLARY 62. DL(r.e.) <y DL(rich-test r.e.).
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10 COMPLEXITY OF DL

This section addresses the complexity of first-order Dynamic Logic.

Since all versions of DL subsume first-order logic, the truth, satisfiability, or
validity of a given formula can be no easier to establish thanin L . Also, since
DL(r.e.) is subsumed by L cx,,, these questions are no harder to establish than in
L,ex.,- These bounds hold for both uninterpreted and interpreted levels of reason-

ing.

10.1 The Uninterpreted Level

In this section we discuss the complexity of the validity problem for DL. By the
remarks above, this problem is between X9 and I1}. That is, as alower bound it
is undecidable and can be no better than recursively enumerable, and as an upper
bounditisinII}. Thisisarather large gap, so we are till interested in determining
more precise complexity bounds for DL and its variants. An interesting related
question is whether there is some nontrivial ® fragment of DL that isin £9, since
thiswould allow a compl ete axiomati zation.

In the following, we consider these questions for full DL(reg), but we aso
consider two important subclasses of formulas for which better upper bounds are
derivable:

e partial correctness assertions of theform¢» — [a]p, and
e termination or total correctness assertions of theform ) — <a>¢p,

where p and ¢ arefirst-order formulas. Theresultsare stated for regular programs,
but they remain true for the more powerful programming languagestoo. They aso
hold for deterministic while programs.

We state the results without mentioning the underlying first-order vocabulary
Y. For the upper boundsthisisirrelevant. For the lower bounds, we assumethe X
contains a unary function symbol and ternary predicate symbols.

THEOREM 63. The validity problemfor DL isII}-hard, even for formulas of the
form3z [aly, where a isaregular programand ¢ isfirst-order.

THEOREM 64. The validity problem for DL and DL(rich-test r.e.), as well as
all intermediate versions, is IT}-complete.

To soften the negative flavor of these results, we now observe that the special
cases of unquantified one-program DL(r.e.) formulas have easier validity prob-
lems (though, as mentioned, they are still undecidable).

THEOREM 65. The validity problem for the sublanguage of DL(r.e.) consisting
of formulas of the form <a>p, where ¢ isfirst-order and « is an r.e. program, is
¥9-complete.

SNontrivial here means containing L., and allowing programs with iteration. The reason for this
requirement is that loop-free programs add no expressive power over first-order logic.
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Itiseasy to seethat the result holdsfor formulas of theform ) — <a>¢p, where
Y is adso first-order. Thus, termination assertions for nondeterministic programs
with first-order tests (or total correctness assertions for deterministic programs),
on the uninterpreted level of reasoning, are recursively enumerable and therefore
axiomatizable. We shall give an explicit axiomatization in Section 11.

We now turn to partial correctness.

THEOREM 66. The validity problem for the sublanguage of DL(r.e.) consisting
of formulas of the form [al¢, where ¢ isfirst-order and « is an r.e. program, is
I19-complete. The I13-completeness property holds even if we restrict o to range
over deterministic while programs.

Theorem 66 extends easily to partial correctness assertions; that is, to formulas
of the form¢» — [alyp, where ) is aso first-order. Thus, while I19 is obviously
better than I1}, it is noteworthy that on the uninterpreted level of reasoning, the
truth of even simple correctness assertions for simple programsis not r.e., so that
no finitary complete axiomatization for such validities can be given.

10.2 TheInterpreted Level

The characterizations of the various versions of DL in terms of classical static
logics established in Section 9.2 provide us with the precise complexity of the
validity problem over N.

THEOREM 67. The N-validity problem for DL(dreg) and DL(rich-test r.e.), as
well asall intermediate versions, when defined over the vocabulary of N, is hyper-
arithmetic (A1) but not arithmetic.

10.3 Spectral Complexity

We now introduce the spectral complexity of a programming language. As men-
tioned, this notion provides ameasure of the complexity of the halting problem for
programs over finite interpretations.

Recall that a state is a finite variant of a constant valuation w,, for some a €
A (see Section 8.3), and a state w is initial if it differs from w, for individual
variables only. Thus, an initial state can be uniquely defined by specifying its
relevant portion of values on individual variables. For m € N, we call an initial
state w an m-state if for somea € A andfor al i > m, w(z;) = a. Anm-
state can be specified by an (m + 1)-tuple of values (ao, . .. ,a,,) that represent
values of w for the first m + 1 individual variables z, ... ,z,,. Cal an m-state
w = (ag,... ,ay) Herbrand-likeif the set {ay, ... ,a,} generates 4; that is, if
every element of A can be obtained as avalue of aterm in the state w.

We are now ready to define the notion of a spectrum of a programming lan-
guage. Let K be aprogramming language and let & € K andm > 0. Them "
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spectrum of « is the set

SPp ()
ef {2, | A isafinite X-structure, w isan m-statein A, and 2, w F <a>1}.

The spectrum of K isthe set

SP(K) % {SP.(a)|a€ K, meN}.

Given m > 0, observe that structures in St} can be viewed as struc-
tures of the form 2(,, for a certain X-structure 2 and an m-state w in 2. This
representation is unique.

In this section we establish the complexity of spectra; that is, the complexity of
the halting problem in finite interpretations. Let usfix m > 0, arich vocabulary
3, and new constants ¢y, . . . , ¢, Since not every binary string is of theform ™2™
for some X-structure 2l and m-state w in A, we will restrict our attention to strings
that are of thisform. Let

HE X | e sy ont for somen > 1.

Itiseasy to show that thelanguage H > isin LOGSPACE for every vocabulary
Yandm > 0.
We are now ready to connect complexity classes with spectra. Let K be any

programming language and let ¢ C 2{%1}* be a family of sets. We say that
SP(K) captures C, denoted SP(K) ~ C, if

e SP(K) C C,and

e forevery X € Candm > 0,if X C H2, thenthereisaprograma € K
suchthat SP,,(a) = X.

For example, if C' isthe class of al sets recognizable in polynomial time, then
SP(K) ~ P meansthat

¢ the halting problem over finite interpretations for programs from K is de-
cidable in polynomial time, and

e every polynomial-time-recognizable set of codes of finite interpretationsis
the spectrum of some program from K.

We conclude this section by characterizing the spectral complexity of some of
the programming languages introduced in Section 8.

THEOREM 68. Let ¥ bearich vocabulary. Then
(i) SP(dreg) C LOGSPACE.
(i) SP(reg) C NLOGSPACE.
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Moreover, if 3 ismono-unary, then SP(dreg) captures LOGSPACE and SP(reg)
captures NLOGSPACE.

THEOREM 69. Over arich vocabulary X, SP(dstk) and SP(stk) captureP.

THEOREM 70. If ¥ isarich vocabulary, then SP(darray) and SP(array) cap-
ture PSPACE.
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11 AXIOMATIZATION OF DL

11.1 Uninterpreted Reasoning

Recall from Section 10.1 that validity in DL is IT}-complete, but only r.e. when
restricted to simple termination assertions. This means that termination (or total
correctness when the programs are deterministic) can be fully axiomatized in the
standard sense. Thiswe do first, and we then turn to the problem of axiomatizing
full DL.

Sincethevalidity problem for such termination assertionsisr.e., it is of interest
to find a nicely-structured compl ete axiom system. We propose the following.

Axiom System S1

Axiom Schemes
o dl instances of valid first-order formulas;
e dl instances of valid formulas of PDL;

o plz/t] = <z :=1t>p, wherey isafirst-order formula

Inference Rules

e modus ponens:

0, o >
(0

We denote provability in Axiom System S1 by .

THEOREM 71. For any DL formula of theformy — <a>1), for first-order ¢ and
1 and program « containing first-order tests only,

Fo—=<a>y) & K, ¢ <a>y.

Given the high undecidability of validity in DL, we cannot hope for a complete
axiom system in the usual sense. Nevertheless, we do want to provide an orderly
axiomatization of valid DL formulas, even if this means that we have to give up
the finitary nature of standard axiom systems.

Below we present a complete infinitary axiomatization S2 of DL that includes
an inference rule with infinitely many premises. Before doing so, however, we
must get a certain technical complication out of the way. We would like to be able
to consider valid first-order formulas as axiom schemes, but instantiated by general
formulas of DL. In order to make formulas amenable to first-order manipulation,
we must be able to make sense of such notions as “afree occurrenceof z in " and
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the substitution o[z /t]. For example, we would like to be able to use the axiom
scheme of the predicate calculusVa p — @[z /t], evenif ¢ contains programs.

The problem arises because the dynamic nature of the semantics of DL may
cause a single occurrence of avariable in a DL formulato act as both a free and
bound occurrence. For example, in the formula<whilez < 99doz := = + 1>1,
the occurrence of  in the expression x + 1 acts as both a free occurrence (for the
first assignment) and as a bound occurrence (for subseguent assignments).

There are severa reasonable ways to deal with this, and we present one for
definiteness. Without loss of generality, we assume that whenever required, all
programs appear in the special form

KZ:=T; ;T :=2>p (37)
wherez = (z1,... ,z,) and z = (z1,...,2,) aetuples of variables, z := =
stands for

ZLI=T1; 005 Zn = Ty

(and similarly for T := Zz), the z; do not appear in «, and the z; are new variables
appearing nowhere in the relevant context outside of the program . Theideais
to make programs act on the “local” variables z; by first copying the values of
the x; into the z;, thus freezing the x;, executing the program with the z;, and
then restoring the ;. This form can be easily obtained from any DL formula by
consistently changing all variables of any program to new ones and adding the
appropriate assignments that copy and then restore the values. Clearly, the new
formulais equivalent to the old. Given a DL formulain this form, the following
are bound occurrences of variables:

e all occurrencesof x in asubformulaof the form 3z ¢;

e al occurrencesof z; in asubformula of the form (37) (note, though, that z ;
does not occur in ¢ at al);

e al occurrences of z; in a subformula of the form (37) except for its occur-
rencein the assignment z; := x;.

Every occurrence of a variable that is not bound is free. Our axiom system
will have an axiom that enables free trandation into the special form discussed,
and in the sequel we assume that the special form is used whenever required (for
example, in the assignment axiom scheme below).

As an example, consider the formula:

Vo (<y = f(2); v := g(y,7)>p(z,y)) —
<zp:=NW(2); 22 =y; 2= f(21); 21 := g(22,21); @ 1= 215 ¥ 1= 225p(2,y).

Denoting <y := f(z);z := ¢g(y,z)>p(z,y) by p, the conclusion of the impli-
cation is just p[z/h(z)] according to the convention above; that is, the result of



DYNAMICLOGIC 189

replacing all free occurrences of x in ¢ by h(z) after ¢ has been transformed into
specia form. We want the above formulato be considered alegal instance of the
assignment axiom scheme below.

Axiom System S2

Axiom Schemes

o al instances of valid first-order formulas;

e al instances of valid formulas of PDL;

o <z :=1>p > p[z/t];

e p < (, Where ¢ is  in which some occurrence of a program « has been
replaced by the program z := z; «o'; x := z for z not appearing in ¢, and
where o’ is « with al occurrences of x replaced by z.

Inference Rules

e modus ponens:

0, o >

e generalization:

d
[aly an Yz

e infinitary convergence:

p = [a™]Y, new
o — [a*1y

Provability in Axiom System S2, denoted by +,, is the usual concept for sys-
tems with infinitary rules of inference; that is, deriving a formula using the infini-
tary rule requiresinfinitely many premisesto have been previously derived.

Axiom System S2 consists of an axiom for assignment, facilities for proposi-
tional reasoning about programs and first-order reasoning with no programs (but
with programs possibly appearing in instantiated first-order formulas), and an in-
finitary rule for [a™]. The dual construct, <a*>, is taken care of by the “unfold-
ing” validity of PDL:

@9 & (pV<asa®p).
THEOREM 72. For any formula ¢ of DL,
Fe & kKo
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11.2 Interpreted Reasoning

Proving properties of real programs very often involves reasoning on the inter-
preted level, where one is interested in 2(-validity for a particular structure 2. A
typical proof might use induction on the length of the computation to establish
an invariant for partial correctness or to exhibit a decreasing value in some well-
founded set for termination. In each case, the problem is reduced to the problem of
verifying some domain-dependent facts, sometimes called verification conditions.
Mathematically speaking, thiskind of activity isreally an effective transformation
of assertions about programs into ones about the underlying structure.

For DL, this transformation can be guided by a direct induction on program
structure using an axiom system that is complete relative to any given arithmeti-
cal structure A. The essential idea is to exploit the existence, for any given DL
formula, of afirst-order equivalent in 2, as guaranteed by Theorem 60. In the ax-
iom systems we construct, instead of dealing with the I11-hardness of the validity
problem by an infinitary rule, we take all 2(-valid first-order formulas as additional
axioms. Relative to this set of axioms, proofs are finite and effective.

For partial correctness assertions of the form ¢ — [aJv with ¢ and v first-
order and « containing first-order tests, it suffices to show that DL reduces to the
first-order logic L, and there is no need for the natural numbers to be present.
Thus, Axiom System S3 below works for finite structures too. Axiom System $4
is an arithmetically complete system for full DL that does make explicit use of
natural numbers.

It follows from Theorem 66 that for partial correctness formulas we cannot
hope to obtain a completeness result similar to the one proved in Theorem 71 for
termination formulas. A way around this difficulty is to consider only expressive
structures.

A structure 2 for the first-order vocabulary ¥ is said to be expressive for a
programming language K if for every a € K and for every first-order formula ¢,
there exists a first-order formula «, such that 20 E ¢, < [aly. Examples of
structuresthat are expressive for most programming languages arefinite structures
and arithmetical structures.

Axiom System S3

Axiom Schemes
e al instances of valid formulas of PDL;

o <z :=t>p ¢ [x/t] for first-order .

Inference Rules
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e modus ponens:

0, o=

e generalization:

'
laly’

Note that Axiom System S3 is really the axiom system for PDL from Section 4
with the addition of the assignment axiom. Given a DL formula ¢ and a structure
2(, denote by A I, ¢ provability of ¢ in the system obtained from Axiom System
S3 by adding the following set of axioms:

o al A-valid first-order sentences.

THEOREM 73. For every expressive structure 2l and for every formula ¢ of DL of
theformy — [aly, where ¢ and ) arefirst-order and « involves only first-order
tests, we have

AFE & AR, E

Now we present an axiom system $4 for full DL. It is similar in spirit to S3 in
that it is complete relative to the formulas valid in the structure under considera-
tion. However, this system works for arithmetical structuresonly. It is not tailored
to deal with other expressive structures, notably finite ones, since it requires the
use of the natural numbers. The kind of completeness result stated here is thus
termed arithmetical.

Asin Section 9.2, we state the results for the specia structure N, omitting the
technicalities needed to deal with general arithmetical structures. The main differ-
enceisthat in N we can use variables n, m, etc., knowing that their values will
be natural numbers. We can thus write n + 1, for example, assuming the standard
interpretation. When working in an unspecified arithmetical structure, we have to
precede such usage with appropriate predicates that guarantee that we are indeed
talking about that part of the domain that isisomorphic to the natural numbers. For
example, we would often have to use the first-order formula, call it nat(n), which
is true precisely for the elements representing natural numbers, and which exists
by the definition of an arithmetical structure.

Axiom System 4

Axiom Schemes
o dl instances of valid first-order formulas;

e dl instances of valid formulas of PDL;

o <x:=t>p ¢ [x/t] for first-order .
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Inference Rules

e modus ponens:

0, p >

e generalization:

d
[ale a Yz ¢
e convergence:

p(n+1) = <a>p(n)
p(n) = <a*>p(0)

for first order  and variable n not appearing in a.

REMARK 74. For general arithmetical structures, the +1 and 0 in the rule of
convergence denote suitabl e first-order definitions.

As in Axiom System S3, denote by A I, ¢ provability of ¢ in the system
obtained from Axiom System $4 by adding all 2(-valid first-order sentences as
axioms.

THEOREM 75. For every formula ¢ of DL,

NE¢ & N, &

The use of the natural numbers as a device for counting down to O in the con-
vergence rule of Axiom System $4 can be relaxed. In fact, any well-founded set
suitably expressiblein any given arithmetical structure suffices. Also, it isnot nec-
essary to require that an execution of a causes the truth of the parameterized ¢(n)
in that rule to decrease exactly by 1; it suffices that the decreaseis positive at each
iteration.

In closing, we notethat appropriately restricted versions of al axiom systems of
this section are completefor DL (dreg). In particular, as pointed out in Section 2.6,
the Hoare while-rule

pANE— [ady
¢ — [while&doal(p A =€)

results from combining the generalization rule with the induction and test axioms
of PDL, when * is restricted to appear only in the context of a while statement;
that is, only in theform (¢7; p) *; (=€) ?.
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12 EXPRESSIVENESS OF DL

The subject of study in this section is the relative expressive power of languages.
We will be primarily interested in comparing, on the uninterpreted level, the ex-
pressive power of variousversions of DL. That is, for programming languages P,
and P, we will study whether DL(P;) < DL(P) holds. Recall from Section 9
that the latter relation means that for each formulag in DL(P,), thereisaformula
¥ in DL(P;) suchthat A, u F ¢ < ¢ for dl structures2( and initia states u.

Studying the expressive power of logics rather than the computational power of
programs allows us to compare, for example, deterministic and nondeterministic
programming languages. Also, we will see that the answer to the fundamental
question “DL(P;) < DL(P»)?" may depend crucialy on the vocabulary over
which we consider logics and programs. For this reason we always make clear in
the theorems of this section our assumptions on the vocabulary.

THEOREM 76. Let X bearich vocabulary. Then
(i) DL(stk) < DL(array).
(i) DL(stk) = DL(array) iff P = PSPACE.

Moreover, the same holds for deterministic regular programs with an algebraic
stack and deterministic regular programs with arrays.

THEOREM 77. Over a monadic vocabulary, nondeterministic regular programs
with a Boolean stack have the same computational power as nondeterministic reg-
ular programs with an algebraic stack.

Now we investigate the role that nondeterminism plays in the expressive power
of logics of programs. As we shall see, the general conclusion is that for a pro-
gramming language of sufficient computational power, nondeterminism does not
increase the expressive power of the logic.

We start our discussion of the role of nondeterminism with the basic case of
regular programs. Recall that DL and DDL denote the logics of nondeterministic
and deterministic regular programs, respectively.

We can now state the main result that separates the expressive power of deter-
ministic and nondeterministic while programs.

THEOREM 78. For every vocabulary containing at least two unary function sym-
bolsor at least one function symbol of arity greater than one, DDL is strictly less
expressivethan DL; thatis, DDL < DL.

It turns out that Theorem 78 cannot be extended to vocabularies containing
just one unary function symbol without solving a well known open problem in
complexity theory.

THEOREM 79. For every rich mono-unary vocabulary, the statement “ DDL is
strictly lessexpressivethan DL” isequivalentto LOGSPACE # NLOGSPACE.
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We now turn our attention to the discussion of the role nondeterminism plays
in the expressive power of regular programs with a Boolean stack. For a vocabu-
lary containing at least two unary function symbols, nondeterminismincreases the
expressive power of DL over regular programs with a Boolean stack.

For the rest of this section, we let the vocabulary contain two unary function
symbols.

THEOREM 80. For a vocabulary containing at least two unary function symbols
or a function symbol of arity greater than two, DL(dbstk) < DL(bstk).

It turns out that for programming languages that use sufficiently strong data
types, nondeterminism does not increase the expressive power of Dynamic Logic.

THEOREM 81. For every vocabulary,
(i) DL(dstk) = DL(stk);
(i) DL(darray) = DL(array).

We will discuss the role of unbounded memory of programs for the expressive
power of the corresponding logic. However, this result depends on assumptions
about the vocabulary X.

Recall from Section 8.2 that an r.e. program « has bounded memory if the set
CS(a) contains only finitely many distinct variables from V', and if in addition
the nesting of function symbols in terms that occur in segs of CS(«) is bounded.
Thisrestriction implies that such a program can be ssimulated in all interpretations
by a device that uses a fixed finite number of registers, say 1, - .. ,z,, and al its
elementary steps consist of either performing atest of the form

T('Til yeee ,xim)?,

where r is an m-ary relation symbol of X, or executing a simple assignment of
either of the following two forms:

x; = f(xiy,...,Ti) T =T .

In general, however, such a device may need a very powerful control (that of a
Turing machine) to decide which elementary step to take next.

An example of a programming language with bounded memory is the class of
regular programs with a Boolean stack. Indeed, the Boolean stack strengthens
the control structure of a regular program without introducing extra registers for
storing algebraic elements. It can be shown without much difficulty that regular
programs with a Boolean stack have bounded memory. On the other hand, regular
programs with an algebraic stack or with arrays are programming languages with
unbounded memory.

For monadic vocabularies, the class of nondeterministic regular programs with
aBoolean stack is computationally equivalent to the class of nondeterministic reg-
ular programswith an algebraic stack. For deterministic programs, the situation is
slightly different.
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THEOREM 82.

(i) For every vocabulary containing a function symbol of arity greater than one,
DL(dbstk) < DL(dstk) and DL(bstk) < DL(stk).

(i) For all monadic vocabularies, DL(bstk) = DL(stk).

(iii) For all mono-unary vocabularies, DL(dbstk) = DL(dstk).

(iv) For all monadic vocabularies containing at least two function symbols,
DL(dbstk) < DL(dstk).

Regular programs with a Boolean stack are situated between pure regular pro-
grams and regular programs with an algebraic stack. We start our discussion by
comparing the expressive power of regular programs with and without a Boolean
stack. The only known definite answer to this problem is given in the following
result, which covers the case of deterministic programs only.

THEOREM 83.

(i) Let the vocabulary be rich and mono-unary. Then

DL(dreg) = DL(dstk) < LOGSPACE = P.

(ii) If the vocabulary contains at least one function symbol of arity greater than
oneor at least two unary function symbols, then DL(dreg) < DL(dbstk).

It is not known whether Theorem 83(ii) holds for nondeterministic programs,
and neither isits statement known to be equivalent to any of the well known open
problems in complexity theory. In contrast, it follows from Theorems 83(i) and
82(iii) that for rich mono-unary vocabularies, DL(dreg) = DL(dbstk) if and only
if LOGSPACE = P. Hence, this problem cannot be solved without solving one
of the major open problemsin complexity theory.

The wildcard assignment statement z := 7 discussed in Section 8.2 chooses an
element of the domain of computation nondeterministically and assignsit to z. It
is a device that represents unbounded nondeterminism as opposed to the binary
nondeterminism of the nondeterministic choice construct U. The programming
language of regular programs augmented with wildcard assignment is not an ac-
ceptable programming language, since a wildcard assignment can produce values
that are outside the substructure generated by the input.

Our first result shows that wildcard assignment increases the expressive power
in quite a substantial way; it cannot be simulated even by r.e. programs.

THEOREM 84. Let thevocabulary ¥ contain two constantsc , ¢o, abinary pred-
icate symbol p, the symbol = for equality, and no other function or predicate sym-
bols. Thereisa formula of DL(wild) that is equivalent to no formula of DL(r.e.),
thus DL(wild) £ DL(r.e.).
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It isnot known whether any of thelogicswith unbounded memory are reducible
to DL(wild).

When both wildcard and array assignments are allowed, it is possible to define
the finiteness of (the domain of) a structure, but not in the logics with either of the
additions removed. Thus, having both memory and nondeterminism unbounded
provides more power than having either of them bounded.

THEOREM 85. Let vocabulary ¥ contain only the symbol of equality. Thereis
a formula of DL(array+wild) equivalent to no formula of either DL(array) or
DL(wild).
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13 VARIANTSOF DL

In this section we consider some restrictions and extensions of DL. We are inter-
ested mainly in questions of comparative expressive power on the uninterpreted
level. In arithmetical structures these questions usually become trivial, since it
is difficult to go beyond the power of first-order arithmetic without allowing in-
finitely many distinct tests in programs (see Theorems 60 and 61). In regular DL
this luxury is not present.

13.1 Algorithmic Logic

Algorithmic Logic (AL) is the predecessor of Dynamic Logic. The basic system
was defined by [Salwicki, 1970] and generated an extensive amount of subsequent
research carried out by a group of mathematicians working in Warsaw. Two sur-
veys of thefirst few years of their work can be foundin [Banachowski et al., 1977]
and [Salwicki, 1977].

The original version of AL alowed deterministic while programs and formulas
built from the constructs

ap U ap N ap

corresponding in our terminology to

<a>p <a*><p /\ <a>p,

new

respectively, where « is a deterministic while program and ¢ is a quantifier-free
first-order formula.

In [Mirkowska, 1980; Mirkowska, 1981a; Mirkowska, 1981b], AL was ex-
tended to allow nondeterministic while programs and the constructs

Vayp Aagp
corresponding in our terminology to
<a>p halt(a) A [a]p A <a>p,

respectively. The latter assertsthat all traces of o are finite and terminate in a state
satisfying ¢.

A feature present in AL but not in DL is the set of “dynamic terms” in addition
to dynamic formulas. For afirst-order term ¢ and a deterministic while program
«, the meaning of the expression at is the value of ¢ after executing program a.
If a does not halt, the meaning is undefined. Such terms can be systematically
eliminated; for example, P(z, at) isreplaced by 3z (<a>(z = t) A P(z, z)).
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The emphasisin the early research on AL was in obtaining infinitary complete-
ness results, developing normal forms for programs, investigating recursive pro-
cedures with parameters, and axiomatizing certain aspects of programming using
formulas of AL. As an example of the latter, the algorithmic formula

(whiles # e do s := pop(s))1

can be viewed as an axiom connected with the data structure stack. One can then
investigate the consequences of such axiomswithin AL, regarding them as proper-
ties of the corresponding data structures.

Completeinfinitary deductive systemsfor first-order and propositional versions
are given in [Mirkowska, 1980; Mirkowska, 1981a; Mirkowska, 1981b]. Thein-
finitary completeness results for AL are usually proved by the algebraic methods
of [Rasiowa and Sikorski, 1963].

[Constable, 1977], [Constable and O’ Donnell, 1978] and [Goldblatt, 1982]
present logics similar to AL and DL for reasoning about deterministic while pro-
grams.

13.2 WHlI-Foundedness

As in Section 7 for PDL, we consider adding to DL assertions to the effect that
programs can enter infinite computations. Here too, we shall be interested both in
LDL andin RDL versions; i.e., those in which halt o and wf «, respectively, have
been added inductively as new formulas for any program .. As mentioned there,
the connection with the more common notation repeat « and loop « (from which
theL and R in the names LDL and RDL derive) is by:

loop &L _hata

def
repeata < -wfa.

We now state some of therelevant results. Thefirst concernsthe addition of halt a:
THEOREM 86. LDL = DL.

In contrast to this, we have:
THEOREM 87. LDL < RDL.

Turning to the validity problem for these extensions, clearly they cannot be any
harder to decide than that of DL, which is IT{-complete. However, the following
result shows that detecting the absence of infinite computations of even simple
uninterpreted programsis extremely hard.

THEOREM 88. The validity problems for formulas of the form ¢ — wfa and
formulas of the form ¢ — halt«, for first-order ¢ and regular «, are both I1}-
complete. If v is constrained to have only first-order tests then the o — wf o case
remains IT}-complete but the ¢ — halta caseisr.e; that s, it is X9-complete.
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We just mention here that the additions to Axiom System $4 of Section 11 that
are used to obtain an arithmetically complete system for RDL are the axiom

[*1(p = <a>p) — (¢ = —-wia)

and the inferencerule

¢(n+1) = [ade(n), ~¢(0)
p(n) - wfa

for first-order ¢ and n not occurring in a.

13.3 Probabilistic Programs

Thereis wide interest recently in programs that employ probabilistic moves such
as coin tossing or random number draws and whose behavior is described proba-
bilistically (for example, a is“correct” if it doeswhat it is meant to do with prob-
ability 1). To give one well known example taken from [Miller, 1976] and [Rabin,
1980], there are fast probabilistic algorithms for checking primality of numbers
but no known fast nonprobabilistic ones. Many synchronization problemsinclud-
ing digital contract signing, guaranteeing mutual exclusion, etc. are often solved
by probabilistic means.

This interest has prompted research into formal and informal methods for rea-
soning about probabilistic programs. It should be noted that such methods are also
applicable for reasoning probabilistically about ordinary programs, for example,
in average-case complexity analysis of a program, where inputs are regarded as
coming from some set with a probability distribution.

[Kozen, 1981d] provided a formal semantics for probabilistic first-order while
programs with a random assignment statement z := 7. Here the term “random”
is quite appropriate (contrast with Section 8.2) as the statement essentially picks
an element out of some fixed distribution over the domain D. This domain is
assumed to be given with an appropriate set of measurable subsets. Programs are
then interpreted as measurable functions on a certain measurable product space of
copiesof D.

In [Feldman and Harel, 1984] a probabilistic version of first-order Dynamic
Logic, Pr(DL), was investigated on the interpreted level. Kozen's semantics is
extended as described below to a semantics for formulas that are closed under
Boolean connectives and quantification over reals and integers and that employ
termsof theform F'r () for first-order . Inaddition, if o isawhile program with
nondeterministic assignments and ¢ is aformula, then {a}¢ isanew formula

The semanticsassumesadomain D, say thereals, with ameasure space consist-
ing of an appropriate family of measurable subsets of D. The states u, v, ... are
then taken to be the positive measures on this measure space. Termsareinterpreted
as functions from states to real numbers, with F'r(¢) in u being the frequency (or
simply, the measure) of ¢ in u. Frequency isto positive measures as probability is
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to probability measures. The formula {a}y istruein u if ¢ istruein v, the state
(i.e,, measure) that is the result of applying « to x in Kozen's semantics. Thus
{a}p means“&fter «, ¢” and is the construct analogousto <a>¢ of DL.

For example, in Pr(DL) one can write

Fr()=1 — {a}Fr(l)>p
to mean, “« halts with probability at least p.” Theformula

Fr(1)=1 — [Li:=1z:=7whilex >1/2do(z:=7;i:=i+1)]
Vn((n>1—=Fr(i=n)=2")A(n<1l— Fr(i=n)=0))

isvalid in all structures in which the distribution of the random variable used in
z := 7 isauniform distribution on the real interval [0, 1].

An axiom system for Pr(DL) was proved in [Feldman and Harel, 1984] to be
complete relative to an extension of first-order analysis with integer variables, and
for discrete probabilities first-order analysis with integer variables was shown to
suffice.
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14 OTHER APPROACHES

Here we discuss briefly some topics closely related to Dynamic Logic.

14.1 Logic of Effective Definitions

The Logic of Effective Definitions (LED), introduced by [Tiuryn, 1981a], was
intended to study notions of computability over abtract models and to provide a
universal framework for the study of logics of programs over such models. It
consists of first-order logic augmented with new atomic formulas of the form o =
3, where a and 3 are effective definitional schemes (the latter notion is due to
[Friedman, 1971]):

if Y1 then t;
dseif (025) then to
dseif ©3 then t3
eseif ...

where the ¢; are quantifier-free formulas and t; are terms over a bounded set of
variables, and thefunctioni — (p;, ;) isrecursive. Theformulaa = 3 is defined
to be truein a state if both o and 3 terminate and yield the same value, or neither
terminates.

Model theory and infinitary completenessof LED aretreatedin [Tiuryn, 1981a].

Effective definitional schemesin the definition of LED can be replaced by any
programming language K, giving rise to various logical formalisms. The follow-
ing result, which relates LED to other logics discussed here, is proved in [Meyer
and Tiuryn, 1981; Meyer and Tiuryn, 1984].

THEOREM 89. For every vocabulary L, LED = DL(r.e.).

14.2 Temporal Logic

Temporal Logic (TL) is an aternative application of modal logic to program spec-
ification and verification. It was first proposed as a useful tool in program verifi-
cation by [Pnueli, 1977] and has since been devel oped by many authorsin various
forms. This topic is surveyed in depth in [Emerson, 1990] and [Gabbay et al.,
1994].

TL differsfrom DL chiefly in that it is endogenous; that is, programs are not
explicit in the language. Every application has a single program associated withiit,
and the language may contain program-specific statements such as at L, meaning
“executionis currently at location L in the program.” There are two competing se-
mantics, giving rise to two different theories called linear-time and branching-time
TL. Inthe former, amode is alinear sequence of program states representing an
execution sequence of a deterministic program or a possible execution sequence
of a nondeterministic or concurrent program. In the latter, a model is a tree of
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program states representing the space of al possible traces of a nondeterministic
or concurrent program. Depending on the application and the semantics, different
syntactic constructs can be chosen. The relative advantages of linear and branch-
ing time semantics are discussed in [Lamport, 1980; Emerson and Hal pern, 1986;
Emerson and Lei, 1987; Vardi, 1998a].

Modal constructsused in TL include

Op “¢ holdsin al future states”

O “ holdsin some future state”

Ogp “¢ holdsin the next state”

puntily “there exists some strictly future point ¢ at which v will be satis-
fied and al points strictly between the current state and ¢ satisfy
"

for linear-time logic, as well as constructs for expressing

“for al traces starting from the present state. .. ”
“for some trace starting from the present state . . . ”

for branching-timelogic.

Temporal logic is useful in situations where programs are not normally sup-
posed to halt, such as operating systems, and is particularly well suited to the
study of concurrency. Many classical program verification methods such as the
intermittent assertions method are treated quite elegantly in this framework.

Temporal logic has been most successful in providing tools for proving proper-
ties of concurrent finite state protocols, such as solutionsto the dining philosophers
and mutual exclusion problems, which are popular abstract versions of synchro-
nization and resource management problemsin distributed systems.

Theinduction principle of TL takes the form:

e AO(p = Op) — Op. (38)
Note the similarity to the PDL induction axiom (Axiom 17(viii)):
oA [*1(p = [aly) — [a*1e.

This is a classical program verification method known as inductive or invariant
assertions.
The operators O, <, and O can all be defined in terms of until:

Op < —(0until-yp)
Cp & eV (luntily)
Op < ¢A-(1until~p),
but not vice-versa. It has been shown in [Kamp, 1968] and [Gabbay et al., 1980]

that the until operator is powerful enough to express anything that can be ex-
pressed in thefirst-order theory of (w, <). It has also been shownin [Wolper, 1981;
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Wolper, 1983] that there are very simple predicates that cannot be expressed by
until; for example, “ ¢ istrue at every multiple of 4.

The until operator has been shown to be very useful in expressing properties of
programs that are not properties of the input/output relation, such as: “If process
p requests aresource before ¢ does, then it will receive it before ¢ does.” Indeed,
much of the research in TL has concentrated on providing useful methods for
proving these and other kinds of properties (see [Mannaand Pnueli, 1981; Gabbay
et al., 1980]).

Concurrency and Nondeterminism

Unlike DL, TL can be applied to programs that are not normally supposed to halt,
such as operating systems, because programs are interpreted as traces instead of
pairs of states.

Up to now we have only considered deterministic, single-process programs.
There is no reason however not to apply TL to nondeterministic and concurrent
(multiprocessor) systems, in which next states are not unique. The computationis
no longer a single trace, but many different traces are possible. We can assemble
them all together to get a computation tree in which each node represents a state
accessible from the start state.

As above, an invariance property is a property of the form Oy. However, the
dual < of the operator O defined in this way does not really capture what we mean
by eventuality or liveness properties. We would like to be able to say that every
possible trace in the computation tree has a state satisfying . For instance, a
nondeterministic program is total if there is no chance of an infinite trace out of
the start state s; that is, every trace out of s satisfies Ghalt. The dua ¢ of O as
defined by ©¢ = -0O-p does not really expressthis. It saysinstead

sEOp <& thereissomenodet inthetree below s such that ¢ F .

Thisisnot avery useful statement.

One way to fix thisisto introduce the branching time operator A that says, “For
al tracesinthetree... ” and then use O, < in the sense of linear TL applied to
the trace quantified by A. Thedual of A is E, which says, “There existsatracein
thetree ... " Thus, in order to say that the computation tree starting from the
current state satisfies a safety or invariance property, we would write

AD(p,

which says, “For all traces 7 out of the current state, 7 satisfies Oyp,” and to say
that the tree satisfies an eventuality property, we would write

Adp,

which says, “For al traces = out of the current state, = satisfies O; that is, ¢
occurs somewhere along thetrace w.” Thelogic with the linear temporal operators
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augmented with the trace quantifiers A and E is known as CTL; see [Emerson,
1990; Emerson and Halpern, 1986; Emerson and Halpern, 1985; Emerson and
Lei, 1987; Emerson and Sistla, 1984].

Complexity and Deductive Completeness

A useful axiomatization of linear-time TL without the until operator is given by
the axioms

O(p =) — (Dp—0y)
DeAy) < DpADy
Cp & pV OO
O(pVy) + OpVOoy
OlpAY) < OpAOY
e AO(p = Op) — Op
Ve p(z) —  o(t) (tisfreeforzingp)
VeOp — OVzep
and rules
o, Y K
Y O Vz o

Compare the axioms of PDL (Axioms 17). The propositional fragment of this de-
ductive system is complete for linear-time propositional TL, as shown in [Gabbay
et al., 1980].

[Sistlaand Clarke, 1982] and [Emerson and Hal pern, 1985] have shown that the
validity problem for most versions of propositional TL is PSPACE-complete for
linear structures and EXPTIME-complete for branching structures.

Embedding TL in DL

TL is subsumed by DL. To embed propositional TL into PDL, take an atomic
program a to mean “one step of program p.” Inthelinear model, the TL constructs
Oy, Oy, O, and ¢ untily are then expressed by [aly, [a*1p, <a*>p, and
<(a; p?)*; a>y, respectively.

14.3 Process Logic

Dynamic Logic and Temporal Logic embody markedly different approaches to
reasoning about programs. This dichotomy has prompted researchersto search for
an appropriate process logic that combines the best features of both. An appropri-
ate candidate should combinethe ability to reason about programs compositionally
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with the ability to reason directly about the intermediate states encountered during
the course of a computation.

[Pratt, 1979c], [Parikh, 1978b], [Nishimura, 1980], and [Harel et al., 19820]
all suggested increasingly more powerful propositiona-level formalismsin which
the basic idea is to interpret formulas in traces rather than in states. In partic-
ular, [Harel et al., 1982b] present a system called Process Logic (PL), which is
essentialy a union of TL and test-free regular PDL. That paper proves that the
satisfiability problem is decidable and gives a complete finitary axiomatization.

Syntactically, we have programsa, 3, . .. and propositionse, v, ... asin PDL.
We have atomic symbols of each type and compound expressions built up from the
operators —, 0, ;, U, *, ? (applied to Boolean combinations of atomic formulas
only),w, and [ ]. In addition we have the temporal operatorsfirst and until. The
temporal operators are available for expressing and reasoning about trace proper-
ties, but programs are constructed compositionally asin PDL. Other operators are
defined asin PDL (see Section 2.1) except for skip, which is handled specially.

Semantically, both programs and propositions are interpreted as sets of traces.
We start with a Kripke frame & = (K, mg) asin Section 2.2, where K is a set
of states s, ¢, ... and the function mg interprets atomic formulas p as subsets of
K and atomic programs a as binary relations on K. The temporal operators are
definedasin TL.

Trace models satisfy (most of) the PDL axioms. Asin Section 14.2, define

halt &% 0o

fin &5 ohalt

def
—

inf —fin,

which say that the trace is of length O, of finite length, or of infinite length, respec-
tively. Define two new operators [ 1 and « >:

Lady &L fin - [a] ®
Ka»p &L ol - & fin A <a>p.
The * operator isthe sameasin PDL. It can be shown that the two PDL axioms

oAl & [a*lp
e A [*1(p = [0lp) — [a*lp

hold by establishing that
Uma@®) = ma(@®)umga(@)o | ma(e™)

n>0 n>0

= mg(@®) U ((|J ma(@™) o ma(a)).

n>0
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As mentioned, the version of PL of [Harel et al., 1982b] is decidable (but, it
seems, in nonelementary time only) and complete. It has aso been shown that if
werestrict the semanticsto include only finite traces (not anecessary restriction for
obtaining the results above), then PL is no more expressivethan PDL. Translations
of PL structuresinto PDL structures have also been investigated, making possible
an elementary time decision procedure for deterministic PL; see [Halpern, 1982,
Halpern, 1983]. An extension of PL in which first and until are replaced by
regular operators on formulas has been shown to be decidable but nonelementary
in[Harel et al., 1982b]. Thislogic perhaps comes closer to the desired objective of
apowerful decidablelogic of traces with natural syntactic operatorsthat is closed
under attachment of regular programsto formulas.

14.4 The p-Calculus

The p-calculus was suggested as a formalism for reasoning about programs in
[Scott and de Bakker, 1969] and was further developed in [Hitchcock and Park,
1972], [Park, 1976], and [de Bakker, 1980].

The heart of the approach is u, the least fixpoint operator, which captures the
notions of iteration and recursion. The calculus was originally defined as a first-
order-level formalism, but propositional versions have become popular.

The p operator binds relation variables. If ¢(X) isalogical expression with a
freerelation variable X, then the expression uX . (X )representstheleast X such
that o(X) = X, if such an X exists. For example, the reflexive transitive closure
R* of abinary relation R isthe least binary relation containing R and closed under
reflexivity and trangitivity; this would be expressed in the first-order u-calculus as

R* ¥ uX(z,y).(x =y V Iz (R(z,2) A X(2,9))). (39)

This should be read as, “the least binary relation X (x,y) such that either x =
y or z is related by R to some z such that z and y are already related by X"
This captures the usua fixpoint formulation of reflexive transitive closure. The
formula (39) can be regarded either as a recursive program computing R * or as
an inductively defined assertion that is true of a pair (z,y) iff that pair isin the
reflexive transitive closure of R.

The existence of aleast fixpoint is not guaranteed except under certain restric-
tions. Indeed, the formula =X has no fixpoint, therefore uX.—X does not exist.
Typically, one restricts the application of the binding operator 1z X to formulasthat
are positive or syntactically monotonein X; that is, those formulasin which every
free occurrence of X occurs in the scope of an even number of negations. This
implies that the relation operator X — (X)) is (semantically) monotone, which
by the Knaster—Tarski theorem ensures the existence of aleast fixpoint.

The first-order u-calculus can define al sets definable by first-order induction
and more. In particular, it can capture the input/output relation of any program
built from any of the DL programming constructs we have discussed. Since the
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first-order u-calculus also admits first-order quantification, it is easily seen to be
as powerful asDL.

It was shown by [Park, 1976] that finiteness is not definable in the first-order
p-calculus with the monotonicity restriction, but well-foundednessis. Thus this
version of the u-calculus is independent of L ex, (and hence of DL(r.e.)) in ex-
pressive power. Well-foundedness of a binary relation R can be written

Vr (pX (z).Vy (R(y,z) = X(y))).

A more severe syntactic restriction on the binding operator ;X isto alow its
application only to formulas that are syntactically continuousin X; that is, those
formulas in which X does not occur free in the scope of any negation or any
universal quantifier. It can be shown that this syntactic restriction implies semantic
continuity, so the least fixpoint is the union of &, (@), p(¢(2)),... . Asshown
in [Perk, 1976], this versionis strictly weaker than L k..

In [Pratt, 1981a] and [Kozen, 1982; Kozen, 1983], propositional versions of
the u-calculus were introduced. The latter version consists of propositional modal
logic with a least fixpoint operator. It is the most powerful logic of its type, sub-
suming all known variants of PDL, game logic of [Parikh, 1983], various forms
of temporal logic (see Section 14.2), and other seemingly stronger forms of the
p-calculus ([Vardi and Wol per, 1986b]). Inthe following presentation we focus on
this version, since it has gained fairly widespread acceptance; see [Kozen, 1984;
Kozen and Parikh, 1983; Streett, 1985b; Streett and Emerson, 1984; Vardi and
Wolper, 1986b; Wal ukiewicz, 1993; Walukiewicz, 1995; Walukiewicz, 2000; Stir-
ling, 1992; Mader, 1997; Kaivola, 1997].

The language of the propositional p-calculus, also called the modal p-calculus,
is syntactically simpler than PDL. It consists of the usual propositional constructs
— and 0, atomic modalities [a], and the least fixpoint operator u. A greatest
fixpoint operator dual to ;. can be defined:

def

vX.p(X) & —pX-p(-X).

Variables are monadic, and the . operator may be applied only to syntactically
monotone formulas. As discussed above, this ensures monotonicity of the corre-
sponding set operator. The language is interpreted over Kripke frames in which
atomic propositionsareinterpreted as sets of states and atomic programs are inter-
preted as binary relations on states.

The propositional p-calculus subsumes PDL. For example, the PDL formula
<a™>¢ for atomic a can be written uX.(¢ V <a>X). Theformula X .<a>[al X,
which expresses the existence of aforced win for the first player in a two-player
game, and theformulauX. [a] X, which expresseswell-foundednessand is equiv-
alent to wf a (see Section 7), are both inexpressible in PDL, as shown in [Streett,
1981; Kozen, 1981c]. [Niwinski, 1984] has shown that even with the addition of
the halt construct, PDL is strictly less expressive than the p-calculus.
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The propositional p-calculus satisfies a finite model theorem, as first shown in
[Kozen, 1988]. Progressively better decidability results were obtained in [Kozen
and Parikh, 1983; Vardi and Stockmeyer, 1985; Vardi, 1985b], culminating in a
deterministic exponential-time algorithm of [Emerson and Jutla, 1988] based on
an automata-theoretic lemma of [Safra, 1988]. Since the u-calculus subsumes
PDL, itis EXPTIME-complete.

In[Kozen, 1982; Kozen, 1983], an axiomati zation of the propositional p-calculus
was proposed and conjectured to be complete. The axiomatization consists of the
axioms and rules of propositional modal logic, plus the axiom

el X/uX.p] — pXop
andrule

el X/Y] = ¢
pX.o = ¢

for u. Completeness of this deductive system for a syntactically restricted sub-
set of formulas was shown in [Kozen, 1982; Kozen, 1983]. Completeness for
the full language was proved by [Walukiewicz, 1995; Walukiewicz, 2000]. This
was quickly followed by simpler alternative proofs by [Ambler et al., 1995; Bon-
sangue and Kwiatkowska, 1995; Hartonas, 1998]. [Bradfield, 1996] showed that
the aternating n/v hierarchy (least/greatest fixpoints) is strict. An interesting
open question is the complexity of model checking: does a given formula of the
propositional p-calculus hold in a given state of a given Kripke frame? Although
some progress has been made (see [Bhat and Cleaveland, 1996; Cleaveland, 1996;
Emerson and Lei, 1986; Sokolsky and Smolka, 1994; Stirling and Walker, 1989]),
it isstill unknown whether this problem has a polynomial-time a gorithm.

The propositional p-calculus has become a popular system for the specification
and verification of propertiesof transition systems, whereit has had some practical
impact ([Steffen et al., 1996]). Several recent papers on model checking work in
this context; see [Bhat and Cleaveland, 1996; Cleaveland, 1996; Emerson and Lei,
1986; Sokolsky and Smolka, 1994; Stirling and Walker, 1989]. A comprehensive
introduction can be found in [Stirling, 1992].

145 Kleene Algebra

Kleene algebra (KA) is the algebra of regular expressions. It is named for the
mathematician S. C. Kleene (1909-1994), who among his many other achieve-
ments invented regular expressionsand proved their equival enceto finite automata
in [Kleene, 1956].

Kleene algebra has appeared in various guises and under many namesin rela-
tional algebra([Ng, 1984; Ng and Tarski, 1977]), semantics and logics of programs
([Kozen, 1981b; Pratt, 1988]), automataand formal languagetheory ([Kuich, 1987;
Kuich and Salomaa, 1986]), and the design and analysis of algorithms([Aho et al.,
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1975; Tarjan, 1981; Mehlhorn, 1984; lwano and Steiglitz, 1990; Kozen, 1991b]).
As discussed in Section 13, Kleene agebra plays a prominent role in dynamic
agebraas an algebraic model of program behavior.

Beginning with the monograph of [Conway, 1971], many authors have con-
tributed over the yearsto the devel opment of the algebraic theory; see [Backhouse,
1975; Krob, 1991; Kleene, 1956; Kuich and Salomaa, 1986; Sakarovitch, 1987;
Kozen, 1990; Bloom and Esik, 1992; Hopkins and Kozen, 1999]. See also [Kozen,
1996] for further references.

A Kleene algebra is an algebraic structure (K, +, -, *, 0, 1) satisfying the
axioms

at+(B+7y) = (a+p8)+y
a+pf = [+a
a+0 = at+a = «a
a(By) = (af)y
la = al = «
a(B+v) = aBf+ay
(a+B)y = ay+py
oo = a0 = 0
l+aa® = 14a*a = oF (40)
B+ay<y = a"B<y (41)
B+ya<y — fa* <y (42)

where < refersto the natural partial order on K:

a<p L oy B =p.

Inshort, aKA isan idempotent semiring under +, -, 0, 1 suchthat o3 isthe least
solutionto 8 + az < z and Ba* isthe least solutionto 3 + za < z. The axioms
(40)«42) say essentially that * behaves like the asterate operator on sets of strings
or reflexive transitive closure on binary relations. This particular axiomatization is
from [Kozen, 1991a; Kozen, 1994a], but there are other competing ones.

The axioms (41) and (42) correspond to the reflexive transitive closure rule
(RTC) of PDL (Section 2.5). Instead, we might postul ate the equivalent axioms

ay<y = afy<y (43)
ya<y = ya* <y, (44)
which correspond to the loop invariance rule (L1). The induction axiom (IND) is

inexpressiblein KA, since thereis no negation.
A Kleene algebrais *-continuousif it satisfies the infinitary condition

af*y = Slipoaﬁnv (45)
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where
o def n def n

and where the supremum is with respect to the natural order <. We can think of
(45) as a conjunction of the infinitely many axioms a3"y < a*y, n > 0, and
theinfinitary Horn formula

(N sy <o) = ap*y <o

n>0

In the presence of the other axioms, the *-continuity condition (45) implies
(41)—(44) and is strictly stronger in the sense that there exist Kleene algebras that
are not *-continuous ([Kozen, 1990)).

The fundamental motivating example of a Kleene algebrais the family of reg-
ular sets of strings over a finite alphabet, but other classes of structures share the
same equational theory, notably the binary relations on a set. In fact it is the
latter interpretation that makes Kleene algebra a suitable choice for modeling pro-
grams in dynamic algebras. Other more unusua interpretations are the min, +
algebra used in shortest path algorithms (see [Aho et al., 1975; Tarjan, 1981;
Mehlhorn, 1984; Kozen, 1991b]) and KAs of convex polyhedra used in compu-
tational geometry as described in [Iwano and Steiglitz, 1990].

Axiomatization of the equational theory of the regular sets is a central ques-
tion going back to the original paper of [Kleene, 1956]. A completeness the-
orem for relational algebras was given in an extended language by [Ng, 1984;
Ng and Tarski, 1977]. Axiomatization is a central focus of the monograph of
[Conway, 1971], but the bulk of his treatment is infinitary. [Redko, 1964] proved
that thereis no finite equational axiomatization. Schematic equational axiomatiza-
tionsfor the algebra of regular sets, necessarily representing infinitely many equa-
tions, have been given by [Krob, 1991] and [Bloom and Esik, 1993]. [Salomaa,
1966] gave two finitary complete axiomatizations that are sound for the regular
sets but not sound in general over other standard interpretations, including rela-
tional interpretations. The axiomatization given aboveis afinitary universal Horn
axiomatization that is sound and complete for the equational theory of standard re-
lational and language-theoretic models, including the regular sets ([Kozen, 1991a;
Kozen, 1994a]). Other work on completeness appearsin [Kraob, 1991; Boffa, 1990;
Boffa, 1995; Archangelsky, 1992].

The literature contains a bewildering array of inequivalent definitions of Kleene
algebras and related algebraic structures; see [Conway, 1971; Pratt, 1988; Pratt,
1990; Kozen, 1981b; Kozen, 1991a; Aho et al., 1975; Mehlhorn, 1984; Kuich,
1987; Kozen, 1994b]. As demonstrated in [Kozen, 1990], many of these are
strongly related. One important property shared by most of them is closure under
the formation of n x n matrices. Thiswas proved for the axiomatization abovein
[Kozen, 1991a; Kozen, 19944], but the idea essentially goesback to [Kleene, 1956;
Conway, 1971; Backhouse, 1975]. This result gives rise to an algebraic treatment
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of finite automata in which the automata are represented by their transition matri-
ces.

The equational theory of Kleene algebra is PSPACE-complete ([Stockmeyer
and Meyer, 1973]); thus it is apparently less complex than PDL, which is EXP-
TIME-complete (Theorem 21), although the strict separation of the two complexity
classesis still open.

Kleene Algebra with Tests

From a practical standpoint, many simple program manipulations such as loop
unwinding and basic safety analysis do not require the full power of PDL, but
can be carried out in a purely equational subsystem using the axioms of Kleene
algebra. However, tests are an essential ingredient, since they are needed to model
conventional programming constructs such as conditionals and while loops and
to handle assertions. This motivates the definition of the following variant of KA
introduced in [Kozen, 1996; Kozen, 1997b].

A Kleene algebra with tests (KAT) is a Kleene algebra with an embedded
Boolean subalgebra. Formally, it is atwo-sorted algebra

(K, B, +,-, *,7,0,1)
such that
e (K, +, -, * 0, 1)isaKleeneagebra
e (B, +, -, 7,0, 1) isaBoolean agebra
e BCK.

The unary negation operator ~is defined only on B. Elementsof B are called tests
and are written o, 1, ... . Elements of K (including elements of B) are written
a,fB,... . InPDL, atest would be written ¢7, but in KAT we dispense with the
symbol 7.

This deceptively concise definition actually carriesalot of information. The op-
erators+, -, 0, 1 each play two roles. applied to arbitrary elementsof K, they refer
to nondeterministic choice, composition, fail, and skip, respectively; and applied
to tests, they take on the additional meaning of Boolean disjunction, conjunction,
falsity, and truth, respectively. These two usages do not conflict—for example,
sequential testing of two tests is the same as testing their conjunction—and their
coexistence admits considerable economy of expression.

For applicationsin program verification, the standard interpretation would be a
Kleene algebra of binary relations on a set and the Boolean algebra of subsets of
the identity relation. One could also consider trace models, in which the Kleene
elements are sets of traces (sequences of states) and the Boolean elements are
sets of states (traces of length 0). As with KA, one can form the algebra n x
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n matrices over a KAT (K, B); the Boolean elements of this structure are the
diagonal matrices over B.

KAT can express conventional imperative programming constructs such as con-
ditionals and while loops asin PDL. It can perform elementary program manip-
ulation such as loop unwinding, constant propagation, and basic safety analysis
in a purely equational manner. The applicability of KAT and related equational
systems in practical program verification has been explored in [Cohen, 19943
Cohen, 1994b; Cohen, 1994c; Kozen, 1996; Kozen and Patron, 2000].

There is a language-theoretic model that plays the same role in KAT that the
regular sets play in KA, namely the algebra of regular sets of guarded strings, and
a corresponding completeness result was obtained by [Kozen and Smith, 1996].
Moreover, KAT is complete for the equational theory of relational models, as
shown in [Kozen and Smith, 1996]. Although less expressive than PDL, KAT
is also apparently less difficult to decide: it is PSPACE-complete, the same as KA,
asshownin [Cohen et al., 1996].

In [Kozen, 1999a], it is shown that KAT subsumes propositional Hoare Logic
in the following sense. The partial correctness assertion {¢} « {#} is encoded in
KAT as the equation paty = 0, or equivaently pa = paqp. If arule

{901} ai {1/}1}7 ) {(Pn} Qn {djn}
{}afd}

is derivable in propositional Hoare Logic, then its trandation, the universal Horn
formula

901041@1 :OA/\QOnanEn =0 - (pOéE:O,

isatheorem of KAT. For example, the while rule of Hoare logic (see Section 2.6)
becomes

cpap =0 — ¢(0a)* T =0.
More generally, all relationally valid Horn formulas of the form
MmM=0A-"Ay%=0 — a=g

are theorems of KAT ([Kozen, 1999a]).

Horn formulas areimportant from apractical standpoint. For example, commu-
tativity conditions are used to model the idea that the execution of certain instruc-
tions does not affect the result of certain tests. In light of this, the complexity of
the universal Horn theory of KA and KAT are of interest. There are both positive
and negativeresults. It is shownin [Kozen, 1997c] that for aHorn formula® — ¢
over *-continuous Kleene agebras,

e if ® contains only commutativity conditions a8 = («;, the universal Horn
theory isTI9-complete;
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e if ® contains only monoid equations, the problem is I19-complete;
e for arbitrary finite sets of equations @, the problem is I11-complete.

On the other hand, commutativity assumptions of the form ap = ya, where ¢
is atest, and assumptions of the form v = 0 can be eliminated without loss of
efficiency, as shown in [Cohen, 1994a; Kozen and Smith, 1996]. Note that as-
sumptions of this form are all we need to encode Hoare L ogic as described above.

In typed Kleene algebraintroduced in [Kozen, 1998; Kozen, 1999b], elements
have types s — t. This alows Kleene algebras of nonsquare matrices, among
other applications. It is shown in [Kozen, 1999b] that Hoare Logic is subsumed
by the type calculus of typed KA augmented with a typecast or coercion rule for
tests. Thus Hoare-style reasoning with partial correctness assertions reduces to
typechecking in arelatively simple type system.

14.6 Dynamic Algebra

Dynamic algebra provides an abstract algebraic framework that relates to PDL
as Boolean algebra relates to propositional logic. A dynamic algebra is defined
to be any two-sorted algebraic structure (K, B, -), where B = (B, —, 0) isa
Boolean algebra, K = (K, +, -, *, 0, 1) isaKleene algebra (see Section 14.5),
and - : K x B — B isascaa multiplication satisfying algebraic constraints
corresponding to the dual forms of the PDL axioms (Axioms 17). For example, al
dynamic algebras satisfy the equations

(aB)-¢ = a-(B-¢)
a-0 = 0
0-p = 0
a-(pVy) = a-pVa-i,
which correspond to the PDL validities
<a; B & <ad<fB>p
<a>0 < 0
<07>p <+ 0
<a>(p V) & <a>pV<a>y,

respectively. The Boolean algebra B is an abstraction of the formulas of PDL and
the Kleene algebra K is an abstraction of the programs.

The interaction of scalar multiplication with iteration can be axiomatized in a
finitary or infinitary way. One can postulate

a* o < pV(a*-(mpA(a-p)) (46)
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corresponding to the diamond form of the PDL induction axiom (Axiom 17(viii)).
Here ¢ < ¢ in B iff p V¢ = 1. Alternatively, one can postulate the stronger
axiom of *-continuity:
o = sup(a™-p). (47)
n
We can think of (47) as a conjunction of infinitely many axiomsa™ - p < o™ - ¢,
n > 0, and theinfinitary Horn formula

(Nea" o <¢) = o <o

n>0

In the presence of the other axioms, (47) implies (46) ([Kozen, 1980b]), and
is strictly stronger in the sense that there are dynamic algebras that are not *-
continuous ([Pratt, 1979a]).

A standard Kripke frame & = (U, mg) of PDL gives rise to a *-continuous
dynamic algebra consisting of a Boolean algebra of subsets of U and a Kleene
algebra of binary relationson U. Operators are interpreted as in PDL, including
0 as 07 (the empty program), 1 as 17 (the identity program), and « - ¢ as <a>.
Nonstandard Kripke frames (see Section 3.2) also give rise to dynamic algebras,
but not necessarily *-continuous ones. A dynamic algebrais separable if any pair
of distinct Kleene elements can be distinguished by some Boolean element; that
is, if a # (3, thenthereexistsp € Bwitha - o # 5 - ¢.

Research directionsin this areainclude the following.

o Representation theory. It is known that any separable dynamic algebra
is isomorphic to some possibly nonstandard Kripke frame. Under certain
conditions, “possibly nonstandard” can be replaced by “standard,” but not
in general, even for *-continuous algebras ([Kozen, 1980b; Kozen, 1979c;
Kozen, 1980a)).

e Algebraic methods in PDL. The small model property (Theorem 15) and
completeness (Theorem 18) for PDL can be established by purely algebraic
considerations ([Pratt, 1980al).

o Comparative study of alternative axiomatizations of *. For example, it is
known that separable dynamic algebras can be distinguished from standard
Kripke frames by afirst-order formula, but even L, ,, cannot distinguish the
latter from *-continuous separable dynamic algebras ([Kozen, 1981b]).

e Equational theory of dynamic algebras. Many seemingly unrelated models
of computation share the same equational theory, namely that of dynamic
algebras ([Pratt, 1979Db; Pratt, 1979a)).

In addition, many interesting questions arise from the algebraic viewpoint, and
interesting connections with topology, classical algebra, and model theory have
been made ([Kozen, 1979b; Németi, 1980]).
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15 BIBLIOGRAPHICAL NOTES

Systematic program verification originated with the work of [Floyd, 1967] and
[Hoare, 1969]. Hoare Logic was introduced in [Hoare, 1969]; see [Cousot, 1990;
Apt, 1981; Apt and Olderog, 1991] for surveys.

Thedigital abstraction, the view of computersas state transformersthat operate
by performing a sequence of discrete and instantaneous primitive steps, can be
attributed to [Turing, 1936]. Finite-state transition systems were defined formally
by [McCulloch and Pitts, 1943]. State-transition semantics is based on this idea
and is quite prevalent in early work on program semantics and verification; see
[Hennessy and Plotkin, 1979]. The relationa-algebraic approach taken here, in
which programs are interpreted as binary input/output rel ations, was introduced in
the context of DL by [Pratt, 1976].

The notions of partial and total correctness were present in the early work of
[Hoare, 1969]. Regular programs were introduced by [Fischer and Ladner, 1979]
inthe context of PDL. The concept of nondeterminismwasintroducedin the origi-
nal paper of [Turing, 1936], although he did not develop theidea. Nondeterminism
was further devel oped by [Rabin and Scott, 1959] in the context of finite automata.

[Burstall, 1974] suggested using modal logic for reasoning about programs, but
it was not until the work of [Pratt, 1976], prompted by a suggestion of R. Moore,
that it was actually shown how to extend modal logic in a useful way by consid-
ering a separate modality for every program. The first research devoted to propo-
sitional reasoning about programs seems to be that of [Fischer and Ladner, 1977;
Fischer and Ladner, 1979] on PDL. As mentioned in the Preface, the general use
of logical systems for reasoning about programswas suggested by [Engeler, 1967].

Other semantics besides Kripke semantics have been studied; see [Berman,
1979; Nishimura, 1979; Kozen, 1979b; Trnkova and Reiterman, 1980; Kozen,
1980b; Pratt, 1979b]. Modal logic has many applications and a vast literature;
good introductions can be found in [Hughes and Cresswell, 1968; Chellas, 1980].
Alternative and iterative guarded commands were studied in [Gries, 1981]. Partial
correctness assertions and the Hoare rules given in Section 2.6 were first formu-
lated by [Hoare, 1969]. Regular expressions, on which the regular program oper-
ators are based, were introduced by [Kleene, 1956]. Their algebraic theory was
further investigated by [Conway, 1971]. They were first applied in the context of
DL by [Fischer and Ladner, 1977; Fischer and Ladner, 1979]. The axiomatization
of PDL givenin Axioms 17 was formulated by [Segerberg, 1977]. Tests and con-
verse were investigated by various authors; see [Peterson, 1978; Berman, 1978;
Berman and Paterson, 1981; Streett, 1981; Streett, 1982; Vardi, 1985b]. The con-
tinuity of the diamond operator in the presence of reverse is due to [Trnkovaand
Reiterman, 1980].

The filtration argument and the small model property for PDL are dueto [Fis-
cher and Ladner, 1977; Fischer and Ladner, 1979]. Nonstandard Kripke frames
for PDL were studied by [Berman, 1979; Berman, 1982], [Parikh, 1978a], [Pratt,
1979a; Pratt, 1980a], and [Kozen, 1979c; Kozen, 1979b; Kozen, 1980a; Kozen,
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1980b; Kozen, 1981b].

The axiomatization of PDL used here (Axiom System 17) was introduced by
[Segerberg, 1977]. Completeness was shown independently by [Gabbay, 1977]
and [Parikh, 1978a]. A short and easy-to-follow proof is given in [Kozen and
Parikh, 1981]. Completenessis also treated in [Pratt, 1978; Pratt, 1980a; Berman,
1979; Nishimura, 1979; Kozen, 1981a].

The exponential-time lower bound for PDL was established by [Fischer and
Ladner, 1977; Fischer and Ladner, 1979] by showing how PDL formulas can en-
code computations of linear-space-bounded alternating Turing machines.

Deterministic exponential-timealgorithmswerefirst givenin [Pratt, 1978; Prait,
1979b; Pratt, 1980b].

Theorem 24 showing that the problem of deciding whether T" |= ¢, whereT" is
afixedr.e. set of PDL formulas, isIT}-completeis dueto [Meyer et al., 1981].

The computational difficulty of the validity problem for nonregular PDL and
the borderline between the decidable and undecidable were discussed in [Harel et
al., 1983]. The fact that any nonregular program adds expressive power to PDL,
Theorem 25, first appeared explicitly in [Harel and Singerman, 1996]. Theorem
26 on the undecidability of context-free PDL was observed by [Ladner, 1977].

Theorems 27 and 28 are from [Harel et al., 1983]. An dternative proof of
Theorem 28 using tiling is supplied in [Harel, 1985]; see [Harel et al., 2000]. The
existence of a primitive recursive one-letter extension of PDL that is undecidable
was shown already in [Harel et al., 1983], but undecidability for the particular
case of a2, Theorem 29, is from [Harel and Paterson, 1984]. Theorem 30 is from
[Harel and Singerman, 1996].

As to decidable extensions, Theorem 31 was proved in [Koren and Pnueli,
1983]. The more general results of Section 6.2, namely Theorems 32, 33, and
34, are from [Harel and Raz, 1993], as is the notion of a simple-minded PDA.
The decidability of emptiness for pushdown and stack automata on trees that is
needed for the proofs of these is from [Harel and Raz, 1994]. A better bound on
the complexity of the emptiness results can be found in [Peng and lyer, 1995].

A sufficient condition for PDL with the addition of aprogram over asingleletter
alphabet not to have the finite model property is given in [Harel and Singerman,
1996].

Completeness and exponential time decidability for DPDL, Theorem 40 and
the upper bound of Theorem 41, are proved in [Ben-Avri et al., 1982] and [Valiev,
1980]. The lower bound of Theorem 41 is from [Parikh, 1981]. Theorems 43 and
44 on SDPDL are from [Halpern and Reif, 1981; Ha pern and Reif, 1983].

That tests add to the power of PDL isprovedin [Berman and Paterson, 1981]. It
isalso known that the test-depth hierarchy is strict [Berman, 1978; Peterson, 1978]
and that rich-test PDL is strictly more expressive than poor-test PDL [Peterson,
1978; Berman, 1978; Berman and Paterson, 1981]. These results also hold for
SDPDL.

The results on programs as automata (Theorems 45 and 46) appear in [Pratt,
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1981b]. Alternative proofs are given in [Harel and Sherman, 1985]; see [Harel
et al., 2000]. In recent years, the development of the automata-theoretic ap-
proach to logics of programs has prompted renewed inquiry into the complex-
ity of automata on infinite objects, with considerable success. See [Courcoubetis
and Yannakakis, 1988; Emerson, 1985; Emerson and Jutla, 1988; Emerson and
Sistla, 1984; Mannaand Pnueli, 1987; Muller et al., 1988; Pecuchet, 1986; Safra,
1988; Sistla et al., 1987; Streett, 1982; Vardi, 1985a; Vardi, 1985b; Vardi, 1987;
Vardi and Stockmeyer, 1985; Vardi and Wolper, 1986b; Vardi and Wol per, 19863;
Arnold, 1997a; Arnold, 1997b]; and [Thomas, 1997]. Especially noteworthy in
this area is the result of [Safra, 1988] involving the complexity of converting a
nondetermini stic automaton on infinite stringsinto an equivalent deterministic one.
Thisresult has already had a significant impact on the complexity of decision pro-
cedures for several logics of programs; see [Courcoubetis and Yannakakis, 1988;
Emerson and Jutla, 1988; Emerson and Jutla, 1989]; and [Safra, 1988].

Intersection of programs was studied in [Harel et al., 1982a]. That the axioms
for converseyield completenessfor CPDL is proved in [Parikh, 1978a].

The complexity of PDL with converse and various forms of well-foundedness
constructs is studied in [Vardi, 1985b]. Many authors have studied logics with
a least-fixpoint operator, both on the propositional and first-order levels ([Scott
and de Bakker, 1969; Hitchcock and Park, 1972; Park, 1976; Pratt, 1981a; Kozen,
1982; Kozen, 1983; Kozen, 1988; Kozen and Parikh, 1983; Niwinski, 1984; Streett,
1985a; Vardi and Stockmeyer, 1985]). The version of the propositional y-calculus
presented here was introduced in [Kozen, 1982; Kozen, 1983].

That the propositional u-calculusis strictly more expressive than PDL with wf
was show in [Niwinski, 1984] and [Streett, 1985a]. That thislogic is strictly more
expressivethan PDL with halt was shown in [Harel and Sherman, 1982]. That this
logic is strictly more expressive than PDL was shown in [Streett, 1981].

The wf construct (actually its complement, repeat) is investigated in [Streett,
1981; Streett, 1982], in which Theorems 48 (which is actually due to Pratt) and
50-52 are proved. The halt construct (actualy its complement, loop) was intro-
duced in [Harel and Pratt, 1978] and Theorem 49 is from [Harel and Sherman,
1982]. Finite model propertiesfor the logicsLPDL, RPDL, CLPDL, CRPDL, and
the propositional p-calculus were established in [Streett, 1981; Streett, 1982] and
[Kozen, 1988]. Decidability results were obtained in [Streett, 1981; Streett, 1982;
Kozen and Parikh, 1983; Vardi and Stockmeyer, 1985]; and [Vardi, 1985b]. De-
terministic exponential -time compl eteness was established in [Emerson and Jutla,
1988] and [Safra, 1988]. For the strongest variant, CRPDL, exponential-time de-
cidability follows from [Vardi, 1998b].

Concurrent PDL is defined and studied in [Peleg, 1987b]. Additiona versions
of this logic, which employ various mechanisms for communication among the
concurrent parts of a program, are considered in [Peleg, 1987c; Peleg, 1987a].
These papers contain many results concerning expressive power, decidability and
undecidability for concurrent PDL with communication.

Other work on PDL not described here includes work on nonstandard models,
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studied in [Berman, 1979; Berman, 1982] and [Parikh, 1981]; PDL with Boolean
assignments, studied in [Abrahamson, 1980]; and restricted forms of the conse-
quence problem, studied in [Parikh, 1981].

First-order DL was defined in [Harel et al., 1977], where it was also first named
Dynamic Logic. That paper was carried out as adirect continuation of the original
work of [Pratt, 1976).

Many variants of DL were defined in [Harel, 1979]. In particular, DL(bstk) is
very close to the context-free Dynamic Logic investigated there.

Uninterpreted reasoning in the form of program schematology has been a com-
mon activity ever since the work of [lanov, 1960]. It was given considerable im-
petus by the work of [Luckham et al., 1970] and [Paterson and Hewitt, 1970];
see also [Greibach, 1975]. The study of the correctness of interpreted programs
goes back to the work of Turing and von Neumann, but seems to have become a
well-defined area of research following [Floyd, 1967], [Hoare, 1969] and [Manna,
1974].

Embedding logics of programsin L., is based on observations of [Engeler,
1967]. Theorem 57 isfrom [Meyer and Parikh, 1981]. Theorem 60is from [Harel,
1979] (see aso [Harel, 1984] and [Harel and Kozen, 1984]); it is similar to the
expressiveness result of [Cook, 1978]. Theorem 61 and Corollary 62 are from
[Harel and Kozen, 1984].

Arithmetical structures were first defined by [Moschovakis, 1974] under the
name acceptable structures. In the context of logics of programs, they were rein-
troduced and studied in [Harel, 1979].

The I1} -completeness of DL was first proved by Meyer, and Theorem 63 ap-
pears in [Harel et al., 1977]. An aternative proof is given in [Harel, 1985]; see
[Harel et al., 2000]. Theorem 65 is from [Meyer and Halpern, 1982]. That the
fragment of DL considered in Theorem 66 is not r.e., was proved by [Pratt, 1976].
Theorem 67 follows from [Harel and Kozen, 1984].

The name “spectral complexity” was proposed by [Tiuryn, 1986], although the
main ideas and many results concerning this notion were already presentin [Tiuryn
and Urzyczyn, 1983] (see [Tiuryn and Urzyczyn, 1988] for the full version). This
notion is an instance of the so-called second-order spectrum of aformula. First-
order spectra were investigated by [Sholz, 1952], from which originates the well
known Spectralproblem. The reader can find more about this problem and related
resultsin the survey paper by [Borger, 1984]. The notion of anatural chainisfrom
[Urzyczyn, 1983]. The results presented here are from [Tiuryn and Urzyczyn,
1983; Tiuryn and Urzyczyn, 1988]. A result similar to Theorem 69 in the area
of finite model theory was obtained by [Sazonov, 1980] and independently by
[Gurevich, 1983]. Higher-order stacks were introduced in [Engelfriet, 1983] to
study complexity classes. Higher-order arrays and stacks in DL were considered
by [Tiuryn, 1986], where astrict hierarchy within the class of elementary recursive
sets was established. The main tool used in the proof of the strictness of this
hierarchy is a generalization of Cook’s auxiliary pushdown automata theorem for
higher-order stacks, which is due to [Kowalczyk et al., 1987].
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[Meyer and Halpern, 1982] showed completeness for termination assertions
(Theorem 71). Infinitary completeness for DL (Theorem 72) is based upon a sim-
ilar result for Algorithmic Logic (see Section 13.1) by [Mirkowska, 1971]. The
proof sketch presented in [Harel et al., 2000] is an adaptation of Henkin's proof
for L, ., appearingin [Keider, 1971].

The notion of relative completeness and Theorem 73 are due to [Cook, 1978].
The notion of arithmetical completeness and Theorem 75 is from [Harel, 1979].

The use of invariants to prove partial correctness and of well-founded sets to
prove termination are due to [Floyd, 1967]. An excellent survey of such methods
and the corresponding compl eteness results appearsin [Apt, 1981].

Some contrasting negative results are contained in [Clarke, 1979], [Lipton,
1977], and [Wand, 1978].

Many of the results on relative expressiveness presented herein answer ques-
tions posed in [Harel, 1979]. Similar uninterpreted research, comparing the ex-
pressive power of classes of programs (but detached from any surrounding logic)
has taken place under the name comparative schematology quite extensively ever
since [lanov, 1960]; see [Greibach, 1975] and [Manna, 1974].

Theorems 76, 79 and 83(i) result as an application of the so-called spectral theo-
rem, which connects expressive power of logics with complexity classes. Thisthe-
orem was obtained by [Tiuryn and Urzyczyn, 1983; Tiuryn and Urzyczyn, 1984;
Tiuryn and Urzyczyn, 1988]. A simplified framework for this approach and a
statement of this theorem together with a proof is givenin [Harel et al., 2000].

Theorem 78 appearsin [Berman et al., 1982] and was proved independently in
[Stolboushkin and Taitslin, 1983]. An alternative proof is givenin [Tiuryn, 1989].
These results extend in a substantial way an earlier and much simpler result for
the case of regular programs without equality in the vocabulary, which appearsin
[Halpern, 1981]. A simpler proof of the specia case of the quantifier-free frag-
ment of the logic of regular programs appearsin [Meyer and Winklmann, 1982].
Theorem 79 is from [Tiuryn and Urzyczyn, 1984].

Theorem 80 is from [Stolboushkin, 1983]. The proof, as in the case of regular
programs (see [Stolboushkin and Taitslin, 1983]), uses Adian’s result from group
theory ([Adian, 1979]). Results on the expressive power of DL with deterministic
while programsand a Boolean stack can be found in [Stolboushkin, 1983; Kfoury,
1985]. Theorem 81 is from [Tiuryn and Urzyczyn, 1983; Tiuryn and Urzyczyn,
1988].

[Erimbetov, 1981; Tiuryn, 1981b; Tiuryn, 1984; Kfoury, 1983; Kfoury and Stol-
boushkin, 1997] contain results on the expressive power of DL over programming
languages with bounded memory. [Erimbetov, 1981] shows that DL (dreg) <
DL(dstk). The main proof techniqueis pebble games on finite trees.

Theorem 83 is from [Urzyczyn, 1987]. Thereis a different proof of this result,
using Adian structures, which appears in [Stolboushkin, 1989]. Theorem 77 is
from [Urzyczyn, 1988], which also studies programs with Boolean arrays.

Wildcard assignments were considered in [Harel et al., 1977] under the name
nondeter ministic assignments. Theorem 84isfrom [Meyer and Winklmann, 1982].
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Theorem 85 is from [Meyer and Parikh, 1981].

In our exposition of the comparison of the expressive power of logics, we have
made the assumption that programs use only quantifier-free first-order tests. It
follows from the results of [Urzyczyn, 1986] that allowing full first-order testsin
many cases results in increased expressive power. [Urzyczyn, 1986] also proves
that adding array assignments to nondeterministic r.e. programs increases the ex-
pressive power of the logic. This should be contrasted with the result of [Meyer
and Tiuryn, 1981; Meyer and Tiuryn, 1984] to the effect that for deterministic r.e.
programs, array assignments do not increase expressive power.

[Makowski, 1980] considers a weaker notion of equivalence between logics
common in investigations in abstract model theory, whereby models are extended
with interpretations for additional predicate symbols. With thisnotion it is shown
in [Makowski, 1980] that most of the versions of logics of programs treated here
become equivalent.

Algorithmic logic was introduced by [Salwicki, 1970]. [Mirkowska, 1980;
Mirkowska, 1981a; Mirkowska, 1981b] extended AL to allow nondeterministic
while programs and studied the operators V and A. Complete infinitary deduc-
tive systems for propositional and first-order versions were given by [Mirkowska,
1980; Mirkowska, 1981a; Mirkowska, 1981b] using the algebraic methods of [Ra-
siowa and Sikorski, 1963]. Surveys of early work in AL can be found in [Bana-
chowski et al., 1977; Salwicki, 1977]. [Constable, 1977; Constableand O’ Donnell,
1978; Goldblatt, 1982] presented logics similar to AL and DL for reasoning about
deterministic while programs.

Nonstandard Dynamic Logic was introduced by [Németi, 1981] and [Andréka
etal., 1982a; Andrékaet al., 1982b] and studied in [Csirmaz, 1985]. See[Makowski
and Sain, 1986] for more information and further references.

The halt construct (actually its complement, loop) was introduced in [Harel
and Pratt, 1978], and the wf construct (actually its complement, repeat) was in-
vestigated for PDL in [Streett, 1981; Streett, 1982]. Theorem 86 is from [Meyer
and Winklmann, 1982], Theorem 87 is from [Harel and Peleg, 1985], Theorem 88
is from [Harel, 1984], and the axiomatizations of LDL and PDL are discussed in
[Harel, 1979; Harel, 1984].

Dynamic algebra was introduced in [Kozen, 1980b] and [Pratt, 1979b] and
studied by numerous authors; see [Kozen, 1979c; Kozen, 1979b; Kozen, 1980a;
Kozen, 1981b; Pratt, 1979a; Pratt, 1980a; Pratt, 1988; Németi, 1980; Trnkovaand
Reiterman, 1980]. A survey of the main results appearsin [Kozen, 1979a].

The PhD thesis of [Ramshaw, 1981] contains an engaging introduction to the
subject of probabilistic semantics and verification. [Kozen, 1981d] provided afor-
mal semantics for probabilistic programs. The logic Pr(DL) was presented in
[Feldman and Harel, 1984], along with a deductive system that is complete for
Kozen's semanticsrelative to an extension of first-order analysis. Various proposi-
tional versions of probabilistic DL have been proposed in [Reif, 1980; Makowsky
and Tiomkin, 1980; Feldman, 1984; Parikh and Mahoney, 1983; Kozen, 1985].
The temporal approach to probabilistic verification has been studied in [Lehmann
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and Shelah, 1982; Hart et al., 1982; Courcoubetis and Yannakakis, 1988; Vardi,
1985a]. Interest in the subject of probabilistic verification has undergone a re-
cent revival; see [Morgan et al., 1999; Segala and Lynch, 1994; Hansson and
Jonsson, 1994; Jou and Smolka, 1990; Baier and Kwiatkowska, 1998; Huth and
Kwiatkowska, 1997; Blute et al., 1997].

Concurrent DL is defined and studied in [Peleg, 1987b]. Additional versions
of this logic, which employ various mechanisms for communication among the
concurrent parts of aprogram, are also considered in [Peleg, 1987c; Peleg, 1987a.
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