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Abstract 

A non-separable, near-integrable, two degrees-of-freedom (d.o.f.) Hamiltonian system arising in the context of particle's 
dynamics on a geopotential of the atmosphere is studied. In the unperturbed system, homoclinic orbits to periodic motion in 
the longitude angle exist, giving rise to several types of homoclinic chaos in the perturbed system; a new type of homoclinic 
chaos is found, exhibiting chaos which is non-uniformly distributed in the longitude angle along the homoclinic loop while 
it is topologically uniformly distributed in this angle in a neighborhood of the hyperbolic periodic orbit, i.e. the return map 
to different values of the longitude angle are topologically conjugate only near the hyperbolic periodic orbit. The concept of 
colored energy surfaces and its corresponding energy-momentum map are developed as analytical tools for delineating the 
regions in the four-dimensional phase space where the various types of homoclinic chaos prevail. Geometrical interpretation 
of the Melnikov analysis is offered for detecting this non-uniformity in angle. Applying the results of the analysis to the 
planetary atmosphere with an infinite wavelength perturbation of amplitude E, we find that for eastward going particles with 
initial velocities (u0, v0) = (K, 0) the chaotic band occupies two narrow (O(E)) bands on both sides of the equator near latitudes 
q~ : -4- arccos(1 - 2u--). By contrast, for westward going particles the chaotic zone is thicker (OG¢~)) and is centered on the 
equator. Moreover, the dependence of the chaotic zone's thickness on the perturbation frequency is much more sensitive to the 
value of the initial speed for eastward going particles than for those going westward. Qualitative and quantitative differences 
between the distribution of the homoclinic chaotic motion in the longitude angle for westward and eastward travelling wave 
perturbations are predicted and numerically confirmed. 

Keywords: Non-separable Hamiltonian systems; Homoclinic chaos; Tracer dispersal 

1. Introduction 

The simplest  possible motion on the surface of  a rotating sphere, due only to Coriolis force (i.e. in the absence 
of  any body force), is called the inertial motion. This motion corresponds to a fundamental  physical ly realizable 

system, and its investigation leads to the development of  new tools for analyzing two degrees-of-freedom (d.o.f.) 
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systems [1,2]. It may be relevant for describing the motion of satellites, of particles in the atmosphere (such as 
weather balloons and pollutant clouds) or floats in the deep ocean along a geopotential surface. Indeed, in the 
context of atmospheric and oceanographic flows, possible solutions to this system have been heuristically described 
in various textbooks [3]. The introduction of the general equations of motion, their integrals, and the full analysis 
of  their possible solutions has been introduced by Paldor and Killworth [4]. Paldor and Boss [5] showed that this 
inertial motion may be formulated as an integrable two d.o.f. Hamiltonian flow. Adding a weak travelling wave 
forcing to the equations of motion they demonstrated numerically that in some cases chaotic trajectories exist and 
cause exponential dispersion of lines of particles. This addition of forcing to the inertial motion can be viewed as 
a simple (ad hoc) inclusion of a zonally travelling pressure wave which perturbs the geopotential surface from its 
mean spherical shape. 

Field experiments on the dispersal of clusters of weather balloons flying on a given geopotential at high altitudes 
[6,7] demonstrate that the rate of particle dispersal is not uniform in time and that the rate of increase of pair separation 
is highly variable among the various participating pairs. These observations lend credence to the hypothesis that 
the dispersal of passive particles in the atmosphere is dominated by a process far from simple isotropic turbulence. 
A chaotic paradigm can provide an alternate explanation for the observed dispersal of such particles. One such 
paradigm is the Lagrangian advection approach, which has been extensively studied in the last decade, see [8-11] 
and references therein. The present study deals with a different idealized system of atmospheric dynamics for which 
the chaotic paradigm for describing pair separation is natural [5]. 

Mathematically, the equations considered are brought to the form of near integrable non-separable two d.o.f. 
Hamiltonian system. These are systems with a Hamiltonian of the form: 

H(xl ,  Pl, D, A) = H0(xl, Pl, D) + e H l ( X l ,  Pl, D, A)  

with 02Ho/ODOXl ~ O. D represents the second constant of motion (in the unperturbed system), and A is its 
conjugate variable. Furthermore, we assume that for e = 0, for some open interval U of D, there exists a hyperbolic 
fixed point in the (Xl, Pl)  plane and its stable and unstable manifolds are part of a homoclinic loop. Systems of this 
form arise, for example, when considering travelling wave perturbations to the motion of a particle in a central field 
[1], where D represents the angular momentum. These systems exhibit a rich behavior: for some regions in phase 
space their behavior is similar to one-and-a-half d.o.f. Hamiltonian systems; namely, even though the perturbation 
depends on A, in such regions the perturbed motion is topologically uniform in A - return maps to a given A0 value 
are essentially independent of A0 (more precisely return map to different A's  are topologically conjugate). For other 
regions, a non-uniform distribution of the homoclinic chaos in the angle A is created, a phenomenon which has not 
been analyzed previously. We present new tools for delineating the phase space and parameter space according to 
these different behaviors and describe some of the new dynamics appearing in the non-separable systems. Colored 
energy surfaces are constructed,from which the dynamics of the perturbed system may be directly understood, and 
then related to the bifurcation diagram of the energy-momentum map [ 12,13]. Introducing the information regarding 
the regions of non-monotonicity into this bifurcation diagram, it supplies complete information of the unperturbed 
structure from which qualitative understanding of the underlying dynamics for small (yet finite) perturbations may 
be extracted. This is the main mathematical result of our paper. 

Another set of results is obtained from the interpretation of the standard analysis of some reduced systems in terms 
of the primitive variables (the longitude, latitude and eastward, westward velocities). Since the constant of motion 
depends non-trivially on the primitive variables, any conclusion regarding the location and extent of the chaotic 
regions in D must include the correct rescaling in terms of the primitive variables. These simple considerations lead, 
for example, to non-intuitive results regarding the differences between the dynamics of westward and eastward going 
particles. The approach and the basic tools we develop for the analysis are general, and may appear in analyzing 
near-integrable systems of higher dimensions as well. 
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Homoclinic structures of two d.o.f. Hamiltonian systems have been studied analytically in several contexts. 
Lerman and Umanskii [13] have classified integrable four-dimensional Hamiltonian systems near singular points 
by studying the topological structure of the neighborhoods of the singular sets in the momentum map. Lerman 
and Umanskii [14] and Grotta-Ragazzo [15] have studied the structure of homoclinic orbits to isolated fixed points 
of the four-dimensional system. Holmes and Marsden [16] have studied first the homoclinic structure to periodic 
orbits in separable two d.o.f. Hamiltonian system. Then, studying the appearance of horseshoes near homoclinic 
tangles in non-canonical Hamiltonian systems with symmetries, they presented as one of their simplest examples 
non-separable two d.o.f. Hamiltonian system with monotonic dependence on the angle variable [17]. Their analysis 
applies here to the monotonic regions in phase space for which the system is reducible to one-and-a-half d.o.f. 
Hamiltonian system, leading to homoclinic chaos which is uniform in the longitude angle. Kovacic and Wiggins 
[ 18], Hailer and Wiggins [8], Hailer [36] and Kaper and Kovacic [20] have considered perturbations of an integrable 
two d.o.f. Hamiltonian system having a two-dimensional normally hyperbolic manifold containing a circle of fixed 
points and having a family of heteroclinic orbits connecting the fixed points on the circle. Their analysis is used 
here to describe one particular case of homoclinic chaos arising when the wave perturbation travels westward. In 
this case the homoclinic chaos found is nowhere uniform in the longitude angle. 

This paper is organized as follows: in Section 2 we describe the structure of the integrable system and its symme- 
tries, and distinguish between the equations describing infinite and finite wavelength perturbations. In Sections 3.1 
and 3.2 we describe the simple (standard) analysis of the infinite wavelength perturbation case. Then in Section 3.3 
we present the interpretation and the application of the analysis in terms of dispersion of particles, location of the 
zones of chaotic motion, and the stretching and transport of particles. The importance of the two d.o.f, origin of 
the problem to the application of the results is stressed. In Section 4 the finite wavelength perturbation case is 
analyzed. After introducing the Hamiltonian formulation in Section 4.1, we construct the colored energy surfaces 
and compactify this presentation by plotting the bifurcation diagram of the energy-momentum map in Section 
4.2. From these constructions we delineate the phase space according to the expected different behaviors under 
perturbation as explained in Section 4.3. In Section 4.4 we briefly discuss the structure of the resonances and their 
implications. In Section 4.5 we study the homoclinic chaos associated with the finite wavelength perturbation: The 
geometrical interpretation of the Melnikov vector in this fully three-dimensional geometry is discussed. In Section 
4.6 we analyze the more exotic resonance, which occurs only for westward propagating pressure waves, between 
the unstable free motion near the equator and the pressure wave. Conclusions and some preliminary geophysical 
discussion of the results are presented in Section 5. Appendix A contains the analytical solutions to the unperturbed 
problem and the reduced equations of motion. 

2.  T h e  p h a s e  s p a c e  g e o m e t r y  

The non-dimensional Lagrangian momentum equations for the eastward and northward velocity components 
(u, v) and the rate of change of the longitude (~. - the east/west coordinate - the zonal coordinate) and latitude 
(q~ - the north/south coordinate - the meridional coordinate) given a zonally travelling pressure wave (see Fig. 1) 
are given by: 

d)~ u 
- -  - -  (2 .1a)  

dt cos tp' 

( -=- = v sin~b 1 +  - k e  cos(k)~-~rt+O). (2.1b) 
COS t~ 
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Fig. 1. The inertial motion (left figures correspond to (~b, .v) plane, right figures to 0, ,  ~b) plane, extended to the real line in )~): (a) phase 
flow [DI > 1; (b) phase flow 0 < D < 1; (c) phase flow --1 < D < 0. 
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dO 
- -  ---- v ,  ( 2 . 1 c )  
dt 

dt -- u sin 0 1 + - eA~(0) sin(k~. - crt q- 0). (2.1d) 

The equations for the change in 0~, 0) reflect their Lagrangian character (these advect with their velocity). The term 
1/cos 0 in the equation for A reflects the convergence of the longitude coordinates at the poles. The first term in 
the r.h.s, of the ~, 0 equations is the Coriolis force, with the geometric correction (the change in local north as one 
moves eastward) which applies for the global scale on which these equations are considered (the standard "beta- 
plane-approximation" used for mid-latitude studies corresponds to replacing sin 0 by its linear expansion near a 
given latitude 00, while neglecting the geometrical correction term). The second term corresponds to the perturbing 
pressure wave (which in the fluid equations of motion is coupled back to the velocities via incompressibility). A(0) 
represents the latitude dependent amplitude of the pressure wave, assumed to be even in 0: 

A(O) ---- A(- -O) ,  A(O) = 1, A'  (O) = 0. (2.2) 

When no pressure waves are present the motion is integrable; two integrals of motion were derived in [4] for the 
inertial (i.e. the case e = 0) trajectories, corresponding tO (twice) the angular momentum D and the kinetic energy 
E: 

D ---- cos 0(cos 0 q- 2u), (2.3a) 

E = l ( u  2 q_ i)2). (2.3b) 

Using ( 2 . 3 a )  u may be expressed in terms of D and 0 :  

1 ( D - - c o s 0 ) .  (2.4) 
u(0, D) = ~ cos0 

In subsequent sections it will be useful to reformulate the equations of motion using the angular momentum D 
as the new variable instead of u in the system (2.1). Notice that small velocities near the equator correspond to 
D ~ 1 whereas near the poles D ~ 0. Negative D is realized typically only for large westward initial velocity 
(u < -0 .5  cos 0). 

A few notes regarding (2.1) are now in order: 
(1) A(0) may represent, for example, the amplitude of a daily tidal (k = 1, o- = ½) pressure wave where A is the 

pressure (divided by the density); this amplitude, A(0), may be either taken as a constant (A(0) = 1) or to 
vary with latitude (e.g. Paldor and Boss [5] took A(0) = cos3(0)). Higher or negative wave numbers may be 
associated with other waves present in the atmosphere (e.g. Rossby waves). 

(2) It follows from (2.3a) that the poles may be reached iff D = 0, hence only near the surface D = 0 singularities 
associated with the use of the polar co-ordinates may be encountered. The analysis near D ----- 0 is left for future 
studies. 

(3) Eqs. (2.1) are non-dimensionalized using the radius of the earth for length scale and twice the frequency of the 
earth's rotation for the frequency scale so that a non-dimensional time unit corresponds to 24h/47r ~ 1.901 h. 
Order 1 velocities in the non-dimensional variables turn out to be nearly 1 km/s  dimensional velocities, so the 
relevant non-dimensional velocities for atmospheric flows are of order 0.01. For satellites, the relevant scales 
are of order 1 and for oceanographic flows of order 0.001. We assume (see Section 1) that for the atmospheric 
flows the relevant scale for the pressure wave is that of the order of the kinetic energy, namely e is O(10-4). 

When e = 0 the equation for )~ decouples, D is conserved, and the phase flow of the two-dimensional system 
obtained for (0, 1)) for various values of D is as depicted in Fig. 1. Plotting the same orbits in the (~., 0) plane, we 
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demonstrate that while the (~b, v) phase flow is invariant under reflection of the angular momentum (D -+ - D ) ,  
the flow in 3. is not. The qualitative description and some notation for this flow is listed below. The more technical 
formulae are deferred to Appendix A. 

Qualitatively, there are two regions of  D values (see Fig. 1): 
- When [D] > 1 the origin (v = 0 = q~) is stable (elliptic) and is surrounded by periodic orbits which visit both 

hemispheres. The maximal latitude reached by a periodic orbit is denoted by ~bmax = q~max(E, D) (it follows 
from (2.3) that for a given D one can parametrize orbits by ~brnax instead of E). 

- When [D[ < 1 the origin is unstable (hyperbolic) and two elliptic fixed points are created at 

(~e11, yell) = +(arccos 14~D~, 0). (2.5) 

The origin has two homoclinic orbits, 1 one in each hemisphere: 

qh!(t; ~bhmax) : '}-(~bh(t; ~bhmax), Vh(t; ~bhmax)), (2.6) 

where ~bhmax is the maximal  latitude reached by the homoclinic orbit and is given by 

Chrnax(D) = arccos(ID[), 4~ax  c [0, 1jr]. (2.7) 

The homoclinic orbits separate the phase space to three distinct regions - the two identical regions (R1 and R2) 
containing the periodic orbits, denoted by c in Figs. l(b) and (c), which are restricted to one hemisphere (north and 
south, respectively). The region R3 containing orbits a,  b in Figs. l(b) and (c) which are unrestricted periodic orbits 
with q~max > q~hmax. The area of  the restricted regions is: 

/z(R1 (~bhmax)) =/z(R2(~bhmax)) = sin q~hmax -- qShmax COS ~bhmax. (2.8) 

The unperturbed system belongs to the exclusive family of  dynamical systems for which all solutions are found 
analytically. In Appendix A we present the analytic formulae for the fixed points and their eigenvalues, the homo- 
clinic orbits to the origin qh(t; q~hmax) for [D[ < 1, the associated homoclinic solution for the longitude position 
)~: (t; 4~amax), the period (P0 (~bmax; 4~amax) = P0 (E, D))  and action ( I  (~bmax, D))  of  the periodic orbits in the (q~, v) 
phase space, and the longitude position after completion of one period in ~b: 

)~P (q~max, ~bhmax) = )~p(E, D) = .k(t; q~max, (Phmax)lt=P~(~max;~hm.D -- )~(0; q~max, ~bhmax)- 

Consider the structure of  the perturbed problem: formally, (2.1) is a non-autonomous (time-dependent) four- 
dimensional system. However, it follows from (2.1) that 

dD 
= -2~A(~b)k cos(k)~ - a t  + 0), (2.9) 

dt 

therefore, we divide our analysis to two cases: 
Case 1: k = 0. The angular momentum is still conserved and the (~b, v) equations of  (2.1) may be written as a 

time-periodically perturbed one d.o.f, freedom system which depends on the constant of  motion D. 
Case 2: k :;/= O. The phase )~ - ( a / k ) t  serves as a new dependent variable and (2.1) may be transformed to an 

autonomous two d.o.f, system. 

1 These are solutions which are asymptotic to the origin as t ~ -4-o0. 
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3 .  F o r c i n g  w i t h  i n f i n i t e  w a v e l e n g t h  (k = 0 )  

395 

3.1. Equations o f  motion 

This forcing corresponds to a perturbation which does not vary with the longitude. If the amplitude of the pressure 
wave is independent of latitude (A (~b) = const.) then the perturbation merely changes periodically the radius of the 
spherical geopotential and hence has no effect on the motion along it. Therefore, only latitude dependent amplitude 
(At(q~) ~ 0) is of interest. Since the angular momentum, D, is conserved in this case, using (2.4) it follows that 
Eqs. (2. lc) and (2. ld) are independent of)~ and may be analyzed using the standard tools of a one-and-a-half d.o.f. 
Hamiltonian system, depending on the parameters D, cr and on At(q~): 

( D  1) (3.1a) d~ ._  1 coV~b 
dt 2 

dD 
---- 0, (3.1b) 

d t  

d4, 
- -  = v ,  ( 3 . 1 c )  
dt 

dv 1 [1 D2 
- -  ( c---7_/os~o/+ eA'(~b) sin(err ~ sin(2q~) 0), (3.1d) 

and the time-dependent Hamiltonian (for the (~b, v) Hamiltonian system): 

v2 1 (  D )2  
H(q~, v, t; D) = -~- + g c~q~ cos4~ - EA(~b) sin(eft - 0). (3.2) 

The equations and Hamiltonian written for k = 0 clearly demonstrate the relevance of the restriction to latitude 
dependent amplitude of the perturbation. Next we present the analysis of this case, consisting of standard resonance 
and Melnikov function calculation. In Section 3.3 we discover new geometrical and physical implications of the 
Melnikov function calculations which are the consequence of the non-trivial D-dependence of the unperturbed 
problem. 

3.2. Analysis o f  the chaotic motion 

It follows from (3.1) that the (q~, v) system may be treated as a one-and-a-half d.o.f. Hamiltonian system de- 
pending on the parameters a and e and the constant of motion D (D may be taken to be positive for the analysis). 
Mathematically, one views the perturbed system as three dimensional in (~b, v, t) and considers the dynamics of the 
Poincar6 map, a map found by sampling the solutions at t = 2jJr/~r -t- ~o for fixed r0. Using the phase 0 to vary 
the Poincar6 map, we set r0 = 0. By the evenness of A(q~), the Poincar6 map is symmetric with respect to: 
(i) 4~ --+ - 4  ~, v --~ - v  for all 0, 

(ii) gb -+ -q~, t ~ - t  when 0 = 21-re, 3zr. 

Hence, it is beneficial to use 0 -= ½zr for plotting Poincar6 maps. 
Resonances: For D > 1 the solutions to the unperturbed problem are periodic in t. In the Poincar6 map, the orbits 

with periods rationally related to 2zr/a (these are called resonant orbits) appear as periodic orbits of the mapping 
(each orbit consists of a finite set of distinct points), and those which are irrationally related trace a continuous closed 
curve. For small enough perturbation "most" of these curves survive (the ones which have periods sufficiently far 
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from being resonant). When resonance of  order n / m  occurs, i.e., when the period of  the unperturbed periodic motion 

in the (q~, v) plane, P¢(¢max, D), satisfies 

n 2yr 
PC -- , (3.3) 

m a 

a chain of  islands in the (~b, v) plane appears. Namely, a stable periodic orbit emerges, crossing the equator 2m times 

as t covers the interval [0, 2nJr/a] and orbits which are sufficiently close to this solution - namely belong to the 
resonance band - oscillate about it (the resonance band width is proportional to ~ and is exponentially decreasing 

with n/m). For example, using (A.6), it follows that PC (~bmax, D )  1(0.982 ' 1.2) = 2yr and PC (~bmax, D)1(0.508,1.2) = 4re 
for a = l, D = 1.2, hence the 1 : I and 1 : 2 resonance occur near the latitudes ~b = 0.982 = 56.25 ° and 
~b = 0.508 = 29.10 °, respectively. In Section 3.3 we will confirm these analytic findings by numerically calculating 

the Poincar6 map. 

The width of  the resonance band is given by 

4 / 6Mm/n(a' 9 )  
A I  = V ~'2t(Im/n' D) ' 

where M m/n (a, D) denotes the magnitude of  the sub-harmonic Melnikov function, I m/n the action and $21 de- 

notes the periodic orbit frequency's derivative, all evaluated on a resonance orbit satisfying (3.3). The action I = 

I (~bmax, D )  is given in Appendix A (and the resonance condition (3.3) determines 4~max as a function of  (D, m/n, a)). 
The existence of  large resonance zones implies the appearance of  new, localized structures in the perturbed flow. 
The localization found here is in the (q~, v) plane - namely localization in latitude. Using Eq. (A.7) we may find 
the associated zonal behavior. For 0 < D < 1 a similar scenario happens for periodic orbits in each of  the regions 

R1, R2, R3 which are bounded away from the separatrix. Moreover, in this case we expect to find structures which 

are localized both zonally and meridionally. A particularly strong resonance occurs when 2zr /a  is rationally related 
to the natural frequency of  the elliptic points, the inertial frequency, 2Jr/4q- - [D[ (see Appendix A). 

The implication of  the resonance on dispersion is that in the resonance region there is a strong non-uniformity in 
q~: starting with a line of  weather balloons inside the resonance leads to less dispersion than the linear one observed 
in the unperturbed case whereas putting the line of  weather balloons near the hyperbolic periodic point leads to 

exponential dispersion, faster than in the unperturbed case. Examples of  these effects are presented in Section 3.3. 
Homoclinic chaos: For [D[ < 1 the separatrix breaks down enabling orbits to spend several rounds in the 

north hemisphere and then hop to the south hemisphere and vice versa. The change in the Hamiltonian along the 

separatrix is expressed in terms of  the Melnikov function M(t0, 8, a, ]DI) [21-24], a periodic function in to of  
period T = 2yr/a:  

8, a, 191) = 2 cos(at0 + 8) I vA'(~) sin(at)]q~(t;arccos(IDI)) dt = M0(a, [DI) cos(ato + 8). (3.4) M (to, 

0 

where to serves as a parametrization along the homoclinic orbit. For fixed D, the distance between the stable and 
unstable manifolds along the ~b-axis is given by 

4IDIM(0,  8, a, [D[) + 0@2) d(a ,  IDI) cos(8) + 0@2), (3.5) d(8; a, [D[) = e = 
l1 - O213/2  

where to of  (3.4) is set to 0 in (3.5) since here we define the distance to be measured along the ~b-axis and 

41DIM0(a, [DI) 
d(a ,  IDI) = E + 0@2). (3.6) 

l1 - 9213/2 
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As long as MO (or, [ D I) does not vanish the Melnikov function has simple zeros, implying that the stable and unstable 

manifolds intersect transversely. 

Three remarks are now in order: 
(1) Notice that while both M0 and the normalization factor in (3.6) do not depend on sign (D), the initial westward 

velocity at the equator does (see (2.4)): 

uh(D) = lim uh(t) = I ( D  -- 1) = l ( s i g n ( D )  cos(4~amax) -- 1), 
t -+zkoo 

and so does the kinetic energy on the unperturbed separatrix: 

Ea(g'rmaax, sign (D)) = Eh(D) = 1(sign (D) COS(¢hmax) -- 1) 2 = ~(O -- 1) 2. (3.7) 

It follows that a decrease in ua beyond - 1  (equivalently an increase in Ea beyond 0.125) results in the same 

chaotic dynamics observed for larger ua values (smaller energies), or in mathematical terms, M0 is at least a 

two-to-one function of  uh and Eh. It follows that the chaotic behavior is exactly the same for initial conditions 
near the equator with the different westward velocities ua(D) and uh (--D).  The geophysical interpretation is 

that these westward velocities lead to the same homoclinic orbits in (q~, v) space - one passing east of  the north 
pole and the other west of  it (similarly for the south pole). The extent of  the chaotic region depends on the 

maximal latitude reached by the homoclinic orbit and not on its longitude position. 
(2) It is customary to interpret the amplitude of  the Melnikov function (M0(cr, ID[)) shown in Fig. 2 as a measure 

of  the degree of  chaos in the system. However, there are several different quantifiers of  the chaos in the 

system (e.g. stretching, maximal mixing, maximal chaotic zone, etc.), which depend on the Melnikov function 
magnitude a n d  on the properties of  the unperturbed flow. Since the unperturbed structure depends on I Dh larger 

M0(m IDI) does not necessarily imply "more chaos", and one has to be more precise about the interpretation 

N e l  n tk o v ,  K = @ D t s L e n c e ,  K = 0 

o . 6  
d 

~,~ 
~.~ 

~'I 

1 4- 1~3 
~ i-, 

0.6  
0 . 2  (Y 

Fig. 2. Separatrix splitting for the infinite wavelength perturbation (k = 0): (a) Melnikov integral amplitude; (b) distance function 
amplitude. 
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_60  ° . 4 0  ° . 20  ° O ° 

(a) ,k 
2 0  ° 4 0  ° 6 0  ° 

Fig. 3. Resonance influence on stretching: (a) Poincar6 map with k = 0, cr = 1, D = 1.2, E = 0.25, A(q~) = cos(~b), +, <> - location 
of initial conditions for stretching study; (b) location of particles at t = 40~r = 125.664; (c) length of a line connecting the particles; 
(d) pairwise dispersion. 

of  the Melnikov function calculation. In Section 3.3 we use the Melnikov function calculation to extract several 

physical  properties of  the chaotic flow, including estimates of  the extent of  the chaotic zone in (4~, Z) for a given 

westward velocity. 

(3) Notice that from (3.6), d(cr, 0) = 0 regardless of  the value of  M0(cr, 0) and this is apparent in Fig. 2 where 

M0(cr, 0) > 0 while d(o-, 0) = 0. Indeed, the chaotic zone becomes thinner n e a r  ~)hmax as [DI --+ 0 while its 

width near the equator is proportional to ~ 0) in this l imit  (see Section 3.3.1 for details). 

3.3. Applications o f  the analysis 

Resonances: The existence of  resonances established in the preceding section has important consequences. In 

Fig. 3(a) the Poincar6 map at 0 = ½zr is shown, where the 1 : 1 and 1 : 2 resonance bands are clearly seen near 

~b = 0.98 ~ 56 ° and ~b = 0.5 ~ 28 °, respectively (the symmetry of  the perturbed system implies the appearance 

of  two islands of  stability for the 1 : 1 resonance band). Here the implication of  these resonances are presented: 

for the example of  Figs. 3(a) and (b) we demonstrate that a group of  initial conditions placed on the equator with 

initial velocities (u0, v0) ~ (0.1, 0.7) disperses approximately the same way when E ~ 0 and E = 0. In fact there 

is an O(~/~) dispersion in the maximal  latitude reached by the initially close initial conditions. On the other hand, 

a group of  initial conditions placed near ~b = 56.25 ° with initial velocities (u0, v0) ~ (0.8, 0.0) disperses much 

slower when E 5~ 0 than in the unperturbed case. Moreover, this group of  initial condition stays in the northern 

hemisphere for all times when e 5~ 0 whereas for E ---= 0 the same initial conditions lead to periodic unrestricted 

motion visiting both hemispheres. These examples demonstrate the two general features of  fast separation near the 

hyperbolic periodic orbits which are created by the resonances and the "over" stability which i sc rea ted  inside the 

resonance island. In Figs. 3(c) and (d) we present two crude measures of  these effects: we pick a set of  N = 100 

close initial conditions ordered along a line of  increasing latitude or northward velocities, and measure the length of  

the line (Fig. 3(c)) and the averaged pairwise distances between the trajectories (Fig. 3(d)) every Poincar6 section 

(the latter measure is common in atmospherical  field experiments [6]). We repeat the above numerical experiment 

for both e = 0 and e 5~ 0, and for two sets of  initial conditions: we place one set of  initial condition inside the 

1 : 1 resonance zone and one across the hyperbolic points of  the 1 : 1 resonance (using the symmetry we can locate 
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Fig. 3. Continued 

these points accurately for e 5~ 0), see Fig. 3(a). The over stability property is clearly seen. Theoretically, for e 5~ 0 
the lines placed across the hyperbolic points should cause exponential stretching and a dispersion over a region of  
size O(~/~) .  These phenomena are not observable in Fig. 3: the first phenomenon occurs in an exponentially small 
neighborhood of  the hyperbolic point, hence it is not expected to be significant physically, and it is not detected 
numerically by simple means.  The second phenomenon is expected to be significant at longer times - indeed, it 



400 V. Rom-Kedar et al./Physica D 106 (1997) 389-431 

appears after a longer integration time by which the initial conditions complete at least one cycle. By then the 
presentation of the curves becomes too cluttered, hence the figures showing these phenomena were not included. 
We also note that for clarity of presentation we have used large velocities and perturbation parameters, yet the same 
phenomena occur near all resonances appearing for geophysical velocities as well. 

Homoclinic chaos: Several physical quantities are estimated using the calculation of the Melnikov function 
presented in Fig. 2: the extent of the chaotic zone and the zone of motion restricted to one hemisphere, the stretching 
rates and the mixing rates. These estimates are quite standard for a fixed [D[ value, corresponding to the properties 
of a single trajectory, and appear in various papers dealing with one-and-a-half d.o.f. Hamiltonian system [25-28]. 
However, fixing D is not physical when ensembles of initial conditions are considered. We extend some of these 
classical estimates to apply for physical ensembles with variable D values. 

3.3.1. Chaotic zones in qb, X, v and u 

The basic analytical tool used here is the analytical expression for the distance between the stable and unstable 
manifolds of the equator near the homoclinic orbit at qh(--t0), which is given, for fixed D, finite to a n d ,  sufficiently 
small, by 

d ( - t o ,  0; , ,  o-, IDI) = ,  M(to, 0, a, ID[) + O( ,2  ) (3.8) 
11 VHO(qh(--to)) [I 

(this expression yields (3.5) for to = 0). First, we use the estimate of this distance to measure the width of 
the chaotic zone (also called the stochastic layer) along the ~b-axis for a fixed D value. The stochastic layer in- 
tersects the positive ~b-axis near @amax = arccos(lDI) and near the equator. Near 4~hmax, half the layer width 
is: 

A~bD(D, , , cY)=  K l ( D , , , e y ) % a x d ( O , O ; , , f f ,  O) :,K14[-~o~m°(~ff.'Y?[ D z ~/z q--O(,)),  (3.9) 
( - ) 

where K1 = Kl(a ,  D, E) > 1 is an unknown, possibly discontinuous function of its arguments. There are some 
non-rigorous methods for approximating the asymptotic form [25,27,29] of K1 for sma l l ,  or large a ,  however, 
finding a rigorous and/or sharp bound of this function is a difficult problem which remains open despite the vast 
amount of research of one-and-a-half d.o.f. Hamiltonian sYstem. By itself, without knowledge of K1 formula (3.9) 
may seem empty. Nonetheless, we will show that various quantifies may be related to (3.9) with the same unknown 
function K b  hence some quantitative predictions on, for example, the relative size of the chaotic zones, may be 

found. 
To find the width of the stochastic layer near the equator for fixed D we use the observation that the Melnikov 

function approximates the change in the kinetic energy under one revolution near the separatrix, and relations (2.3) 
and (2.4) between the energy and (~b, v, D) at (q~, 0, D): 

/ [2 'K1M°(°"-D)  V/ IMo(o-, D)I (3.10) 
A~bD,equator(D , ¢, o') = V[ 02H/Ocb2 = ~ 8 (l - D 2) 

Using the above estimates for the chaotic zones in 4~ for a fixed angular momentum, we find the extent of the 
chaotic zones in 4~ for agiven u0, v0, i.e. we pose the following question: given afixed eastward (westward) velocity 
u0 > 0 (u0 < 0), and no initial northward velocity v0 = 0, what are the latitude and longitude positions that will 
lead to chaotic dynamics for small , ?  

Since the chaotic dynamics is uniform in )~, we conclude that the chaotic regions will be in the form of strips 
around the globe, see Fig. 4(a), To find these strips, notice that varying q~o corresponds to changing D according 
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Fig. 4. The extent of the chaotic zone: (a) geometry of the chaotic zone in ( l ,  ¢)  plane; dashed region-restricted motion, blank-unrestricted 
motion, dotted - chaotic motion; (b) chaotic extent for uo > 0; (c)chaotic extent for uo < 0. 

to (2.3a), therefore, for eastward velocities (0 < u0 < 1, with u0 ~ ½) ¢o > ~bell(D(~b0, u0 ) )  and the chaotic zone 
occurs for latitudes close to the separatrix latitude (see (2.7)) 

= q~hmax (1 -- 2U0) --= arCCOS(I 1 -- 2u0 [), (3.11) 

namely the initial condition (¢0, vo = 0, Ao, uo) is chaotic if 

d/)O---~ 6 [--AdPuo>O, AdPuo>O] = [--AdpD(D(~-- ACD, UO),e, cr),ACo(D(-¢ + AdpD, UO),e,a)]. (3.12) 

Expanding (2.3a), (2.7), (3.9) and (3.12) we find 

ACD(I1 -- 2u01, e, a) l  eK1 [Mo(o', l1 -- 2uol)l 
A~b,0>0(u0, ~, a )  = [1 -- 2u01 = 2(u0(1 -- u0))3/2 (3.13a) 

Calculating A ¢  for u0 = 0.005, 0.01, 0.02 and for 0.001 < a < 0.8, we find that A¢  is in the form of a hump, 
which becomes spikier and closer to a = 0 as uo is decreased, see Fig. 4(b). 

For westward velocities ( - 1  < uo < 0), q~o < q~ell(D(~b0, u 0 ) ) ,  hence the chaotic zone occurs for latitudes close 

to the equator namely for q~ e [--Aq~equator, Aq~equator]. Using relation similar to (3.12) and expanding (2:3a) and 
(3.10) we find 

A~buo<0(u0,  E, G ) ~'~ A~bD,equator(1 + 2uo, e , a )  Kv/~lea/2 IM°(a '  
1 + 2uo)[ 

- u o ( 1  + uo) (3.13b) 
v 
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ACuo<0(U0, E, a )  is also of  the form of a hump which narrows down and approaches a = 0 as lu01 is decreased, 
yet its maxima does not increase as uo ~ 0, see Fig. 4(c). A preliminary numerical test of  the above results has 
been conducted. We measure the extent of  the chaotic zones by computing Lyapunov exponents on a grid of  initial 

conditions with variable (C, ~-) and fixed u0 and v0 = 0. So far we find qualitative agreement with the above 

estimates (e.g. the insensitivity to lu01 for u0 < 0 vs. the strong sensitivity to u0 for u0 > 0), yet quantitative 
features are still unresolved. In particular the evidently significant role of  K1 on the actual chaotic extent and on the 
error terms in the above estimates is left for future work. 

Now, we estimate the chaotic zones in the velocity field. The width of  the chaotic zone in v along the line 

C = Cen(D) = arccos([vrrD-/), corresponding to ensemble with variable v0 and fixed u0 (u0 = 0 if D > 0 and 
u0 = - I~/]-~ if D < 0), m a y b e  easily found as this ensemble keeps D fixed. The chaotic zone is located near 

Vmax(Cell) = I ( C O S ( C e l l )  2 - -  1) = 1½(-t-D(Cell) :7 1)l = l (1  -- D(Cell)), (3.14) 

and its width is found from (3.8) with qh(--t0) = (Cel l (D) ,  Vmax(Cell) tO be 

( M0 (°', c°s2 (Cell)) _t_ O@2))  
zSv(D, e, a )  = AU(Cel l (D) ,  e, o-) = K1 E Omax(Cell) 

( M0(°-' COS2 (Cell)) nt- O@2)) .  (3.15) 
= K1 e (1 - -  COS(Cell)2)/2 

Fixing the initial latitude at the equator and uo 6 ( - 1 ,  0), we obtain, as in (3.10), an O(ff~) chaotic zone in vo, 
associated with the hyperbolic nature of  the equations near the equator: 

IAvequator[ ~ x/EKIMo(a, 1 - 21u01). (3.16) 

Finally, the chaotic zone in the eastward initial velocity is estimated. Fixing the latitude at Co and the initial 
northward velocity at 0, we conclude that initial eastward velocities leading to chaotic behavior belong to one of  

the two intervals (Umin,max(C0, 0, a )  - Au, Umin,max(C0, 0, O') -~- A u )  where 

Umin(C0, 0, a )  = -½(1  + cos(Co)), 

Umax(C0, 0, a )  = ½(1 -- cos(C0)) = Umin + 1. (3.17) 

Au is defined implicitly by requiting the latitude Co to belong to the boundary of  the chaotic zone with the 

corresponding angular momentum: 

@unax(D(C0, Umin,max -4- Au)) 4- Smin,maxACD(D(Co, Umin,max q- AU), ~, if) • CO, (3.18) 

where Srnin = --1, Smax = 1 and D(C0, u) is found from (2.3). Expanding (3.18) in e and using (3.17), (2.9) and 
(2.4) we find: 

21M0(a, cos(C0))l 
3 u  = ¢K1 sin(C0)2 (3.19) 

Using the same tools one can find an expression (a rather complicated one) for Au@0, v0, ¢, a )  - the chaotic zone 

in u0 for a given initial (Co, v0). 
We conclude with two remarks. First, notice that in each of  the above measures of  chaos (3.9), (3.13), (3.15) 

and (3.19) the Melnikov function appears with a different normalization factor which depends on Co (or Cell) in a 
nontrivial manner, hence there is no one frequency producing the most chaos for all different ensembles. Second, in 
practice one may be interested in specific range of  energies and initial velocities and then the above formulae may 
be used. A global estimate, over all latitude positions/kinetic energies, are formulated in Section 3.3.4. 
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3.3.2. Maximal zone o f  stability in 4', v and u 

When 6 = 0, the elliptic fixed point/periodic orbit located at latitude 4'en = arccos(Iqq-D-T) is surrounded by a 
zone of stability; a particle placed at latitude 4'en with the same initial westward velocity u0 as of  4'en (from (3.1) 
and (2.4), u0 = 0 and D = D(4'en) = cos2(4'en), or u 0 =  - c o s  4'en and D = -D(4 ' en) )  and with a sufficiently 
small initial northward velocity v0, will oscillate about 4'en in a quasi-periodic motion restricted to one hemisphere. 
For v0 << 1 the motion is clearly restricted to one hemisphere and one of its frequencies is close to the inertial 
frequency. In fact, the motion is restricted in 4' as long as Iv01 < Vmax(4'e11) where Vmax(4'e11) denotes the velocity on 
the separatrix at 4' = 4'eil and D = -4-D(4'ell) (3.14). I f  Iv01 > Vmax(4'ell), the orbit is unrestricted in 4' - the particle 
travels to both hemispheres in a quasi-periodic fashion. 

Clearly, for small e, the perturbed flow has a zone of stability as well. Mathematically it is simple to observe 
that by fixing D = +D(4'en) the one-and-a-half d.o.f. Hamiltonian system (3.1c) and (3.1d) has a zone of stability 
bounded by the largest KAM torus which survives. There are no analytical methods for systematically finding the 
extent of  this K A M  toms to a given accuracy - the unknown function K1 of (3.9) reflects this fact. Instead, we use 
the previous estimates for the chaotic zone to estimate the restricted motion zones. 

For fixed D and v0 = 0, the motion is restricted to one hemisphere for 4'0 in the intervals ±(4'min, 4'max): 

/n [M0(~r, cos2(4'ell)) [ 
4'min(V(4'ell),6, o') ~--- AD,equator(D, 6,0") ~-~ ~//~-16~i ( ' 1 ~ - C ~  ' 

4'max (D(4'ell), e, ~r) ----- 4'hmax(D) -- A4'D(D, 6, 0") (3.20) 

= arccos (COS(4'en) 2 ) -- e K1 41M0 (~1' -c°S2cos(4'en)4) 3/2(4'e11)) [ cos 2 (4'en) 

Fixing u0 6 ( - 1 ,  1) and v0 = 0, the range of  4'0 leading to restricted motion is found from (3.12) and (3.13) to be 
of  a different nature (see Fig. 4): 

4'0~ +(a rccos( l l  - 2u0l) + A4'u0>0(u0, 6, o-), ½zr) for uo > 0, (3.21) 
4'0~ +(A4'uo<0(u0, 6, a ) ,  ½zr) for u0 < 0. 

The maximal  northward velocity of  a particle placed at latitude 4'0 = 4'ell with the same initial westward velocity 
as of  4'en (i.e. uo = 0 or uo = - cos(4'en)) which is restricted to stay in one hemisphere is found using (3.15): 

Vmax(4'ell, 6, o') = m~n Vmax(4'ell, 0, 6, o') -< Vmax(4'ell) -- 6K 1 M0(~r' C°s2(4'ell)) 
Vmax (4'ell) ± 0(62) 

1 (1  . .  M0(o', COS2(4'ell)) "~ 
= 7(1 -- cos(4'dl) 2) - - 6 ~ 1 0 - - -  ~ 4 )  + 0 ( 6 2 ) "  (3.22) 

Notice that D is independent of  vo, hence Vmax(4'ell, e, or) gives the extent in v of  the stability zone at D = 
± cos(4'el02. 

Finally, fixing 4'o we find the maximal interval of  u0, (Umin (4'O, 6, or), Umax (4'o, 6, r~)) such that an initial condition 
at latitude 4'o with zero northward velocity will be restricted to one hemisphere. Here D varies with u0 according 
to (2.4). Using (3.19) we find 

d (or, cos (4'0)) 
Umin,max(4'0, 6, or) : Umin,max (4'0, 0, o') -- Smin,max6K1 (34'hmax/OD)(OD/Ou) 

21M0(cr, cos(4'0))[ (3.23) 
= Umin,max (4'0, 0, or) - Smin,maxeKÂ sin(4'o) 2 
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3.3.3. Core area 

For a given D value, the area of  the invariant region is estimated by 

/z(Acore(D)) ~" I(~bmax(D, ~, a ) ,  D), 

where ~bmax is defined by (3.20) and the action I (~brnax, D) is given in Appendix A (Eq. (A.7)). As discussed above, 

the condition that D remains fixed renders the problem non-physical. We define instead the core volume Vcore to be 
the volume in (q~, v, ;~, u) space inside of  which only restricted motion is possible (these definitions are similar to 
the quantities defined for two-dimensional quasi-periodic flows, see [30]). Then 

1 ~brnax 2zr 

V o o r e ( e , ~ r ) ~ 2 f f f v c o s ( ¢ ) d Z d ¢ ~ - ~ U D d D  

--1Cmin 0 
1 ~bmax 1 

= r c f f v d 4 ~ O D = : , r f I ( 4 ~ m a x ( D , , ~ , a ) , D ) O D .  

-1 ~bmi n -1 

(3.24) 

We normalize this by the unperturbed core volume - the volume enclosed by the separatrices for all D. Using (2.8), 

we find 

1 f~r/2 7r 2 
f 

Vcore(0) = Jr ] / z ( R I ( D ) )  dD  = 2zr ] sin(~b)(sin(40 - q~ cos(q~)) d~b -- 4 (3.25) 
* 2  t t  

-1 0 

Clearly the prediction gives a smooth dependence of  Vcore on E as it is insensitive to the breakup of  KAM tori which 
causes, in reality, a discontinuous dependence of  gcore on ~ and a (which is lurking in the coefficient K1). 

3.3.4. Area o f  stochastic zone 
Similar to the previous calculation, the area of  the chaotic zone for a fixed D may be estimated by 

/z(Ast(D)) > I(q~hmax(D) q- Kld (a ,  D))  -- 2I(~bmax, D). 

Here, since the calculation is valid near the separatrices, the above estimate may be used to approximate the area of  
the stochastic zone associated with a given westward velocity near the equator. Integrating over all relevant values 

of  the angular momentum we find 

1 
t *  

Vst (E, or) ,~ 7r I I ( q~hmax ( D ) + K l d ( rr , D ) , D ) d D  2Vcore(E, o'). 

-1 

3.3.5. Mixing - Lobe area 
Every Poincar6 map, the phase-space area transferred between the restricted and unrestricted motion for a fixed 

D value is given by the area of  the turnstile lobes [28,31 ], which may be approximated by integrating the Melnikov 
function between two subsequent zeros [28]: 

~r/o- 

/x(L) = f EM0(a, D) s i n ( a t 0 )d t  -- 2eIM0(a,a D)I (3.26) 

0 
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The largest flux (transfer-per-unit-time) between restricted and unrestricted motion is achieved when 

405 

~z(L) 
F ( D ,  or) -- (3.27) 

2rr/cr 

is maximal. The probability of  transfer between restricted and unrestricted motions may be roughly estimated, for 
initial conditions in the stochastic layer [31], by 

4/z(L) 
Ptrans(D, ~, or) = (27r/cr)/z(Ast)" (3.28) 

Namely, if Ptrans is large, the orbits in the stochastic layer fluctuate between restricted and unrestricted motions 

quite frequently whereas small Ptrans corresponds to the existence of many orbits which travel in one hemisphere 
for long times, then transfer to unrestricted motion and stay unrestricted for a long time and so on. The probability 

of  transfer from restricted to unrestricted motion in q~ may be similarly defined and calculated. The relation between 

the fixed D results and variable D may be found as in Section 3.3.1. More accurate estimates for finite time scales 
of  the transport rates between the north and south hemispheres may be found using the topological approximation 
method (TAM), a method which uses the templates created by the manifolds structure (the Birkhoff signature) to 
approximate the transport and the stretching rates [32]. 

Summary - characteristics o f  chaos for  k = 0. The list given above shows that there are several qualitative 
and quantitative characteristics for the chaotic behavior which may be estimated using the period function, the 

action and the Melnikov integral. For fixed angular momentum D and variable ~r the typical one-and-a-half d.o.f. 
Hamiltonian system scenario emerges (see Fig. 2) - for large cr values the Melnikov integral approaches zero 

exponentially - leading to small chaotic regions, small lobes and small stretching rate. For each D there ex- 

ists an optimal cr for which M0(cr, D) is maximal, and M0(cr, D) --+ 0 as a --+ 0. All the measures of  the 
extent of  chaos reflect this dependence on a as these depend monotonically on K1Mo(cr, D) for fixed D (i.e. 
fixed q~0, ~bell in Sections 3.3.1-3.3.5). The resonances, lobe areas and the stretching rates depend explicitly on 
a ,  hence their dependence changes with cr and M accordingly. For example, as cr tends to 0 a delicate bal- 

ance between the various terms arises - the lobe area increases as a decreases, the stretching rates increase 
and other pathological effects, associated with the adiabatic nature of  this limit, arise. We are currently work- 

ing on calculating and interpreting two other classical estimates - the energy deviation estimates and the stretching 
rates. 

Changing D (by varying the initial westward velocity or the initial latitude) gives rise to a completely different 
scenario as it corresponds to variations occurring between different unperturbed structures. Here, the magnitudes 
of  the Melnikov function and of  K1 are not sufficient for describing the properties of  the chaotic flow. For example, 
fixing or, M0(cr, D), attains its maxima at D = 0 whereas the maximal distance, d(cr, IDI) attains its maxima at 

some 0 < D < 1. Therefore, given a value of  or, while the kinetic energy variations will be maximal near D = 0 
(u0(q~ = 0, D = 0) = -0 .5 ) ,  there are two "optimal" westward velocities at the equator u~ = u(0, - 9 ;  or) < 

- 0 . 5  < u~ = u(0, D;  or) for which maximal chaotic zone in q~, v plane will be attained (see Fig. 2(b)). The first 
such velocity, u01 , is large in magnitude, hence unphysical for geophysical applications while the other, u02,: is directly 
relevant to flows in the atmosphere or the ocean at values of  0.001-0.01 moving westward at the equator or eastward 
at ~ = arccos(1 - 2]u~l). We observe that D(cr) --+ 1 as cr ~ 0 and d(cr, D(cr)) seems to increase with no bound 
as cr -+  0 (though the limits: cr --+ 0 with D held fixed, and D --+ 1 with cr held fixed, lead, as expected, 
to vanishing d). 
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4. Forcing with finite wavelength (k ~ 0) 

4.1. Equations of  motion 

As the angular momentum,  D, varies with time according to (2.9), the equation for 0P, v) (latitude and northward 
velocity) and the one for ()~, D) (longitude and angular momentum) are coupled. Introduce the wave velocity c: 

c = c r / k ,  (4.1) 

and define A, the conjugate variable of  D, by 

A =  ½ ( ~ - c t ) .  (4.2) 

Thus, A is the longitude coordinate in the travelling wave moving frame. The system (2.1) is replaced by 

dA 1 D 1 ( ~ )  OH (4.3a) 
dt -- 4 cos 2 q} ~ C + = OD'  

dD OH 
dt 2k~A(tp) cos(2kA + 0) -- OA' (4.3b) 

do OH 
- -  = v = - - ,  (4.3c) 
dt Ov 

= dv 1 sin(2~b) 1 - EA'(q~) sin(2kA + 0) -- , (4.3d) 
dt 8 c 0¢ 

where H ,  the Hamiltonian, is given by 

1 )  2 ( o )2 1 
cos tp _ c 2 D + EA(¢) sin(2kA + 0). (4.4) H(~b, v, A, D) = T + g co-7~b 

Using the symmetries of (4.3) and (2.2), and requiring, on physical grounds, that ~r > 0, it is easy to show that the 
relevant parameter ranges for (4.3) are: 

_ 1  < c < ~ ,  sign (k) = sign (c), k 6 Z ,  e > 0 ,  0 < 0  <2zr ,  (4.5) 
2 - -  - -  - -  

as all other values may be reduced to the above. Mathematically, the natural period for A is ~-/k, however, physically, 
it is ~r. When considering dispersion of particles, this distinction is important, hence we keep A E [0, zr). Note that 
(4.3) is not symmetric with respect to reflections in D: when D ~ - D  the equation for A changes in a non-invariant 
manner (though for the unperturbed case, the system in (q~, v) is symmetric with respect to reflections in D). This 
asymmetry is due to the unidirectional rotation of  the earth. 

4.2. The energy surfaces 

Eqs. (4.3) constitute a weakly coupled two d.o.f. Hamiltonian system, and their solutions lie on three-dimensional 
energy surfaces in (v, q~, D, A) phase space, given by level sets of H of (4.4). The structure of  the energy surface 
serves as a backbone for understanding the solution structure for specific values of  the parameters and for the 
various regions in phase space. Fixing A = 0 = 0, the cross-section of the energy surface is two-dimensional, 
and is presented in Figs. 5 and 6 for increasing value of the energy level H and for two typical c values. Other 
cross-sections, corresponding to different values of  A, may be viewed as changing the value of  H by an O(e) 
amount and as slight deformation of the surface if A (q~) is not constant. 
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Fig. 5. The energy surfaces for c > 0, A = 0: yellow shade dA/dt  > 0, blue shade dA/dt  < 0, green/red curves (1, -4-1) resonances of  
zonally rotational/oscil latory type. 
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Fig. 6. The energy surfaces for c < 0, A = 0; same color-code as in Fig. 5. 
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The unperturbed motion occurs on constant D lines on the energy surfaces - a few of  these level curves are drawn 

in black on them. To present the unperturbed motion in the A direction in a compact fashion we color the regions 
on the energy surface for which dA/dt is positive along the unperturbed orbits by light (yellow-green) shading 
and the regions on which it is negative by dark (blue) shading. This coloring scheme enables us to structurally read 

the four-dimensional flow from the two-dimensional energy surface plot as described in Section 4.2.2. Moreover, 

we color the D-level set for which strong resonances occur: red line for oscillatory resonance in A (1 : 0 resonance) 
and bright green line for strong rotational (1 : 4-1) resonances between ¢ and A (see Section 4.4 for details). Fig. 7 
presents this information using the energy-momentum bifurcation diagram: the regions in which back-flow (regions 

in which dA/dt changes its sign along unperturbed orbits) occur are shaded, oscillatory resonances are marked and 

the stability properties of  the singular circles are indicated. 
In Section 4.2.1 the construction of  the energy surfaces and the corresponding bifurcation diagram of the energy- 

momentum map (Fig. 7) for 0 < c < ~ (Fig. 5) and - ½  < c < 0 (Fig. 6) is described. In Section 4.3 we interpret 

these results and find all typical and degenerate dynamical behavior according to the above bifurcation diagrams. 

4.2.1. Construction of the energy surfaces 
It follows from (4.4) that at the origin 

Hor (O)  = H ( 0 ,  0, 0, D)  = l ( o  --  1) 2 - l e D ,  (4.6) 

so for a given H, the energy surface touches the surface ¢ = v = 0 of  singular circles at D + ( H ) :  

D+(H) = (1 + 2c) 4- 2~/2H + c(1 + c). (4.7) 

This curve is plotted in Fig. 7 as a dashed line for hyperbolic invariant circle (i.e. for IDI < 1) and as solid curve 

for the non-hyperbolic case (I D I > 1). 
The minimal value of  H for which an energy surface includes the origin is given by 

Hmin = min Hor(D) = --½c(1 + c), (4.8) 
D 

with the minimizing D value 

Dr = 1 + 2c. (4.9) 

Consider the case c > 0. Then D+(H) > 1 for all H > Hmin, and D_(H) > 1 for H e [Hmin, H-c~2] where (see 
Fig. 7(a)): 

H-c~2 = m~n{D_sign(c) = 1} = - ½ c .  (4.10) 

From (4.4), for A = 0 = 0, 

v 2 1 ( c ~ s ~ ) 2  2 c - -  = H  - c o s ¢  + - D ,  (4 .11 )  
2 8 

which implies that for c > 0 only H > Hmin need to be considered. For D E (D_ (H),  D+ (H))  the :r.h.s. of  (4.,11) 

is positive at ¢ = 0, hence the energy surfaces include only unrestricted orbits for these values of  H ' s  and D's ,  as 

depicted in Fig. 5(a). In the energy-momentum map (Fig. 7) the allowed regions (the regions for which (4.11) has 
real solutions) are indicated by stripes. 

To color the surfaces, the behavior of  dA/dt is investigated: It follows from (4.3a) that 

dAdt ¢=0 = l ( o  -- 1 - -2c) ,  
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Fig. 7. Energy-momentum bifurcation diagram: striped area - allowed regions for motion: shaded region - backflow in A; (.-.) - 
oscilattory resonaces; stable periodic orbit; (- - -) - unstable periodic orbit. 

hence  d A / d t  is pos i t ive  at ~b = 0 for  D > 1 + 2c  and negat ive for D < 1 + 2c. In fact, (4.3) impl ies  that d A / d t  
changes  s ign at ~b = ~br where  

cos 2 q~r - -  D 
2c +i  1 '  (4.12) 

hence  the l ine ~b =/A~r defines the border  be tween  ye l low and b lue  on the energy surfaces. It fo l lows that d A / d t  
m a y  change  sign a long  orbits only  i f 0  < D < Dr where  Dr = 1 + 2c as in (4.9). Substi tut ing (4.12) in (4.11) we  

restrict  D so that v 2 is non-negat ive  at ~b = q~r; s ince 

c(1 + c)D 
v 2 = 2 H  + 

1 + 2 c  

and the r.h.s, vanishes  for  D = Dza(H), 

2.( ,+ct Dza(n) - -  1 + , (4.13) 
¢ 
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it follows that dA/dt vanishes on a given energy surface H (at ~b = ~br) for D 6 [max{0, DA(H)},  Dr] for c > 0 

and for D 6 [0, Dr] for c < 0. These regions on which backflow occurs are shaded on the energy-momentum map 
(Fig. 7). 

For c = 0.5, Hmin = -0 .375  and H-c~2 = -0 .25 ,  hence Fig. 5(a) falls into this first range. The changes in 
the energy surfaces for c > 0 as H is further increased from its minimal value Hmin are briefly described. At 
H = H-c/Z, D_(H) = 1, so that the bifurcation point lies on this energy surface. Increasing H further brings the 
separatrix and the elliptic points onto the energy surface. Eqs. (2.5) and (4.4) imply, in this case, that the elliptic 

points on the energy surface H have angular momentum: 

D e l l ( H )  = 

- 2 H  
- - ,  D > 0 ,  

c 

- - 2 H  
D < 0 .  

c + l '  

(4.14) 

Also, Eq. (4.7)implies that I D - ( H ) I  < 1 for I-l--c~ 2 <_ H <_ Hmax where 

Hmax = max{HlD_(H) >_ - 1 }  = H o ( - 1 )  = ½ ( c +  1), 
H 

(4.15) 

hence the separatrices emanating from (0, 0, D_  (H),  A) and the elliptic points are contained in the energy surface 

with energy H for such H values, as depicted in Figs. 5(b)-(e) and 7. 
The difference between the first of  these three panels, Figs. 5(b), (c) and (d), is the different behavior of  d A / d t  in 

the vicinity of  the separatrices; indeed, as long as D_ (H) < DA (H), dA/dt  may not vanish along the separatrix, 

as shown in Fig. 5(b). Since D_(H) = DA(H) when q~r = qOhmax, we use (2.7) and (4.12) to conclude that at that 
point D_(H) = DA(H) = Dc, where 

1 
De 2c + 1'  (4.16) 

and this determines the critical value of  H:  

1 (  1 ) 
H c = H o ( D c ) = g  ( 1 + 2 c )  2 1 . (4.17) 

Hence, for H c (H-c~2, Hc), dA/dt is negative for all (4~h, Vh) as depicted in Fig. 5(b); for H = Hc, dA/dt 
vanishes at one point along the separatrix, namely, at q~ = q~hmax, and otherwise it is negative, and for H > Hc, 
there is a region of~b values, q~r < q~ < ~hmax, for which dA/dt is positive whereas for 4~ < q}r dA/dt  is negative, 
as shown in Fig. 5(c) (Hc(c = 0.5) = - -3 /32 ~ --0.094). When H = 0, Dell = Oz~ ( H )  = 0, corresponding to the 
degenerate behavior at the poles. When 0 < H < 1, D_  (H)  > 0 and Del 1 < 0, all orbits with 0 < D < 1 have 
regions of  backflow where dA/dt  > 0, while the periodic orbits with D < 0 have none. The intersection of  the 
energy surface with the D = 0 surface consists of  interior orbits, corresponding to periodic motions restricted to one 
hemisphere, passing through the poles with v < ½. At H = ~ the separatrix reaches D = 0, connecting the equator 

and the poles (Fig. 5(d)). For -~ < H the intersection of  the energy surface with D = 0 surface contains exterior 
orbits, corresponding to periodic motions going through both hemispheres, passing through both the north and south 
poles with v > ½. These motions correspond to high kinetic energies and are not expected to be encountered in 
observed oceanic or atmospheric flows. For ~ < H < Hmax the separatrix and the elliptic points have negative 
angular momentum (0 > D_ (H),  Dell (H) > - - 1 )  where dA/dt  does not change sign (Fig. 5(e)). When H > Hmax 
the energy surface includes only exterior periodic orbits, and the periodic orbits with 0 < D < Dr have regions of  
backflow (Fig. 5(f)). To summarize the above construction, Table 1 includes the list of  all critical values of  H and 
D for which the solutions behavior changes. 
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Table 1 
Special values of D and H (for E = 0) 
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Quantity Value Significance 

D+I 4-1 
Dr 1 + 2c 
Dc 1/(1 + 2c) 
DA(H) (-2H/c(1 + (c/(1 + c) 
D±(H) 1 + 2c 4- 2~/(1 + c)c + 2H 

l -- 2H/c 
Dell(H) -- 2H/(c 4- 1) 

So 0 
Hmin -c(1 + c)/2 
H-c~2 - c /2  

He -1[c(1 + c)/(1 + 2c) 2] 

H1/8 1/8 
//max 1 (c + 1) 

(~b, v) = (0, 0) undergoes pitchfork bifurcation 
dA/dt vanishes at (q~, v) = (0, 0), and it may change sign along orbits only for D < Dr 
for c > 0, and H = Hc, dA/dt = 0 at (~b, v) = (4~hmax, 0) (separatrix) 
for c > 0, dA/dt # 0 along orbits on energy surface H for D < Dza(H) 
D value at (~b, v) = (0, 0) on energy surface H 

D at elliptic points for D > 0 
D at elliptic points for D < 0 (H > 0) 

Minimal value of H for c < 0. 
min(¢,v)=(0,0 ) H, minimal value of H for c > 0 
D-sign (c) = 1 

for c > 0, D_(Hc) = Dzx(Hc) = Dc 

D-(  H1/8) = 0 
D-(Hmax) = Dell(Hmax) = -1  

Simi lar  analysis  for the c < 0 case results in Figs. 6, 7(b) and (c). Clearly new structures of  the energy surface 

appear. Most  notably, for 0 < H < Hmin, there exists an energy surface consis t ing of  two disconnected components  

(Fig. 6(a)). At  H = Hmin the two components  coalesce at the origin (Fig. 6(b)), and for Hmin < H < m i n { - l c ,  ~} 

there exist two homocl in ic  orbits emana t ing  from D± (H)  with 0 < D ±  < 1 (Fig. 6(c)). For  ~ < H < Hmax 

the lower homocl in ic  orbit  has D _ ( H )  E (0, - 1 )  (Figs. 6(d) and (e)) whereas for Hmin < H < - l c  the upper  

homocl in ic  orbit  has D + ( H )  E (Dr, 1) (Figs. 6(c) and (d)). At  c = _ 1 ,  since --½c = -~,the lower and upper  

separatrices reach IOl = 1 on the same energy surface. The behavior  near  D ---- Dr for H ~ Hmin is of  special 

interest  and is analyzed in  Sect ion 4.6. 

In  fact, once the structure of  the colored energy surfaces is understood,  the e n e r g y - m o m e n t u m  map, with the 

shaded area indicat ing backflow, and the stability type of  the singularit ies indicated, m ay  be used to encode the 

structure for given c value. For  example  in Fig. 7(c) we included the case c ---- - 0 . 2 ,  and the structure of  its energy 

surfaces can be readily unders tood by  compar ing  it to the case c ---- - 0 . 4 .  

4.3. Regimes o f  analysis 

The series of  energy surfaces of  Figs. 5 and 6 and the structure of  the unper turbed mot ion  on them reveal the nature 

of  the three typical  structures of  2 d.o.f. Hami l ton ian  systems which emerge for small  non-van ish ing  pressure waves. 

Moreover,  the critical values of  H and D for which a certain degenerate behavior  appears arise natural ly as the 

l imi t ing values for which  the boundary  separating different subregions are approached. The fol lowing classification 

will  be  employed  in the subsequent  analysis.  

4.3.1. Typical structures 

(A) K A M  surfaces: For  most  values of  D on  each energy surface 2 the unper turbed mot ion  is quasi-periodic:  

the mot ion  is periodic in both  the lati tude and longi tude coordinates with periods which are not  rat ionally related 

( incommensurate) .  The b lack level curves on  the energy surfaces (Figs. 5 and 6) present  a cross-sect ion of  K A M  tori 

at a fixed A for e = 0. By  the iso-energetic K A M  theory [33], even for non-zero  perturbat ion (yet sufficiently small)  

2 With the exception of singular surfaces which may appear for the critical wave speeds, see Section 4.3.2 (D). 
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most of these tori persist thus guaranteeing stability in the four-dimensional phase space: the motion is restricted to 
bands on the energy surfaces lying between the surviving KAM toil. 

(B) Resonances: For a countable number of D values on each energy surface the unperturbed motion is periodic 
- creating resonances when e ¢ 0. Initial conditions which are close, in the full phase space, to a stable resonant 

periodic orbit, undergo quasi-periodic motion of oscillation around this orbit. Therefore, one effect of the resonance 
is the enhanced stability of the perturbed motion for some initial conditions. Another effect is the strong non- 
uniformity in A, as the behavior of initial conditions near the unstable periodic orbits will result in a completely 

different motion. Notice that when d A / d t  is non-vanishing the resonances are necessarily of rotational nature in A, 
namely A covers the interval [0, yr]. The D values for which rotational resonance of low order occurs (the periods 

in q~ equals, in magnitude, to the period in A) are denoted by green lines in Figs. 5 and 6. When dA/d t  changes 
sign along an orbit (the orbit passes through two colors in Figs. 5 or 6) there exists the possibility of oscillatory 

resonance, which, under the perturbation, results in localized structures with respect to the travelling wave. The 
D values for which oscillatory resonances occur are denoted by a red line on the energy surfaces. The size of the 
oscillatory resonances is expected to be the largest of all resonances. 

(C) Homoclinic chaos: For isolated values of D on some of the energy surfaces homoclinic loops appear - 
these are the solutions emanating from the unstable fixed point at the equator (e.g. Figs. 5(b)-(e)). On the energy- 

momentum map, these homoclinic loops emanate from the unstable invariant circle which is indicated by the dashed 
line in Fig. 7. The homoclinic loops which occur for ~ = 0 are not structurally stable and are expected, in general, 
to break under perturbation. The structure of the perturbed stable and unstable manifolds and the properties of their 
intersection set (the homoclinic orbits) depend on the behavior of dA/dt .  

(i) Monotonic A dependence: When d A / d t  is bounded away from zero over an invariant region which includes 

the separatrix, the system (4,3) is reduced, as in [16], to a one-and-a-half d.o.f. Hamiltonian system depending 
on the Hamiltonian value H, where A replaces time. The standard theory regarding the dynamics associated 
with homoclinic chaos in one-and-a-half d.o.f. Hamiltonian systems applies [22]. In particular, the return map 

to a cross-section defined by A = A0 is a Poincar6 map and therefore it is independent of A0 (up to topological 
conjugacy). The reduction and the analysis of the reduced system are presented in Section 4.5. For the monotonic 
case the separatrix and its neighborhood have only one color on its energy surface (e.g. Figs. 5(b), (e), 6(d) 

and (e)). From Fig. 7 it is easy to identify the intervals in H for which the unperturbed solutions in A near the 
separatrix are monotonic in t - for these intervals the neighborhood of the dashed line has no shading. It follows 
(see Figs. 7(a)-(c) or Table 1) that such intervals appear for both westward and eastward perturbation waves. 

(ii) Non-monotonic A dependence: When d A / d t  changes sign along orbits in the vicinity of the separatrix (but 
not at the origin) the system is fully three-dimensional on each energy surface. In particular, the return map to 

a cross-section defined by A = A0 is not orientation preserving and there exist A0, A1 for which the return 
maps are not topologically conjugate. In Section 4.5 we analyze the behavior of the separatfices in this setting, 
computing the Melnikov vector, and supply the geometrical interpretation of the results, For the non-monotonic 
case the separatrix and its neighborhood have two colors on its energy surface (e.g. Figs. 5(c) and 6(c)). In Fig. 7 
homoclinic chaos with backflow is identified with the regions in which the dashed line is shaded, appearing for 

both westward and eastward perturbation waves. 

4.3.2. Special structures 
We identify four types of degenerate behavior in the system. In this paper the analysis of the first one is presented, 

the others are the subject of future work. 
(A) Hyperbolic resonance: When dA/d t  vanishes on the unstable fixed point (~b, v) ----- (0, 0), a strong 

resonance (1:0) occurs between the inertial trajectories and the forcing, leading to the creation of oscillatory 
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motion along the equator, with homoclinic and heteroclinic (i.e. orbits with different asymptotes for t -+ q-c~) 
orbits emanating from it. This structure implies that the motion near the equator consists of  oscillatory motion and 

bursts associated with homoclinic and heteroclinic structures. Using the methods developed by Hailer and Wiggins 
[8], Kovacic and Wiggins [18] and Kaper and Kovacic [20] we find in Section 4.6 the mechanism for these bursts, 

their magnitude and their zonal behavior as a function of  the wave speed and wave number. This behavior may be 

identified in the energy-momentum mapping with the case at which at the bifurcation value (Hrnin, Dr) the two 
invariant circles which are created are hyperbolic - namely the fold of  the curve Hot (D) occurs on the dashed line 
segment (Figs. 7(b) and (c)). In terms of  the energy surfaces, this behavior corresponds to the case where the two 
separate components of  the energy surface meet at the singular circle, which is therefore included in the border 

between the two colors (Fig. 6(b)). 
(B) Behavior near parabolic point: For ~ > 0 and all values of  the other parameters, the behavior near 

(q~, v) = (0, 0) at I D] = 1 is mathematically non-trivial as it involves perturbations near a parabolic point where the 
eigenvalues are identically zero (see Appendix A). We expect to find exponentially small splitting of  the separatrices 

near this point [17]. In terms of  the energy surfaces, this region corresponds to the behavior near H = Hmin and 
H = Hmax where the energy surfaces change their singularity structure. For the energy-momentum map at these 
points the stability of  the invariant circles changes (solid and dashed curves meet) and new elliptic points appear. 

(C) Behavior on the D = 0 surface: The singularities introduced by the spherical coordinates at the poles 

are important near D = 0, where the trajectories may reach the neighborhood of  the poles. For example, for D = 0, 
= 0 all orbits (the restricted and unrestricted periodic orbits and the separatrices) pass through the poles and are 

discontinuous in v there (reflecting the fact that v changes sign at the poles). Analysis of  this case is deferred to 
future work. Note that excluding the vicinity of  the poles, D = 0 involves fairly large velocities which are unlikely 

to occur in geophysical flows. 
(D) Critical wave speeds: 

(1) When c = 0, d A / d t  = 0 at the elliptic fixed point s ((q~, v) = (±  arccos ~/D, 0)), hence strong resonances are 

expected to occur. Moreover, since Dr = Dc = 1 ,  these resonances end at D = 1 where a parabolic resonance 
appears. All these unperturbed fixed points belong to the same singular energy surface on which no KAM tori 
exist. This creates strong instabilities for E ¢ 0, which vastly influence the behavior at c ~ 0 [2,35]. 

(2) When c = -½ ,  the hyperbolic resonance occurs for Dr = 0, combining the two phenomena (A+C)  discussed 

above. 
(3) When c --+ cx~ the motion is reducible to a one-and-a-half d.o.f. Hamiltonian system (with fast oscillating 

forcing for which exponentially small splitting is expected to appear) on any finite-H energy surface and for 
all finite D values which are bounded away from zero, see (4.12) and Table 1. On the other hand, near D = 0 

the dynamics is non-reducible and a careful analysis is yet to be constructed. 

4.4. Elliptic-elliptic resonance 

Resonances between the periodic motion in A and that in ~b occur when 

m P¢ (4)max, D) ---- n e A (dpmax, D) 

for some integers n, m where 

A(PA(dPmax, D)) = A(O) q-l  7r l = O,-t-1. 
k '  

Since dA ~dr depends on ~b in a non-trivial manner, PA (q~max, D) can be found only implicitly. Instead, we consider 

the return map of  ~b to the cross-section ~b = ~bmax and find A e = A (Po (q~max, D)) - A (0). It follows from (4.3a) 
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that 

A(mP¢(¢max, D)) = m a p ,  

hence the resonance condition is 

nl Jr 
A p - -  

m k "  

The expression for Ap (H,  D) is given by (A.7). The strongest resonance occurs when A p  = 0, corresponding to 

the creation of  a localized structure for which I = 0. Such a resonance may occur only in regions where d A / d t  

changes sign along orbits, hence the colored energy surfaces give a first indication of  where such resonances may 

occur. The red lines on the energy surfaces indicate the level sets of  D for which Ap = 0 namely l = 0, m = 1 and 

n = 1 (resp. n = 2) for restricted (resp. unrestricted) orbits in ¢.  The dotted line in Fig. 7 indicates the corresponding 

resonant values of  (H,  D) on the energy-momentum bifurcation diagram. For  the corresponding resonant orbits, 

the motion in A is oscil latory in nature; A does not cover the interval [0, Jr] and in fact is restricted to a Jr/k interval. 

Naively, one would think that for all energy surfaces such an oscillatory resonance must occur since Ap  is positive 

for large positive D (the green region) and negative for all D < 0. We now explain why this is not the case as is 

seen in Figs. 6, 7(b),(c) and 5(f), where oscil latory motion does not exist. 3. In these cases the transfer from positive 

to negative Ap occurs on the surface D ---- 0: for small positive D the orbits encircle the north pole from the east 

and for small negative D (a larger westward velocity) the orbits encircle the north pole from the west. Therefore, 

for small  D and for motion which is restricted to one hemisphere Ap( - -D,  c) = A p ( D ,  c) -- ~r, which implies 

that the jump in L near the poles is 360 °, as demonstrated in Fig. 8. A similar reasoning shows that for unrestricted 

periodic motion in ¢ the jump  in Ap  may be Jr or 2n', depending on the value of  c and Cmax- 

The green lines on the energy surface indicate the values of  D for which A p ( D ,  C) = q"Tt" namely I = -4-1, m = 1, 

n ---- k. Physical ly such resonances correspond to the appearance of  k island chains along the globe, where i.c. in 

one island jump to the next n (mod k) island after returning to a similar latitude and northward velocity position. 

We now discuss the implications of  the el l ipt ic-el l ipt ic  resonance on the solutions'  behavior. The main difference 

between the resonances of  the infinite and finite wavelength cases is that in the latter the D variable is also involved 

in the resonance creation, hence the phenomena observed in the k = 0 case for the ¢ ,  v variables occur now in the 

full phase space creating non-uniformity in both A and ~b. It is especially strong near the oscillatory resonances. 

3 We emphasize that even though there are no oscillatory motions present in Fig. 6, there are c < 0 values for which oscillatory resonances 
exist. 
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Indeed, for c = 0.5, k = 1, e = 0.00025, near D = 0.85 and H = 0.125 (Fig. 5(d)) a resonance region of  width 

0.1 in D appears, concentrated near A = 43-7r at the equator. 

4.5. Homoclinic chaos 

4.5.1. Monotonic A dependence 

Consider  the near separatrix behavior on a given energy surface H for which d A / d t  does not vanish near the 

separatrix for the unperturbed flow, i.e. the dashed line in the energy-momentum bifurcation diagram is not shaded 

for an open interval of  H values near this value of  H.  Then the system may be reduced near the separatrices to a 

one-and-a-half  d.o.f. Hamiltonian system by substituting A for time. The existence of  K A M  tori guarantees that 

orbits of  the perturbed system, starting close to the unperturbed separatrix, will remain close to it: the orbits are 

bounded by the smallest unrestricted iso-energetic K A M  toms (i.e. the smallest K A M  torus on the energy surface 

H which is not restricted to one hemisphere) and the largest restricted iso-energetic K A M  tori. Hence, given a H 

value in the indicated open intervals, for small enough E (H), the perturbed orbits have IdA~dr[ > 0 as well. 

The technique described in Section 4.5.2 for studying homoclinic chaos in the non-monotonic-A case applies to 

the monotonic regimes as well. Nonetheless, we find it instructive to include the analysis for the monotonic case 

separately, so as to emphasize the difference between these cases. We follow the procedure described by Holmes 

and Marsden [16] to reduce the four-dimensional system (4.3) to a one-and-a-half  d.o.f. Hamiltonian system when 

d A / d t  does not vanish. First, we express D as a function of  the variables (q~, v, A) and the Hamiltonian value H:  

D + ( ¢ ,  v, A; H)  = (1 + 2c) COS2(~b) -4- 2 cos(¢)~/-A __= D ° + ED 1 + O(E2), (4.18) 

where the sign in front of  the square root is chosen in the different regions so as to guarantee that I DI < 1 and that 

d A / d t  does not vanish in the neighborhood of  the separatrix, and where 

A ( ¢ ,  v, A; H)  = 2 H  -- v 2 + c(1 + c) cos2(¢) - 2EA(~b) s in(2kA).  (4.19) 

It follows that 

dA ~ OH 
--  4 - - -  - - -  (4.20) 

dt 2 cos ¢ 0 D '  

and. as expected, the zero of  d A / d t  are identical with those of  A. Eqs. (4.3) transform to (see Appendix A for the 

explicit  formulae): 

dv OO(~a, v, A: H) d e  OD(¢, v, A: H) 
= = (4.21) 

dA 04) ' dA Ov 

These equations describe the motion on one of  the energy surfaces described by Figs. 5 or 6 with the Hamiltonian 

value H.  The transformation is valid for orbits on which ,4 is bounded away from zero, namely for orbits interior 

to the one-color regime of  the energy surfaces in Figs. 5 and 6. 
The Melnikov integral is calculated by expanding ~ in e and integrating the Poisson bracket {D ° ,  D~.} along 

the unperturbed homoelinic orbit (see Appendix  A for details), to obtain 

M+ ( Ao, O; H) -- M (c, k; D+ ( H)  ) cos(2k Ao + 0). (4.22) 

We offer the following geometrical  interpretation: let C be the invariant circle {¢ = v = 0, A ~ [0, zr), D --  

D+(0 ,  0, A;  H)}. In Fig. 9 the stable (thick solid line) and unstable (thick dashed line) manifolds of  this circle are 

schematicallY plotted on the energy surface H at a specific Poincar6 section A = A = 0 and 0 = 3jr. The Melnikov 

function M+ (A0 -- A,  0, H)  provides the difference between the value of  the angular momentum of  the stable and 
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Fig. 9. The homoclinic tangle of the reduced system. Schematic drawing: ( 
surface is the grey-scale replica of Fig. 6(c). 

) stable manifold; (- - -) unstable manifold, energy 

unstable manifolds of  C near the point Oh(--to, AO) = (q5, v, D, A)(--to, A0): when M > 0 the unstable manifold 
is above (has a larger D value than) the stable manifold near Qh(--t0, Ao) at the Poincar6 map A = Ah(--t0, A0). 
For to = 0, this corresponds to the difference between the angular momentum at the cross-section A = A0 along the 

~b axis as shown in Fig. 9 (since M+(0, ½zr, H)  = 0). Setting to 5 ~ 0, corresponds to moving along the homoclinic 
loop, where the Melnikov function gives the difference between the angular momentum at the Poincar6-section 

A = Ah(--t0, Ao) near (q~(--t0), Vh(--t0)). Since d A / d t  ~ O, Ah(--to, A0) may be inverted, so that given a A 
and to a unique A0 in [0, zr) may be found so that Ah(--to, Ao) = A. It follows that the initial longitude position, 
A0, and the parametrization along the homoclinic orbit, to, can be interchanged, and setting to = 0 is convenient 
(in the next section we deal with the case for which d A / d t  may vanish along the homoclinic orbit, where the above 
statements cease to hold). 

The partial barriers created by the stable and unstable manifolds divide the phase space to restricted and unre- 

stricted regimes as in the k = 0 case. The structure of  the energy surface supplies a correspondence between the 
values of  D and the type of  dynamics - e.g. in Fig. 9 for the upper separatrix larger D values correspond to restricted 
motion and smaller D values in the vicinity of  the separatrix correspond to unrestricted motion, and the converse 

occurs for the motion near the lower separatrix. 

4.5.2. Non-monotonic A dependence 
The vanishing of  d A / d t  implies that the cross-section in A is not transverse to the flow. Hence, the return map to a 

cross-section with A = A0 is not necessarily topologically equivalent to the return map defined for A = At ~ A0, 
and the motion on the three-dimensional energy surfaces must be analyzed. 

It follows from (4.3) and (2.2) that for all e the plane v ----- ~b = 0 is:invariant and the dynamics on it is governed 
by a one d.o.f. Hamiltonian: 
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H(0,  0, A,  D) = ~(D -- (1 + 2c)) 2 + e sin(2kA + 0) - lc(c + 1), (4.23) 

i.e. a pendulum with its elliptic fixed point at Dr = 1 + 2c, A = (Jr -- 20)/4k and a stability zone near its elliptic 
point which extends up to D = Dr -I- ~ .  The behavior for D = Dr + O(-v/~-) is analyzed in Section 4.6. Here 
we analyze the behavior of  the two-dimensional stable and unstable manifolds of  the circles (¢, v, D, A) = {¢ = 

v = 0, D = D + O(~), A E [0, re~k)} for D values in (--1, 1) bounded away from this zonally oscillatory region. 

Let (d¢,v (to, Ao, D, 0), dD (to, A0, D, 0)) denote the projections of  the distance between these manifolds on the 
(¢, v) plane (in the direction perpendicular to the unperturbed separatrix) and on the D axis, respectively, near 

Qh(--t0, A0, D). Then [14,24] 

and 

d¢,v(to, AO, D, O) = MD(to, Ao, O) 
11 (dv / d t ,  ddp/dt) l(qh(_to)) 11' 

o o  

M-~(to, A0, 0) = f vA ' (¢)  cos(2kA q- 0) dt 

o ~  

k / vDsin(2¢) 
+~ cos 4 ¢ 

- - O O  

t A(¢)  sin(2kA q- 0) ds } IQh(t--to;Ao) dt, 

(4.24a) 

(4.24b) 

f dD(tO, A0, 0, D; c, k) = -2kcos(2kAo + O) lim A(¢) cos2kAIQh(t;Ao=O) dt, n---~ oo 
-Ty 

(4.24c) 

where the homoclinic orbit Qh(t; A0) is given by (see Appendix A): 

Qh(t; A0) = (¢h(t), Vh(t), Ah(t, AO, D), D), 

-- 1 1-- 1sig n ( ~ / ~ 2  1~/1 ~ 2 )  Ah(t, A0, D) = AO q- ~(~D - 1 _ c)t 4- (D) arctan tanh 2 " (4.25) 

The limits of  integration in (4.24c), Tun, T sn are chosen so as to insure convergence of  do as this integral is only 

conditionally converging. Requiring 2kA = 2nre we obtain 

2nre sign (O)__q~hmax 
r u  = = k X -c - 1½ -c- I I  

Since the flow is a two d.o.f. Hamiltonian, it is sufficient to compute the zero of  dD to obtain the homoclinic orbits 

[14]. Calculating this integral we find 

dD(tO, Ao, O, D; c, k) = MD(D; c, k) cos(2kAo + 0), (4.26) 
- -  - -  B 

where MD(D, c, k) is presented in Fig. 10 for k ---- 1, 2, --1. We note that MD(D, c, k) is discontinuous at D = 0: 
lim~_+0 + MD (D,  c, k) --~ -- lim~_+0 - MD (D,  c, k) .  This discontinuity is the result of  the shift A (t, D) experiences 
when D ~ - -D  (see Fig. 8). The maxima Of MD for a fixed c value and k = 1 seems to occur at Dc = 1/(1 + 2c), 
precisely at the D values for which Ah becomes not strictly monotonic. This may be related to the form of the 
perturbation and will be investigated in more details in the future. Also, notice that for k = 1, 2, as c -+  0 and 
D --+ 1 the value of  [MD (D, c, k)[ increases. Preliminary numerical experimentation for c ----- 0 and D --+ 1 indicate 
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Fig. 10. Melnikov integral amplitude for k = 1, - 1 ,  2. 

large scale instabilities which are not observed near D --+ - 1, in accordance with the above results. However, the 

analysis presented here is not valid in the limit IDI -+  1 for which the origin in ~b, v is not hyperbolic, nor in the 

limit D --+ 1 + 2c for which d A / d t  vanishes near the origin (see Section 4.6 for this case with c # 0). This case 

wil l  be the subject of  future work [2]. For k = -- 1 (hence -- ½ < c < 0) the form of  MD is clearly different. First, 

it diverges as D --+ Dr = 1 -F 2c, where the circle q5 ---= v = 0 becomes a circle of  fixed points (see Section 4.6). 

Moreover, additional maxima appear for both D > 0 and D < 0 cases. 

From (4.26), it fol lows that dD vanishes, as in the monotonic A case, at the 2k values Ai = (7r (-- ½ -F i) -- O)/2k E 
[0, re), i = 1 , . . . ,  2k. However, the geometrical interpretation is quite different. To understand the geometry of  the 
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Fig. 9, and (- - -) for the non-monotonic case, near D _  (H = 0.122); (b) schematic drawing of the non-uniform homoclinic tangle for 
D _  at two different cross-sections (since symmetric at these cross-sections, only half the surface is plotted). 

intersection, consider the lift of  A to the real line (i.e. w e  do not take A to be mod n" for now, see Fig. 11). It fol lows 

from (4.25) that the zero Ai produce homoclinic  points near (4%(-t0), Vh(--t0)) at the cross-section Ah(--t0, Ai). 
In the monotonic case, since dA/dt ~ 0, to and Ah are interchangeable and w e  can take to = 0. Here, when 
0 < D < 1 + 2c, several different to values can produce the same Ah as is shown in Fig. 11. In particular, fixed i 
and let --tin(D, c) satisfy 

d A h ( t ,  Ai ,  D) -tm(-D,c) = 0 ( 4 . 2 7 )  

dt 
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(it follows from (4.12) that q~h (-4-tin (D, c)) = q~r) and let tm satisfy 

Ah(t-m(D, c), A i ,  D) = Ah(- - tm(D,  c), A i ,  D) = Ai -- Am(-D, c). (4.28) 

Then Ah(-- t0 ,  Ai, D) = Ai  q- 8 has three solutions tj E ( - t in ,  tin) for all 181 < Am < lrr, and only one solution if 
181 > Am. Namely, for cross-sections "close" to A0 the perturbed homoclinic orbit associated with Ai crosses the 

cross-section three times, once with q~ e (4~r, q~max) (see (4.12)) whereas the cross-sections with I A - A01 > Am are 
intersected by the hornoclinic orbit only once, as in the monotonic A case. If  the distance between the Ai 'S (zc/2k), 

is larger than 2Am (D, c) then for A e (Ai  -}- Am,  Ai+l  - Am)  there are no homoclinic points for ~p e [q~r, ~bhmax]. 

More generally, the number of  additional homoclinic points depends on the ratio between Am(D,  c) and zr/4k. 

The implications of  these phenomena on transport and statistics of  the chaotic solutions is yet to be explored. For 
example, when Am < zr/4k, we expect that the probability to find solutions in the chaotic zone near 4 ~ a x  will be 

enhanced for A c (A  i - Am, Ai  q- Am).  
Finally, note that (dD, do,v) may be calculated for the monotonic A case as well. In fact, though it is not obvious 

from the formulae, one can check that M(c,  k; D ± ( H ) )  = dD(c, k, D) for D = D+(H) .  The reduced equations 
were included to assure that the results we obtain are independent of  the method and to emphasize the geometrical 

difference between these cases. 

4.5.3. Implications o f  the homoclinic chaos 
The homoclinic chaos with finite wavelength perturbation occurs in a three-dimensional region in phase space -  a 

3D strip of  the 3D energy surfaces. This region is composed of  a strip of  the 2D surfaces of  Figs. 5 or 6 crossed with 
the circle A e [0, Jr). Hence the homoclinic tangle is extended in both (4~, v) and D directions and, as discussed in 
Section 4.5, is non-uniform in A, see Fig. 11. 

The calculation of  the Melnikov vector (4.24) supplies an estimate to the distance in (q~, v) and in D direction 

between the stable and unstable manifolds of  the hyperbolic circle belonging to the the torus q~ = v = 0 (this 
circle is represented by the fixed point in Fig. 11). The geometrical implications of  the above statement lead to 
the prediction of  the type of  non-uniformity in A of  the homoclinic tangle. The influence of  these predictions on 
the extent of  the chaotic zone as a function of  A, i.e. the equivalent graph for k ¢ 0 of  Fig. 4, is under current 
investigation. 

In Fig. 10 we present the calculation of  IMDI for k = 1, 2, - 1. The dynamical consequences of  these results on 
the extent and location of  the stability zone are deferred to future publication. We note that for k = 1, and fixed c, 
M o  seems to be maximal for D = Dc = 1/(1 + 2c), however this property is not true for k ---- 2. When k ---- - 1  
(and hence c < 0), MD --+ c~ for D --+ Dr = l -q- 2c. This occurs because the regular Melnikov analysis is not 
valid near Dr as described in Section 4.6. 

4.6. Hyperbolic-elliptic resonance 

When - ½  < c < 0, for D ---- Dr = 1 -k- 2c, there is a particularly degenerate situation in which the circle 

(q~, v, D, A) = (0, 0, Dr, A) is composed of  a continuum of fixed points, hyperbolic in the (~b, v) direction and 
neutral in the (A, D) direction. Kovacic and Wiggins [18], Hailer and Wiggins [8] and Kaper and Kovacic [20] 
have analyzed similar situations, finding criteria for the existence of  transverse homoclinic and heteroclinic orbits 
to various solutions on the invariant cylinder. Here, we follow the analysis of  Hailer and Wiggins [8], including only 
the essential results and their geometrical interpretations and give some insight into the influence of  these results 
on the dispersion of  particles in the vicinity of  the cylinder. 
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For all that follows, assume with no loss of  generality that 0 = 0, and let - ½  < c < 0. It follows from (4.3) and 
(2.2) that the cylinder (0, 0, A,  D) is preserved for any e and that the motion on it is described by 

dA dD 
-- ¼(D - (1 + 2 c ) ) ,  -- 2 k e c o s ( 2 k A ) .  (4.29) 

dt dt 

Hence, for E = 0 the motion on this cylinder consists of  simple rotation in A along circles with constant D values, 
and the frequency of  the rotation vanishes for D = Dr (notice that if c ~- 0, - 1 then Dr = 1, 0 and more degenerate 
situations, which are yet to be analyzed, emerge). In the (¢, v) directions these circles are hyperbolic, and for e = 0 
the invariant circles possess two families of  homoclinic orbits Q~ (t; A0, D), rotating in A with the invariant circle 
frequency as t --+ ± ~ ,  see (4.25). For D = Dr these orbits connect fixed points with different A values (hence are 
termed heteroclinic orbits), see Fig. 12. Using (4.25) we find that the heteroclinic orbits connect the fixed points 

(0, 0, A0, Dr), (0, O, AO + A A ,  Dr) where 

A A  = Ah(cx~; to, A0, Dr) - -  A h ( - - c x ~ ;  to, A0, Dr) = q ~ h m a x ( D r )  = arccos(1 + 2c), (4.30) 

for all Ao e [0, Jr). In particular, 

0 < A A  < ½rr. (4.31) 

Now, examine what happens to this structure when E 5~ 0. Using the blow-up transformation of Kovacic and 
Wiggins [18], write 

then (4.29) becomes 

d A  1 Oh drl Oh 
. . . .  2k cos(2kA) -- 

dr  4 ~1 --  0~1' dr  OA ' 
1 2 

h = ~7 + sin(2kA). (4.32) 
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Namely, when E 7~ 0 the circle of  fixed points resonances with the perturbation oscillations, creating a chain of  

k pendulum-like islands. There are k elliptic fixed points at Aj  = (zr/k)( 3 -t- j ) ,  j ---= 0 . . . . .  k - 1 separated 

by k hyperbolic  points at Aj  - ~r/2k which are connected by two heteroclinic orbits, see Fig. 12. Half  the width 

(maximum of  D - Dr) of  these stability islands is ~ (i.e. v/8 in the units of  ~7). 

Since l ( k )  = zr/Ikl is the length of  each island, and since A A  = Chmax, it follows that the behavior near the 

islands (in the full phase space) depends on the ratio A A / I ( k ) :  if  A A  < I (k) ,  we expect a recurrent motion 

associated with homoclinic chaos near each island. I f  A A  > I (k) then we expect to observe heteroclinic motion in 

which orbits hop between oscil latory motion in different zonal bands. 

To establish the above observations and to find the dependence on c of  the number of  one-hump homoclinic and 

heteroclinic connections between different resonance zones, we use the energy-phase method with n = 1. Let  

A n  = H1 (0, O, Dr, A - A A )  -- HI(O, O, Dr, A)  

then, if  A H  has simple zeros in A,  there are two transverse heteroclinic orbits connecting orbits which are O(~"g) 

close to the base-point  (in the (¢,  v) direction) on the resonance band which have the same ,7 value. The existence 

of  mult i -hump homoclinic and heteroclinic orbits follows immediately from the form of  the energy-phase criterion, 

see [20,36]. In fact, Hailer  [36] shows that a universal bifurcation to a mult i-hump tree exists as c is varied. In our 

case: 

A H ( A )  = 2 cos k (2A  -- A A )  sin k A A .  

Hence if  

A A :/: jrc -k - ,  j • 77, (4.33) 

then the equation A H ( A )  = 0 has two families of  simple zero in A: 

1 Jr j r r  
A I , j  = - A A  q- q- 

2 - ~  T '  
1 3zr jzr 

A2,j = - A A  + + 
2 g i  T '  

Define the lines: 

z~,j = {(7, A ) I A  = AI , j } ,  

j = 0  . . . . .  k - l ,  

j = 0  . . . . .  k - 1 .  

4- 
z2,j = {(7, A ) I A  = A 2 , j } ,  

z~,j = {(7, A ) I A  = A I , j  - A A } ,  Z2,j = {(~, A ) I A  : A 2 , j  - A A] .  

In Fig. 12 the vertical dashed (respectively solid) lines correspond to z ~ j  (resp. zf, j) .  If  a periodic orbit of  a reduced 
- + 

system in the resonant region intersects transversely the line z,~,j and the line z,~,j, then there exists a transverse 

homoclinic  orbit to a nearby (~/~-close) periodic orbit  on the resonant cylinder, shown as dotted arcs on the figure. If  

z~,j and z +,~,j. intersect two different periodic orbits of  the reduced system at r / =  ~ then there exist two heteroclinic 

orbits each connecting a different pair  of  periodic orbits on the resonant cylinder. 

Since I (k )  = n'/]kl is the length of  each island, it follows from (4.31) and (4.33) that there are three different 

cases: 

(1) Ikl = 1: Then, there is only one island, I (k )  > 2 A A ,  and the periodic orbits in the island can be divided to 
three groups - for the internal ones there are no simple homoclinic loops, for the nearest ring there are four 

homoclinic  loops and for the rest - the eye-shaped region - there are eight homoclinic loops. For the limiting 

value c ----> - ½ the middle  ring shrinks to zero, whereas when c --+ 0 the middle ring occupies most  of  the 

island. 
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(2) Ikl = 2: Then there are two islands with I ( k )  > A A .  Each of  these islands is divided by the lines z~:, z~: which 
are centered around the hyperbolic and elliptic fixed points respectively. For c values such that AA < ½1 (k): 

Cb(0) < c < 0, c~-(0) = ½(cos ¼zr -- 1) = --0.14645 

the islands are divided by these lines to three regions - internal region in which no simple homoclinic or 
heteroclinic orbits occur, a ring in which four homoclinic loops occur, and the rest of  the island in which, four 
homoclinic and four heteroclinic orbits occur. When c = c~-(0), A A = ½1 (k) and the lines z~,j (re sp. z~, j)  and 

z2-,j (resp. z~ , j_ l )  coincide causing the middle region to shrink to zero. For c < Cb(0) the lines switch order 
and the middle ring attains only simple heteroclinic orbits. 

(3) k > 3: The sequence 

c k ( j ) = ~  c o s ~  1 = - - s i n  2 ~ - ,  j = 0  . . . . . .  (4.34) 

is a sequence of  bifurcation values: for 8 > 0 and e(8) sufficiently small, i f c  6 (c~( j )  + 8, ck ( j  -- 1) -- 8) then 
there exist one-hump heteroclinic orbits between island i and the islands i + j - 1 (mod k) and i + j (mod k), 
f o r a l l 0  < i < k. 

To justify the above claim, notice that if c E (ck(j),  c~( j  - 1)), then ( j  - 1)I(k)  < AA < j I ( k )  (see 
(4.30)). Hence, the lines z ± intersect the islands i -4- [ l  j] ,  respectively, and the lines z ± intersect the islands 1,i 2,i 
i + [ l ( j  _ 1)] + 1(1 -4- 1), respectively. The conclusion that island i '  and i ~ + j , i  ~ + j - 1 follows when 

considering even and odd j ' s .  In particular, only for c~(1) < c < 0 there exist one-hump homoclinic solutions 
to oscillatory orbits in A. 

At c = ck(j) ,  by definition A A  = j J r / k  and condition (4.33) is violated. Geometrically it implies, that to a 
leading order in e the unstable manifolds of  the periodic orbits in resonance i coincide with the stable manifold 
of  the periodic (or heteroclinic) orbits of  equal energies (equal 7) in resonance i + j .  Higher-order corrections 
are expected, generically, to destroy these heteroclinic connections. 

In addition, there is another series of  bifurcation values c + ( j) ,  c~-(j) for which the lines z+l,i (resp. z+2,i) and 

z2-,i+j (z~,i+ j )  switch order, where 

c b ( J ) = ~  cos 2k 1 = - s i n  2 4- , j > 0 .  

It follows that 

ck ( j  4- 1) < Cb ( j 4- 1) -- + -- c b ( j )  < ck ( j ) ,  (4.35) 

and the following scenario occurs as c is decreased from 0: for c 6 (Cb(1), 0) in each island there is an 
internal region with no one-hump homoclinic or heteroclinic solutions, encircled by a ring with four homoclinic 
solutions and the rest of  the island (the eye-shaped region) has four homoclinic solutions and four heteroclinic 
solutions: two incoming solutions from cell i -- 1 and two outgoing solutions to cell i + 1. As c is further 

decreased so that c 6 (ck(1), Cb(1)), the ring contains four heteroclinic solutions as described above and the 
eye-shaped region contains, as before, four homoclinic and four heteroclinic orbits. When c c (c+(1), ck(1)) 
there are no homoclinic orbits to oscillatory motion in A. The ring in resonance i has four heteroclinic orbits: 
two heteroclinic orbits which asymptote (resp. are asymptoted by ) orbits in resonance i + 1 (resp. i - 1), and 
the eye-shaped region has, in addition to these, two heteroclinic orbits to orbits in resonance i + 2 and two 
incoming heteroclinic orbits from resonance i - 2. When c c (ck(2), c+(1)) the ring in resonance i has four 
heteroclinic orbits to/from orbits in resonance i 4- 2. The eye shaped region has, in addition, four heteroclinic 
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Fig .  13. T h e  h y p e r b o l i c - r e s o n a n c e  m o t i o n  o n  the  ro t a t i ng  sphere ,  c = - 0 . 2 ,  k ---- - 3 ,  E = 0 . 0 0 0 2 5 ,  D = 0 .62 ,  q~0 = 0 . 0 0 0 0 1 ,  v0 = 0, 

D O = 0 .62  a n d  (a) A 0 = 0, (b) A 0  ----- 2 .9 .  

orbits to/from resonance i -4- 1. The same scenario is repeated when j -+ j + 1, with heteroclinic orbits to 

resonance i + j and i + j - 1. 
To summarize, an initial condition placed exactly on the equator with no northward velocity, and with westward 

velocity close to that of the pressure wave moves in a longitude dependent (non-chaotic) fashion: depending on 
its longitude, it may either oscillate in one of the k valleys of the pressure wave (i.e. become "captured" by the 
wave) or miss the wave altogether having a different averaged westward velocity than the wave. However, a tiny 

northward velocity or, a tiny displacement from the equator will lead to meridional bursts along the homoclinic 
loops, extending up to ~b = arccos(1 + 2c) + O(~¢/g). The new feature here is that the zonal distribution of these 
bursts is not necessarily uniform, and it depends on all initial conditions, and in particular, it depends on the initial 
longitude position as is demonstrated in Fig. 13. Moreover, the analysis shows that depending on the values of c 
and k there may be a direct or indirect connection via meridional bursts between neighboring zonal pressure-wave- 
troughs. The distinction between the physical and mathematical period of A arises naturally in this setting - taken 
mode rr/k the above phenomena are not apparent. 

5. Condus ions  and discussion 

The motion of particles moving on a rotating spherical surface under the influence of Coriolis force and a 

conservative propagating perturbation exhibits, under some conditions, homoclinic chaos. The chaotic motion 
occurs, for example, when particles are sent with westward velocity (u0 = - [ u  1) from the vicinity of the equator. 
Such particles rotate close to the equator for a long time and then burst to latitudes of order -t- arccos (1 - 2lu [), return 
close to the equator, and burst again, with unpredictability with regards to the times and orientation (north-south) 

of the bursts. The form of the distribution of these bursts with respect to the longitude position and the size of this 
chaotic zone depend on the precise values of the parameters. 

The richness of the problem in hand (with only three standard parameters - amplitude of perturbation, wavelength 
and wave speed) unfolds using the energy surface classification scheme. For finite wavelength perturbations, several 
types of homoclinic chaos may appear: 
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(i) Uniform homoclinic chaos - the chaotic zone is topologically uniform in the longitude angle; the return maps 
to two different longitude positions are topologically conjugate. While there exist small variations in Z of  the 

exact location of  the chaotic zone, the overall behavior is uniform. 
(ii)  Homoclinic chaos with backflow - the chaotic zone is non-uniform in the longitude angle for O(1) latitudes 

(more specifically for ~p = o(~Pr (u0, cP0)), see (4.12) and (2.3a)). Then for some longitude regions more visits 
of  chaotic orbits in the high latitudes regimes will be recorded. 

(iii) Homoclinic chaos to a resonance band - the homoclinic chaos is non-uniform in the longitude angle for all 

latitudes, even near the equator. Moreover, the uncertainty in the value of  the westward velocity at the equator 

is of  O(~/-g) whereas for the other cases it is of O(~). 
We believe that the probability distribution of  finding particles at a certain latitude at a given time T (resp. 

averaged on time) will have distinguished features in each of  these cases. In the first case it will be approximately 
(asymptotically) independent of  longitude (resp. of  A - the longitude position w.r.t, the travelling wave), in the 
second case it will depend on the longitude (resp. on A) only for O(1) latitude values and in the third case it will 
depend on the longitude (resp. on A) for all cp's in the chaotic zone. Evidence that such behavior occurs for the third 
case is given in Fig. 13. 

To distinguish between these dynamically different scenarios the concept of  colored energy surfaces (Figs. 5, 
6), and of  the corresponding shaded energy-momentum map (Fig. 7) has been developed. The shaded energy- 

momentum map encodes the features of  the colored energy surfaces. The shaded region in the energy-momentum 
map corresponds to regions in which backflow occurs. When the shaded region intersects the dashed line homoclinic 

chaos with backflow occurs. When this intersection starts at a dashed fold (Figs. 7(b) and (c)), homoclinic chaos to 
elliptic resonance occurs. 

In our model, the third scenario of  elliptic-hyperbolic resonance occurs only for westward propagating pressure 

waves (k, c < 0), hence we conclude that a change in the direction of  the propagation of  the pressure wave 
changes qualitatively and quantitatively the dynamics of  near-equator particles with u0 ~ - I c l .  The wave number 
k determines the periodicity interval in A: k oscillatory resonance islands appear near the red curves of the energy 
surfaces for e > 0. Moreover, when c < 0, there exists a sequence of  k bifurcation values of  c associated with 
homoclinic/heteroclinic tangencies. In particular, for Ikl  > 3 there are ranges of  c values for which no simple 
homoclinic orbit exists. Melnikov analysis for the eastward propagating waves shows that low-speed waves increase 

the size of  the chaotic zone for westward going particles with small initial velocities. Moreover, it implies that for a 
given pressure wave ((k, c)) there exists a velocity for which this chaotic zone is maximal. Standing waves (c = 0) 

lead to strong resonances near the inertial frequencies and to the appearance of  parabolic resonances - this case is 
under current investigation [2,35]. When c -~ - 1 a hyperbolic resonance with homoclinic orbits reaching the poles 
exists. 

Infinite wavelength perturbations (k = 0) result in chaotic motion which is uniform in the longitude angle and 
which conserves the angular momentum, leading to a two-and-a-half d.o.f, system with a conserved quantity (D). 
In such systems, physical ensembles of  chaotic particles behave differently than a single initial condition since D is 

not a constant in such ensembles. These considerations lead to non-intuitive results regarding the location and size 
of  the chaotic zone (Fig. 3), e.g. this calculation shows that the size and location of  the chaotic zone in (Z, cp) of  
eastward going particles and westward going particles is completely different and that the former are more sensitive 
to the perturbation frequency than the latter. 

Many interesting mathematical and physical questions are left for future works. The mathematical nature of  
homoclinic chaos with a backflow is not yet understood - we think that for small and finite e values it exhibits 
topologically different global structure than that obtained from monotonic homoclinic chaos but this is yet to be 
proven. Recently, we have started to study the impact of  parabolic resonances in the general two d.o.f, systems 
context [2] and in the atmospherical context in particular [35]. The motion near the D = 0 surfaces and near critical 
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wave speed is yet to be studied (see Section 4.3.2), as are the direct implications to atmospherical observations for 
dispersal of particles in the vicinity of the equator (see discussion below). 

One may be tempted to use the above model for studying the motion of the air/water parcels themselves. In 
fact, the model studied here cannot be directly applied to the fluid (geophysical) flow of air (in the atmosphere) 
or water (in the ocean) because the continuity equation is not guaranteed to be satisfied by  our two-dimensional 
(in planetary coordinates) model. One simple way to overcome this difficulty is to specify the pressure forcing 
so as to compensate, through vertical motions and via the hydrostatic balance, for the divergence/convergence in 
the horizontal flow. Indeed, it has been recently demonstrated numerically (in a different atmospheric model) that, 
unlike vertical migration, the horizontal  dispersal is not significantly affected by the ~inclusion or exclusion of the 
continuity equation [37]. 

Another fundamental simplification in our model is that the pressure term can be assumed small. This assumption 
leads naturally to the paradigm of a perturbed inertial flow in which the inertial flow carries the O(1) dynamics. 
This inertial force free flow, while certainly being of fundamental importance in any effort to investigate realistic 
flows on a rotating geopotential, does not, as noted by R. Pierrehumbert, accurately model the average geostrophic 
flow in the planetary atmosphere and ocean. In order to make the study more relevant to planetary flows which are 
predominantly in geostrophic balance, the pressure gradient term has to be incorporated in the basic state rather than 
the perturbed equations only. This can be simply done, without any modification of the analysis itself, by specifying 
two pressure terms - an O(1) term which is steady and zonally independent and a wave-like perturbation term 
(solving the unperturbed problem is equivalent to solving an adjustment problem of the .velocity field to a given 
pressure field on a global scale instead of the synoptic one). In terms of the equations presented here, replacing the 
term EA(tp) sin(k~, - trt + 0) in the Hamiltonian (4.4) by the term B(tp) + ~A(tp) sin(k)~ - trt + 0) and specifying 
B(tp), eA(q~)reverts our quasi-inertial problem to this adjustment process with a perturbing pressure wave. The 
unperturbed structure is thus slightly altered (B I (~b) is in fact of O(0.01) for reasonable atmospherical data [35]) and 
the analysis tools and basic observations stay intact. For e = 0, the zonal geostrophic winds (currents) are: given by 
the steady states of the system. The fact that there exists a Hamiltonian to this system guarantees that those steady 
states can only be of the types studied here (i.e. no steady or unsteady spirals are possible). In terms of D and u the 
geostrophic flows are given by 

Dg-----cos2(~b) 1 s in(24) ) '  u g =  ~cos(~)  -4- 1 sin(2d~) 1 . 

The real adjustment to geostrophy includes the mutual adjustment of both the velocity and the pressure but this is 
beyond the scope of the problem studied here. 

From a dynamical viewpoint the fact that the equilibriumpoints are either elliptic or hyperbolic implies that these 
points cannot be reached in finite time by the trajectories. In particular the geostrophic flows are not attracting in this 
Lagrangian model, unless damping (friction) is introduced. In the frictionless problem, therefore, the geostrophic 
flow only represents the average flow while the observed flow at any time will inevitably contain the inertial 
oscillations about this steady state. 
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Appendix A. Analytical formulas 

A.1, The unperturbed system 

It follows from (4.3) that when ~ = 0 the equation for the X coordinate decouples, D is conserved, hence may be 
considered as a parameter, and a two-dimensional system for (~b, v) is obtained: 

d~b dv 1 sin(2~b) 1 (A.1) 
d--T = v, dt 8 co-~ 

with the Hamiltonian 

H(~b, v; D) = ~-  + ~ C~-sq~ cosq~ = 2 E.  (A.2) 

This system has a fixed point at the origin, with eigenvalues 

Namely, the origin is unstable (hyperbolic) for I O[ < 1 and stable (elliptic) for I DI > 1. For I D[ < 1 there exist 
two additional elliptic fixed points at 

(~ell, V) --- -t-(arccos ]~/~O], 0) 

with eigenvalues 

(+ iv / ]  - - I O l ) .  

Hence their natural frequency is 2 ~ r / ~  = 27r/sin q~ell, which is called the inertial frequency in the atmo- 
spheric and oceanic literature. 

For IDI < 1 there are two homoclinic trajectories to the origin: 

qhi(t; ~bhmax) = -t-(~bh(t), vh(t)) 

( { . , , [ sin ~mast'~'~ l sin2 q~max tanh (sin ~maxt /2) ) 
= 4 -  a r c s i n ~ s l n ~ a x s e c n ~  ) ) ,  - . . . . . . .  , 

2 ~/cosh 2 (sin 4rhmaxt/2) - sin ~b2max 

(A.3) 

where ~bhmax is the maximal latitude angle reached by the homoclinic orbit and is related to D by 

q~lmax(D) =- I arccos(IDI)l. (A.4) 

Integrating (2.1a) along the homoclinic orbit, and using (2.4) and (A.4) in the process we find the longitude 
homoclinic solution, )~h: 
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)~ha:(t; D) = ~,h(0) -[- ~(D - 1)t + sign D arctan D tanh 

' ( = ~.h(0) q- ~ (sign (D) cos Chmax -- 1) t-t-sign (D) arctan I tan(q~max)l tanh 
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t l sin(q~hmax) I ) 
2 

(A.5) 

Next we calculate I (q~max, D) and PC (~bmax, D), the action and the period in ¢ of the periodic solutions of (A. 1), 
where Cmax denotes the maximal latitude reached by the periodic orbit and D denotes the (fixed) angular momentum 
on the orbit. To find PC we integrate d¢ /v (¢ ,  ~max; D) where v(¢, Cmax; D) = v(¢, H; D)In=n(4~m,x,O;D) is found 
from (A.2). There are two types of orbits to consider-  orbit which encircle the origin, for which the integration in ¢ 
is performed between 0 and ~bmax and orbits which encircle the elliptic points with I DI < 1, for which the integration 
in ¢ is performed between Cmin and Cmax- Substituting cos ¢ = x and using formula 3.131(4) in Gradshteyn and 
Ryzhik [38] we find: 

2 y - z  

where K is the complete elliptic integral of the first kind, and 

D2 
x = l ,  Y--  2 , z=cos2(¢max),  

COS (~bmax) 
D 2 

X - -  2 , y = 1, z = cos2 (¢max) ,  
c o s  (q~max) 

Similarly, 

¢m~x 

= 2 t V d e  = I (¢max, D) 

q~min 

(A.6a) 

N = 2 for restricted orbits; 

N = 4 for unrestrictedorbits. 
(A.6b) 

½x -- 4E(¢max, 0, D) -- D y - z 

1 y -- z 2D 2 " [ 1 z -- y y -- z 

z x 4 7 ~ - z  2 ~ '  z ' 
(A.7) 

where E(¢max, 0, D) is defined by (2.3) and K, /7 ,  E are elliptic integrals of the first, second and third kind, 
respectively. 

Let A(t; Cmax, D) = ½(~.(t; Cmax, D) - ct), where c = ~r/k (this variable is used when k 5~ 0, see (4.2) and 
(4.1)). It is of interest to find resonance behavior between the q~ and A variables. As it is quite complicated to find 
the period in A, we find instead Ap(Omax, D), the increment in A after one period in ¢: 

Ap(dflmax, D) ---- A(P¢(~bmax,  D); ~bmax, D) 

1 ( 1 )  1 /7 (--(y -- z/z) ,  ~,/(y -- z ) / (x  -- z)) 
= ---2 c + P¢(~bmax, D) + -~DN Zqr~ --Z , (A.8) 

where x, y, z and N depend on the orbits nature as in (A.6). Since ~bma x = 0 when (¢, v) = (0, 0) and IDI > 1 and 
Cmax = ~bell on the elliptic equilibrium points, the following limiting values of PC, Ap  are found: 

4Jr 1 ( 1  1 ) 
Pc(0, D) = ~ ,  Ap(O, D) = ~ ~O 2 c Pc(O, D), IOl > 1, 

pc(Cell, D) _ 2zr 1 (  1 1 ) (A.9) 
--  ~sign(D) Pc(Cel l ,  D ) ,  Int < 1. l_/]--~- ~ ,  Ap(~bell, D) --~ c + 
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A.2. Melnikov integral for the reduced system 

Below, we include the detailed formulae used in the reduced equations of Section 3b. Expanding A of (4.19) in 

leads to the expansion of the r.h.s, of (4.21) as follows: 

A = A 0 + cA 1 = 2 H  + c(1 + c) cos2($) -- v 2 + 2¢A(C) sin(2kA + 0), 

D = Do + ED1 + O(~ 2) = (1 + 2c) cos2(0) 4- 2 cos (C)v / -~  4- E cos(C)(A 1 / v / ~ ) ,  

dv 0Do(¢,  v, A; H)  ODI(¢,  v, A; H)  
= + E  

dA 0C 0¢ 

c(1 + c) cos ¢ sin(2¢) 
:-  2 s i n e ( - -  cos C(1 + 2c) q: v/-A-o) :F (A.10) 

( A(C)cosCsin(2C)c(l+c)) , ~ e sin(2kA + 0) - A ( C )  sin C + A'(C) cos C + 
+ z  ~ o o  z~o 

dC 0D0(C, v, A; H)  0D1 (C, v, A; H)  2v cos C { A(C) sin(2kA + 0)'~ 
= - E  = 4 - - -  1 - - ¢  . 

dA Ov Ov ~ ~ AO ) 
Hence, the Melnikov integral is given by 

OG 

M(Ao, O; H) = / {Do, DI}[qh(A,A+Ao) dA 
- - 0 0  

----- :7 cos(2kA0 + 0) 
OO 

x -- / sin(2kA)v (4A(C) sin(C) 4- (1 + 2 c )  sin(2C)A(C) 

\ ao 
- -OO 

2 cos(C)At(C) \ 
} qh(t) dt. 

(A. 11) 
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