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Abstract

We introduce a behavior-based similarity measure which
tells us whether two different space-time intensity patterns
of two different video segments could have resulted from
a similar underlying motion field. This is done directly
from the intensity information, without explicitly computing
the underlying motions. Such a measure allows us to de-
tect similarity between video segments of differently dressed
people performing the same type of activity. It requires no
foreground/background segmentation, no prior learning of
activities, and no motion estimation or tracking.

Using this behavior-based similarity measure, we extend
the notion of 2-dimensional image correlation into the 3-
dimensional space-time volume, thus allowing to correlate
dynamic behaviors and actions. Small space-time video
segments (small video clips) are “correlated” against entire
video sequences in all three dimensions (x,y, and t). Peak
correlation values correspond to video locations with simi-
lar dynamic behaviors. Our approach can detect very com-
plex behaviors in video sequences (e.g., ballet movements,
pool dives, running water), even when multiple complex ac-
tivities occur simultaneously within the field-of-view of the
camera.

1. Introduction

Different people with similar behaviors induce com-
pletely different space-time intensity patters in a recorded
video sequence. This is because they wear different clothes
and their surrounding backgrounds are different. What is
common across such sequences of same behaviors is the
underlying induced motion fields. This observation was
used in [5], where low-pass filtered optical-flow fields (be-
tween pairs of frames) were used for action recognition.
However, dense unconstrained and non-rigid motion esti-
mation is highly noisy and unreliable. Clothes worn by dif-
ferent people performing the same action often have very
different spatial properties (different color, texture, etc.)

Uniform-colored clothes induce local aperture effects, es-
pecially when the observed acting person is large (which is
why Efros et. al [5] analyze small people, “at a glance”).
Dense flow estimation is even more unreliable when the dy-
namic event contains unstructured objects, like running wa-
ter, flickering fire, etc.

In this paper we introduce an approach for measuring
the degree of consistency (or inconsistency) between the
implicit underlying motion patterns in two video segments,
without explicitly computing those motions. This is done di-
rectly from the space-time intensity (grayscale) information
in those two video volumes. In fact, this “behavioral sim-
ilarity” measure between two video segments answers the
following question: Given two completely different space-
time intensity patterns (two video segments), could they
have been induced by the same (or similar) space-time mo-
tion fields? Such a behavioral similarity measure can there-
fore be used to detect similar behaviors and activities in
video sequences despite differences in appearance due to
different clothing, different backgrounds, different illumi-
nations, etc.

Our behavioral similarity measure requires no prior fore-
ground/background segmentation (which is often required
in action-recognition methods, e.g., [2, 13]). It requires no
prior modelling or learning of activities, and is therefore not
restricted to a small set of predefined activities (as opposed
to [14, 1, 3, 4, 2]). While [5, 14, 1] require explicit mo-
tion estimation or tracking, our method does not. By avoid-
ing explicit motion estimation, we avoid the fundamental
hurdles of optical flow estimation (aperture problems, sin-
gularities, etc.) Our approach can therefore handle video
sequences of very complex dynamic scenes where motion
estimation is extremely difficult, such as scenes with flow-
ing/splashing water, complex ballet movements, etc. Our
method is not invariant to large geometric deformations of
the video template. However, it is not sensitive to small de-
formations of the template (including small changes in scale
and orientation).

We use this measure to extend the notion of traditional 2-
dimensional image correlation, into a 3-dimensional space-



time video-template correlation. The behavioral similarity
measure is used for “correlating” a small “video query” (a
small video clip of an action) against a large video sequence
in all three dimensions (x,y,t), for detecting all video loca-
tions with high behavioral similarity.

Space-time approaches to action recognition have been
previously suggested [11, 15, 9], which also perform di-
rect measurements in the space-time intensity video vol-
ume. Slices of the space-time volume (such as the X-T
plane) were used in [11] for gait recognition. This approach
exploits only a small portion of the available data, and is
limited for cyclic motions. In [15] empirical distributions
of space-time gradients collected from an entire video clip
are used. As such, they are restricted to a single action in
the field-of-view of the camera at any given time, and do not
capture the geometric structure of the action parts (neither
in space, nor in time). In [9] a sparse set of space-time cor-
ner points are detected and used to characterize the action,
while maintaining scale invariance. Since there are so few
such points in a typical motion, the method may be prone to
occlusions and to misdetections of these interest points. It is
therefore also limited to a single action in the field-of-view
of the camera.

Because our approach captures dense spatio-temporal
geometric structure of the action, it can therefore be applied
to small video templates. Multiple such templates can
be correlated against the same video sequence to detect
multiple different activities. To our best knowledge, this
is the first work which shows an ability to detect multiple
different activities that occur simultaneously in the field-of-
view of the camera, without any prior spatial or temporal
segmentation of the video data, and in the presence of
cluttered dynamic backgrounds.

Overview of the Approach & Notations:
Fig. 1 provides a graphical view of the notations used in the
paper. A small space-time template T (= a very small video
clip, e.g., 30×30×30) is “correlated” against a larger video
sequence V (e.g., 200 × 300 × 1000) in all three dimen-
sions (x,y, and t). This generates a space-time “behavioral
correlation surface” C(x, y, t), or more precisely, a space-
time “behavioral correlation volume” (not shown in the fig-
ure). Peaks within this correlation surface are locations in
the video sequence V with similar behavior to the template
T .

Each value in the correlation surface C(x, y, t) is com-
puted by measuring the degree of “behavioral similarity”
between two video segments: the space-time template T ,
and a video segment S ⊂ V (of the same dimensions as
T ), centered around the point (x, y, t) ∈ V . The behav-
ioral similarity between two such video segments, T and
S, is evaluated by computing and integrating local con-
sistency measures between small space-time patches (e.g.,

Figure 1. Overview of framework and notations.

7 × 7 × 3) within these video segments. Namely, for each
point (x, y, t) ∈ S, a small space-time patch (ST-patch)
PS ⊂ S centered around (x, y, t) is compared against its
corresponding small space-time patch PT ⊂ T (see Fig. 1).
These local scores are then aggregated to provide a global
correlation score for the entire template T at this video lo-
cation. (This is similar to the way correlation of image
templates is sometime performed. However, here the small
patches P also have a temporal dimension, and the simi-
larity measure between patches captures similarity of the
implicit underlying motions.)

We will start by exploring unique properties of inten-
sity patterns induced in small space-time patches P within
video data (Section 2). Step by step, we will develop the
consistency measure between two such space-time patches
(PT and PS) (Sections 3 and 4). These local scores are
then aggregated into a more global behavior-based correla-
tion score between two video segments (T and S), which in
turn leads to the construction of a correlation surface of the
video query T relative to the entire large video sequence V
(Section 6). Examples of detecting complex activities (pool
dives, ballet dances, etc.) in real noisy video footage are
shown in Section 7.

2. Properties of a Space-Time Intensity Patch

We will start by exploring unique properties of inten-
sity patterns induced in small space-time patches of video
data. For short, we will refer to a small space-time patch as
ST-patch. If a ST-patch P is small enough (e.g., 7×7×3),
then all pixels within it can be assumed to move with a sin-
gle uniform motion. This assumption is true for most of
ST-patches in real video sequences. (It is very similar to the
assumption used in [10] for optical flow estimation, but in
our case the patches also have a temporal dimension.) A
very small number of patches in the video sequence will
violate this assumption. These are patches located at mo-
tion discontinuities, as well as patches that contain an abrupt
temporal change in the motion direction or velocity.



A locally uniform motion induces a local brush of
straight parallel lines of color (or intensity) within the ST-
patch P . All the color (intensity) lines within a single ST-
patch are oriented in a single space-time direction (u, v, w)
(see zoomed-in part in Fig. 1). The orientation (u, v, w)
can be different for different points (x, y, t) in the video se-
quence. It is assumed to be uniform only locally, within a
small ST-patch P centered around each point in the video.
Examining the space-time gradients ∇Pi = (Pxi

, Pyi
, Pti

)
of the intensity at each pixel within the ST-patch P (i =
1..n), then these gradients will all be pointing to directions
of maximum change of intensity in space-time (Fig. 1).
Namely, these gradients will all be perpendicular to the di-
rection (u, v, w) of the brush of color/intensity lines:

∇Pi

⎡
⎣ u

v
w

⎤
⎦ = 0 (1)

Different space-time gradients of different pixels in P (e.g.,
∇Pi and ∇Pj) are not necessarily parallel to each other.
But they all reside in a single 2D plane in the space-time
volume, that is perpendicular to (u, v, w). Note that Eq. (1)
does not require for the frame-to-frame displacements to be
infitisimally small, only uniform within P . However, it can-
not handle very large motions that induce temporal aliasing.
These issues are addressed in Sec. 6.

Stacking these equations from all n pixels within the
small ST-patch P , we obtain:⎡

⎢⎢⎢⎢⎣

Px1 Py1 Pt1

Px2 Py2 Pt2

...

...
Pxn

Pyn
Ptn

⎤
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G

⎡
⎣ u

v
w

⎤
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0
0
...
0

⎤
⎥⎥⎥⎦

n×1

(2)

where n is the number of pixels in P (e.g., if P is 7×7×3,
then n = 147). Multiplying both sides of Eq. (2) by GT

(the transposed of the gradient matrix G), yields:

GTG

⎡
⎣ u

v
w

⎤
⎦ =

⎡
⎣ 0

0
0

⎤
⎦

3×1

. (3)

GTG is a 3 × 3 matrix. We denote it by M:

M = GTG =

⎡
⎣ ΣP 2

x ΣPxPy ΣPxPt

ΣPyPx ΣP 2
y ΣPyPt

ΣPtPx ΣPtPy ΣP 2
t

⎤
⎦ . (4)

where the summation is over all pixels within the space-
time patch. Therefore, for all small space-time patches con-
taining a single uniform motion, the matrix M3×3 (also
called the “Gram matrix” of G) is a rank-deficient matrix:
rank(M) ≤ 2. Its smallest eigenvalue is therefore zero

(λmin = 0), and (u, v, w) is the corresponding eigenvector.
Note that the size of M (3× 3) is independent from the size
of the ST-patch P . This matrix has also been used in the
past for optical flow estimation [8], non-linear filtering [12]
and extraction of space-time interest points [9].

Now, if there exists a ST-patch for which rank(M) = 3,
then this ST-patch cannot contain a single uniform motion
(i.e., there is no single [u v w] vector that is perpendicular to
all space-time intensity gradients). In other words, this ST-
intensity patch was induced by multiple independent mo-
tions. Note that this observation is reached by examining M
alone, which is directly estimated from color or intensity in-
formation. No motion estimation is required. As mentioned
above, rank(M) = 3 happens when the ST-patch is located
at spatio-temporal motion discontinuity. Such patches are
also known as “space-time corners” [9] or patches of “no
coherent motion” [8]. These patches are typically very rare
in a real video sequence.

3. Consistency between Two ST-Patches

Similar rank-based considerations can assist in telling us
whether two different ST-patches, P1 and P2, with com-
pletely different intensity patters, could have resulted from
a similar motion vector (i.e., whether they are motion con-
sistent). Once again, this is done directly from the under-
lying intensity information within the two patches, without
explicitly computing their motions, thus avoiding aperture
problems that are so typical of small patches.

We say that two ST-patches P1 and P2 are motion con-
sistent if there exists a common vector u = [u v w]T that
satisfies Eq. 2 for both them, i.e., G1u = 0 and G2u = 0.
Stacking these together we get:

G12

⎡
⎣ u

v
w

⎤
⎦ =

[
G1

G2

]
2n×3

⎡
⎣ u

v
w

⎤
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0
0
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0

⎤
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(5)

where matrix G12 contains all the space-time intensity gra-
dients from both ST-patches P1 and P2.

As before, we multiply both sides by GT
12, yielding:

M12

⎡
⎣ u

v
w

⎤
⎦ =

⎡
⎣ 0

0
0

⎤
⎦

3×1

(6)

where M12 = GT
12G12 (the Gram matrix) is a 3 × 3 rank

deficient matrix: rank(M12) ≤ 2.
Now, given two different space-time intensity patches,

P1 and P2 (each induced by a single uniform motion),
if the combined matrix M12 is not rank-deficient (i.e.,
rank(M12) = 3 <=> λmin(M12) �= 0), then these two
ST-patches cannot be motion consistent.

Note that M12 = M1+M2 = GT
1 G1+GT

2 G2, and is
based purely on the intensity information within these two



ST-patches, avoiding explicit motion estimation. Moreover,
for our higher-level purpose of space-time template corre-
lation we currently assumed that P1 and P2 are of the same
size (n). But in general there is no such limitation in the
above analysis.

4. Handling Spatio-Temporal Ambiguities

The rank-3 constraint on M12 for detecting motion in-
consistencies is a sufficient but not a necessary condition.
Namely, if rank(M12) = 3, then there is no single im-
age motion which can induce the intensity pattern of both
ST-patches P1 and P2, and therefore they are not motion-
consistent. However, the other direction is not guaranteed:
There can be cases in which there is no single motion which
can induce the two space-time intensity patterns P1 and P2,
yet rank(M12) < 3. This can happen when each of the
two space-time patches contains only a degenerate image
structure (e.g., an image edge) moving in a uniform mo-
tion. In this case the space-time gradients of each ST-patch
will reside on a line in the space-time volume, all possible
(u, v, w) vectors will span a 2D plane in the space-time vol-
ume, and therefore rank(M1) = 1 and rank(M2) = 1.
Since M12 = M1 +M2, therefore: rank(M12) ≤ 2 < 3,
regardless of whether there is or isn’t motion consistency
between P1 and P2.

The only case in which the rank-3 constraint on M12

is both sufficient and necessary for detecting motion incon-
sistencies, is when both matrices M1 and M2 are each of
rank-2 (assuming each ST-patch contains a single motion);
namely – when both ST-patches P1 and P2 contain non-
degenerate image features (corner-like).

In this section we generalize the notion of the rank
constraint on M12, to obtain a sufficient & necessary
motion-consistency constraint for both degenerate & non-
degenerate ST-patches.

If we examine all possible ranks of the matrix M of an
individual ST-patch P which contains a single uniform mo-
tion, then: rank(M) = 2 when P contains a corner-like
image feature, rank(M) = 1 when P contains an edge-
like image feature, rank(M) = 0 when P contains a
uniform colored image region.

This information (about the spatial properties of P ) is
captured in the 2× 2 upper-left minor M♦ of the matrix M
(see Eq. 4):

M♦ =
[

ΣP 2
x ΣPxPy

ΣPyPx ΣP 2
y

]
.

This is very similar to the matrix of the Harris detector [7],
but the summation here is over the 3-dimensional space-
time patch, and not a 2-dimensional image patch.

In other words, for a ST-patch with a single uniform
motion, the following rank condition holds: rank(M) =
rank(M♦). Namely, when there is a single uniform motion

within the ST-patch, the added temporal component (which
is captured by the third row and third column of M) does
not introduce any increase in rank.

This, however, does not hold when a ST-patch which
contains more than one motion, i.e., when the motion is not
along a single straight line. In such cases the added tempo-
ral component introduces an increase in the rank, namely:
rank(M) = rank(M♦) + 1. (The difference in rank can-
not be more than 1, because only one column/row is added
in the transition from M♦ to M). Thus:

One patch: Measuring the rank-increase ∆r between
M and its 2 × 2 upper-left minor M♦ reveals whether
the ST-patch P contains a single or multiple motions:

∆r = rank(M)−rank(M♦) =
{

0 single motion
1 multiple motions

(7)

Note that this is a generalization of the rank-3 constraint
on M which was presented in Section 2. (When the rank
M is 3, then the rank of its 2 × 2 minor is 2, in which case
the rank-increase is 1). The constraint (7) holds both for
degenerate and non-degenerate ST-patches.

Following the same reasoning for two different ST-
patches (similarly to the way the rank-3 constraint of a
single ST-patch was generalized in Section 3 for two ST-
patches), we arrive at the following sufficient and necessary
condition for detecting motion inconsistency between two
ST-patches:

Two patches: Measuring the rank-increase ∆r
between M12 and its 2 × 2 upper-left minor M♦

12

reveals whether two ST-patches, P1 and P2, are
motion-consistent with each other:

∆r = rank(M12)−rank(M♦
12) =

{
0 consistent
1 inconsistent

(8)

This is a generalization of the rank-3 constraint on M12

presented in Section 3. The constraint (8) holds both for
degenerate and non-degenerate ST-patches.

5. Continuous Rank-Increase Measure ∆r

The straightforward approach to estimate the rank-
increase from M♦ to M is to compute their individual
ranks, and then take the difference, which provides a bi-
nary values (0 or 1). The rank of a matrix is determined by
the number of non-zero eigenvalues it has.

However, due to noise, eigenvalues are never zero.
Applying a threshold to the eigenvalues is usually data-
dependent, and a wrong choice of a threshold would lead to
wrong rank values. Moreover, the notion of motion consis-
tency between two ST-patches (which is based on the rank-



(a) T=

(b) V=

(c) C+V=

Figure 2. Walking on the beach. (a) T = a short walk clip. (b) V = the longer beach video against which
T was “correlated”. (c) Peaks of space-time correlation C superimposed on V (see text). For video sequences see:
www.wisdom.weizmann.ac.il/∼vision/BehaviorCorrelation.html

increase) is often not binary: If two motions are very similar
but not identical – are they consistent or not...? We would
therefore like to have a continuous measure of motion con-
sistency between two ST-patches. This motivated us to de-
velop the following continuous notion of rank-increase.

Let λ1 ≥ λ2 ≥ λ3 be the eigenvalues of the 3× 3 matrix
M. Let λ♦

1 ≥ λ♦
2 be the eigenvalues of its 2 × 2 upper-

left minor M♦. From the Interlacing Property of eigen-
values in symmetric matrices ([6] p.396) it follows that:
λ1 ≥ λ♦

1 ≥ λ2 ≥ λ♦
2 ≥ λ3. This leads to the follow-

ing two observations:

λ1 ≥ λ1 · λ2 · λ3

λ♦
1 · λ♦

2

=
det(M)

det(M♦)
≥ λ3, (9)

and
1 ≥ λ2 · λ3

λ♦
1 · λ♦

2

≥ λ3

λ1
≥ 0.

We define the continuous rank-increase measure ∆r to be:

∆r =
λ2 · λ3

λ♦
1 · λ♦

2

(10)

0 ≤ ∆r ≤ 1. The case of ∆r = 0 is an ideal case of
no rank increase, and when ∆r = 1 there is a clear rank
increase. However, the above continuous definition of ∆r
allows to handle noisy data (without taking any threshold),
and provides varying degrees of rank-increases for varying
degrees of motion-consistencies.

6. Correlating a Space-Time Video Template

A space-time video template T consists of many small
ST-patches. It is “correlated” against a larger video
sequence by checking its consistency with every video
segment centered around every space-time point (x, y, t) in
the large video. A good match between the video template
T and a video segment S should satisfy two conditions:
(i) It should bring into “motion-consistent alignment” as
many ST-patches as possible between T and S.
(ii) It should maximize the alignment of motion disconti-
nuities within the template T with motion discontinuities

within the video segment S. Such discontinuities may also
result from space-time corners and very fast motion.

A good global template match should minimize the num-
ber of local inconsistent matches between regular patches
(patches not containing motion discontinuity), and should
also minimize the number of matches between regular
patches in one sequence with motion discontinuity patches
in the other sequence.

The following measure captures the degree of local
inconsistency between a small ST-patch P1 ∈ T and a ST-
patch P2 ∈ S, according to the above-mentioned require-
ments:

m12 =
∆r12

min(∆r1,∆r2) + ε
(11)

where ε avoids division by 0. This measure yields low val-
ues (i.e., ‘consistency’) when P1 and P2 are motion consis-
tent with each other (in which case ∆r12 ≈ ∆r1 ≈ ∆r2 ≈
0). It also provides low values when both P1 and P2 are
patches located at motion discontinuities within their own
sequences (in which case ∆r12 ≈ ∆r1 ≈ ∆r2 ≈ 1). m12

will provide high values (i.e., ‘inconsistency’) in all other
cases.

To obtain a global inconsistency measure between the
template T and a video segment S, the average value of
m12 in T is computed: 1

N Σm12, where N is the num-
ber of space-time points (and therefore also the number of
ST-patches) in T . Similarly, a global Consistency Mea-
sure between the template T and a video segment S can be
computed as the average value of 1

m12
, i.e.: C(T, S) =

1
N Σ 1

m 12
, which is the measure we used in our experiments.

A space-time template T (e.g., 30× 30× 30) can thus
be “correlated” against a larger video sequence (e.g.,
200×300×1000) by sliding it in all three dimensions (x,y,
and t), while computing its consistency with the underlying
video segment at every video location. This generates
a space-time “correlation surface” (or more precisely,
a space-time “correlation volume”). Peaks within this
correlation surface are locations in the large video sequence



(a) T=

(b) V=

(c) C+V=

Figure 3. Ballet example. (a) T = a single turn of the man-dancer. (b) V = the ballet video against which T
was “correlated”. (c) Peaks of space-time correlation C superimposed on V (see text). For video sequences see:
www.wisdom.weizmann.ac.il/∼vision/BehaviorCorrelation.html.

where similar behavior to that depicted by the template is
detected. To allow flexibility to small changes in scale and
orientation, we correlate the template and the video at half
of their original resolution. Examples of such correlation
peaks can be found in Figs. 2.c, 3.c, 4.c.

Computational efficiency:
In regular image correlation, the search space is 2D (the
entire image). In the presented space-time correlation the
search space is 3-dimensional (the entire video sequence),
and the local computations are more complex (e.g., eigen-
value estimations). As such, special care must be taken of
computational issues. The following observations allow us
to speedup the space-time correlation process significantly:

(i) The local matrices M3×3 (Eq. 4) can be computed and
stored ahead of time for all pixels of all video sequences in
the database, and separately for the space-time templates
(the video queries). The only matrices which need to
be estimated online during the space-time correlation
process are the combined matrices M12 (Eq. 6), which
result from comparing ST-patches in the template with
ST-patches in a database sequence. This, however, does not
require any new gradient estimation during run-time, since
M12 = M1 + M2 (see end of Section 3).

(ii) Eigenvalue estimation, which is part of the rank-
increase measure (Eq. 10), is computationally expensive
when applied to M12 at every pixel. The following obser-
vations allow us to approximate the rank-increase measure
without resorting to eigenvalue computation.

det(M) = λ1 · λ2 · λ3, and det(M♦) = λ♦
1 · λ♦

2 . The
rank-increase measure of Eq. (10) can be rewritten as:

∆r =
λ2 · λ3

λ♦
1 · λ♦

2

=
det(M)

det(M♦) · λ1

Let ‖M‖F =
√∑

M(i, j)2 be the Frobenius norm of
the matrix M. Then the following relation holds between
‖M‖F and λ1 [6]: λ1 ≤ ‖M‖F ≤ √

3λ1. The scalar
√

3

(≈1.7) is related to the dimension of M (3×3). The rank-
increase measure ∆r can therefore be approximated by:

∆r̂ =
det(M)

det(M♦) · ‖M‖F
(12)

∆r̂ requires no eigenvalue computation, is easy to compute
from M, and provides the following bounds on the rank-
increase measure ∆r of Eq. (10): ∆r̂ ≤ ∆r ≤ √

3∆r̂.
Although less precise than ∆r, ∆r̂ provides sufficient sep-
aration between ‘rank-increases’ and ‘no-rank-increases’1.
We use this approximated measure to speed-up our space-
time correlation process.

(iii) The overall run-time for computing the entire “cor-
relation volume” of a 144 × 180 × 200 video sequence
and a 60× 30× 30 query, is 30 minutes on a Pentium 4,
2.4 GHz (since the correlation volume is smooth, it is
enough to compute it for every other pixel and every other
frame, and then interpolate). When searching only for
correlation peaks, this process can be further sped-up using
coarse-to-fine multi-grid search, thus reducing the run-time
to less than one minute for the above example.

In our experiments the video sequences were of reduced
spatial resolution, to reduce effects of temporal aliasing due
to fast motion. Spatial blurring of size [5×5] with σ=0.75
was applied before extracting the space-time gradients. The
size of the space-time patches P (Eq. 4) was [7× 7× 3],
using weighted sums of gradients with Gaussian weights
(σspace =1.5, and σtime =1.0) instead of regular sums.

7. Results

One possible application of our space-time correlation
is to detect “behaviors of interest” in a video database. A

1In the analytic definition of the rank increase measure (Eq. 10), ∆r
attains high values in case of a uniform patch (where all eigenvalues might
be equally small). In order to overcome this situation and to add numerical
stability to the measure, we added a small constant to the Frobenius norm
in the denominator of Eq. 12, that corresponds to 10 gray-level gradients.



(a) T=

(b) V=

(c)C+V=

Figure 4. Swim-relay match. (a) T = a single dive into the pool. (b) V = the swim-relay video against which T
was “correlated”. (c) Peaks of the space-time correlation C superimposed on V (see text). For video sequences see:
www.wisdom.weizmann.ac.il/∼vision/BehaviorCorrelation.html

behavior-of-interest can be defined via one (or more) ex-
ample video clip (a “video query”). Such video queries
serve as space-time correlation templates. Please view the
video clips (databases and queries) of the following exper-
iments in: www.wisdom.weizmann.ac.il/∼vision/ Behavior-
Correlation.html.

Fig. 2 shows results of applying our method to detect all
instances of walking people in a beach video. The space-
time template T was a very short walk clip (14 frames of
60x70 pixels) of a different man recorded elsewhere. Fig 2.a
shows a few sampled frames from T . Fig 2.b shows a few
sampled frames from the long beach video V (460 frames
of 180x360 pixels). The template T was “correlated” twice
with V – once as is, and once its mirror reflection, to allow
detections of walks in both directions. Fig 2.c shows the
peaks of the resulting space-time correlation surface (vol-
ume) C(x, y, t) superimposed on V . Red denotes high-
est correlation values; Blue denotes low correlation values.
Different walking people with different clothes and differ-
ent backgrounds were detected. Note that no background-
foreground segmentation was required. The behavioral-
consistency between the template and the underlying video
segment is invariant to differences in spatial appearance of
the foreground moving objects and of their backgrounds. It
is sensitive only to the underlying motions.

Fig. 3 shows analysis of a ballet footage downloaded
from the web (“Birmingham Royal Ballet”). The space-
time template T contains a single turn of a man-dancer
(13 frame of 90x110 pixels). Fig. 3.a shows a few sam-
pled frames from T . Fig. 3.b shows a few frames from the
longer ballet clip V (284 frames of 144x192 pixels), against
which T was “correlated”. Peaks of the space-time corre-
lation surface C are shown superimposed on V (Fig. 3.c).
Most of the turns of the two dancers (a man and a woman)
were detected, despite the variability in scale relative to the
template (up to 20%). Note that this example contains very

fast moving parts (frame-to-frame).
Fig. 4 shows detecting dives into a pool during a swim-

ming relay match. This video was downloaded from the
website of the 2004 Olympic Games, and was severely
mpeg-compressed. The video query T is a short clip
(70x140 pixels x16 frames) showing one dive (shown
slightly enlarged in Fig 4.a for visibility). It was corre-
lated against the one-minute long video V (757 frames of
240x360 pixels, Fig 4.b). Despite the numerous simultane-
ous activities (a variety of swim styles, flips under the water,
splashes of water), and despite the severe noise, the space-
time correlation was able to separate most of the dives from
other activities (Fig 4.c). One dive is missed due to partial
occlusion by the Olympic logo at the bottom right of the
frame. There is also one false detection, due to a similar
motion pattern occurring in the water.It is unlikely to as-
sume that optical flow estimation would produce anything
meaningful on such a noisy sequence, with so much back-
ground clutter, splashing water, etc. Also, it is unlikely that
any segmentation method would be able to separate fore-
ground and background objects here. Yet, the space-time
correlation method was able to produce reasonable results.

Fig. 5 shows detection of five different activities which
occur simultaneously: ‘walk’, ‘wave’ ‘clap’ ‘jump’, and
‘fountain’ (with flowing water). Five small video queries
were provided (T1, .., T5), one for each activity (Fig 5.a).
These were performed by different people&backgrounds
than in the longer video V . A short sub-clip from the right-
most fountain was used as the fountain-query T5. Fig 5.c
shows the peaks detected in each of the five correlation sur-
faces C1, .., C5. Space-time ellipses are displayed around
each peak, with its corresponding activity color. All activi-
ties were correctly detected, including the flowing water in
all three fountains.

In all the above examples a threshold was applied high-
lighting the peaks. The threshold was chosen to be 0.7-



(a) T1 T2 T3 T4 T5

(b) V=

(c) C+V=

Figure 5. Detecting multiple activities. (a) T1, ..T5 = five different short video templates. (b) V = the
video against which T was “correlated”. (c) Ellipses with colors corresponding to the 5 activities are dis-
played around the peaks detected in all 5 correlation surfaces C1, .., C5 (see text). For video sequences see:
www.wisdom.weizmann.ac.il/∼vision/BehaviorCorrelation.html.

0.8 of the highest peak value detected. In these various
examples it is evident that the correlation volume behaves
smoothly around the peaks. The size of the basin of attrac-
tion occupied about half the size of the human figure, and
the peak in each basin was usually unique. These properties
enable us to use efficient optimization tools when searching
for the maxima (as was suggested at the end of Sec. 6).

8. Conclusion
By examining the intensity variations in video patches,

we can implicitly characterize the space of their possi-
ble motions without having to explicitly choose arbitrary
(wrong) ones of them as done in optical flow estimation.
This allows us to identify whether two different intensity
patterns in two different video segments could have been
induced by similar underlying motion fields. We use this to
compare (“correlate”) small video templates against large
video sequences to detect all locations with similar dynamic
behaviors, while being invariant to appearance, and with-
out prior foreground/background segmentation. To our best
knowledge, this is the first time multiple different behav-
iors/actions are detected simultaneously, and in very com-
plex dynamic scenes. Currently our method is not invari-
ant to large geometric deformations of the video template.
However, it is not sensitive to small changes in scale and
orientation, and can be extended to handle large changes in
scale by employing a multi-scale framework (in space and
in time). This is part of our future work.
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