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Abstract

Probabilistic proof systems is a paradigm of complexity theory whose study evolves around
questions such as “how can we use randommess to prove and verify assertions?”, “what do we
gain from using randomness in verification procedures?”, and “what assertions can be verified by
probabilistic verification procedures?”. The study of those questions has began in the 1980’s, and
led to several of the most important achievements of complexity theory since then.

Many of the key results regarding probabilistic proof systems rely on sophisticated algebraic
techniques. While those algebraic techniques are very important and useful, they seem to give little
intuition as to why those results hold. Given this state of affairs, it is an important goal to gain a
better understanding of those results and the reasons for which they hold. In her seminal paper,
Dinur (J. ACM 54(3)) has made a big step toward achieving this goal by giving an alternative proof
of one of the key results in this area, namely the PCP theorem, using a combinatorial approach.
Her proof is not only considerably simpler than the original proof, but also seems to shed more
light on the intuitions that underlie the theorem.

In this thesis, we pursue this direction further, by providing alternative proofs for several key
results about probabilistic proof systems. Our alternative proofs do not use algebra (or use almost
no algebra), and are more intuitive, in our opinion. In particular:

e We show that it is possible to prove that IP = PSPACE using general error correcting codes
and their tensor products, instead of low degree polynomials.

e We provide a combinatorial construction of PCPs with verifiers that are as efficient as those
obtained by the algebraic methods.

e We provide an (almost) combinatorial construction of PCPs of length n - (logn)C(o8los™)

coming very close to the state of the art obtained by algebraic constructions (whose proof
length is n - (log n)°™).
e We provide a combinatorial construction of PCPs with sub-constant soundness error that

match the state of the art obtained by algebraic constructions, and along the way develop a
technique of derandomized parallel repetition.



Acknowledgement

It is my pleasure to express my deepest gratitude to Oded Goldreich, my advisor. I feel that Oded
has taught me how to do research, and has influenced considerably on my perspective of theoretical
computer science, and of what does it mean to be a scientist in general. I also deeply appreciate his
kindness and his devotion to his students. Not less important, working with Oded has been a very
fun experience, and I enjoyed and learned very much from our conversations, both on professional and
non-professional subjects.

I would like to thank to Gillat Kol for being a great friend throughout my graduate studies, and
making my time at the Weizmann institute the enjoyable experience it was. I would also like to thank
Tal Kramer, Shira Kritchman, Inbal Talgam, Irit Dinur, Dana Moshkovitz, Zvika Brakersky, Chandan
Dubey, Anat Ganor, Elazar Goldenberg, and Shachar Lovett for being such a fun and interesting com-
pany. As for Irit, [ am also grateful to her for a much fun and educating collaboration, and of course,
for her paper that led me to this thesis.

As always, I am grateful to my parents for their everlasting support, care and love.



This thesis is based on the following works:

“IP = PSPACE using Error Correcting Codes”, by the author [MeilOb].
“Combinatorial PCPs with Efficient Verifiers”, by the author [Mei09].
“Combinatorial PCPs with Short Proofs” by the author [MeilOa).

“Derandomized Parallel Repetition of Structured PCPs” by Irit Dinur and the author [DM10].



Contents

Contents

1 Introduction

1.1 Interactive Proof Systems . . . . . . . . . . ...
1.2 Probabilistic Proof Systems . . . . . . . .. .
2 IP = PSPACE using Error Correcting Codes

2.1 Imntroduction . . . . . . . . .
2.2 Preliminaries . . . . . . . . .. e
2.3 Tensor Product Codes and Multiplication Codes . . . . . . . . . . . .. .. .. ... ...
2.3.1 Tensor Product of Codes . . . . . . . . . .. .. ...
2.3.2  Multiplication codes . . . . . . .. Lo

2.4 The Sum-Check Protocol Revisited . . . . . . . . . . ... ... ... . ... ... ....
2.5 A Proof of coNP CIP . . . . . . .
2.5.1 Proof overview . . . . . ...
2.5.2 Full proof . . . . . .
2.5.2.1 Proof of Lemma 2.5.2 . . . . .. ... ..

2.6 The Proof of IP = PSPACE . . . . . . . . . . . .
2.6.1 Proof overview . . . . . . ..
2.6.2 The full proof . . . . . . .

3 Combinatorial PCPs with efficient verifiers

3.1 Introduction . . . . . . . ..
3.1.1 Background and Our Results . . . . . ... .. .. ... ... ... ... ...
3.1.2  Our Techniques . . . . . . . . . .
3.1.2.1  On Dinur’s proof of the PCP theorem . . . . . . ... ... ... .. ...

3.1.2.2  On Dinur and Reingold’s construction of PCPPs . . . . . . ... .. ..

3.1.2.3  Our construction vs. the DR construction . . . . . ... ... ... ...

3.2 Preliminaries and Our Main Results . . . . . . . . .. . .. ... ... ... ... ...
3.2.1 Notational Conventions . . . . . . . . . . . . ... ...
3.2.2 PCPs . . . . . e
3.2.3 PCPsof Proximity . . . . . . . . . .. ...
3.2.3.1 The definition of PCPPs . . . . . . . . .. .. ... ... ... ...,

3.2.3.2  Constructions of PCPPs and our results . . . . .. ... ... ... ...

3.2.4  Error Correcting Codes . . . . . . . . . . . . .
3.2.5 Routing networks . . . . .. ..

3.3 OVerview . . . . . .. e
3.3.1 The structure of the construction . . . . . . ... . .. ... ... ... ...
3.3.1.1 Assignment testers . . . .. ... L



CONTENTS 5

3.4

3.5

3.6

3.7

3.8

3.3.1.2  The iterative structure . . . . . . .. ..o 43
3.3.1.3  The structure of a single iteration . . . . . . . . ... ... 43
3.3.2  Our circuit decomposition method . . . . . . . .. . ... ... ... ... 44
3.3.2.1 The DR decomposition . . . . . . . . . .. ... 45
3.3.2.2  Our decomposition . . . . . . . . .. 45
3.3.3  The tensor product lemma . . . . . . .. ..o 46
3.3.3.1  Warm-up: Ignoring issues of robustness . . . . . . ... ... ... ... 47
3.3.3.2 The actual proof . . . . . . ... 47
3.3.4 Efficiency issues . . . . . ... 48
3.3.4.1 Moditying the formalism . . . . . .. .. ... oo 48
3.3.4.2 Efficient implementation of the tensor product lemma . . . . . . . . . .. 49
3.3.4.3 A finer analysis of Dinur’s amplification theorem . . . . .. ... .. .. 49
3.3.4.4 Increasing the representation size . . . . . . . . . . ... ... L. 50
3.3.4.5 Bounding the fan-in and fan-out . . . .. ... ... ... ... .. 50
3.3.4.6  Revisiting known PCP techniques . . . . . . .. .. ... ... ... ... 50
3.3.5  Organization of the rest of this chapter . . . . . . . .. ... ... ... ... ... 51
Super-Fast Assignment Testers: Definitions and Main Theorem . . . . . . . . ... .. .. 51
3.4.1 DR-style assignment testers . . . . . . . . ... ... L 52
3.4.2  Super-fast assignment testers . . . . . ..o Lo 53
3.4.2.1 The size of the input circuit . . . . . . .. .. ... ... L. 53
3.4.2.2 The size and number of the output circuits. . . . . . . . . ... ... .. 54
3.4.2.3 The queries sets . . . . .. 54
3.4.2.4 Syntactic modifications . . . . . .. ..o 55
3.4.2.5 The final definition . . . . . . .. ..o Lo 55
3.4.3 Main theorem . . . . . . .. L 56
Tools for Constructing Assignment Testers . . . . . . . . . ... .. ... ... ... ... 57
3.5.1 Reverse Listers . . . . . . . . 58
3.5.2  On the Proof Length of Assignment Testers . . . . . . . ... ... ... ..... 59
3.5.3 Dinur’s Amplification Theorem . . . . . . . . . . . .. ... ... ... 60
3.5.4 Composition of Assignment Testers . . . . . . . . . . .. .. ... ... ... 61
3.5.5  Efficiently verifiable error-correcting codes . . . . . . . ... ..o 64
3.5.6 Robustization of Assignment Testers with Block Access . . . . . . ... ... ... 64
3.5.7 Increasing the Representation Size, and Universal Circuits . . . . . . ... .. .. 68
3.5.7.1 Proof overview . . . . . .. 69
3.5.7.2  Universal circuits . . . . . . . . . .. 72
3.5.8 Bounding the fan-in and fan-out of input circuits . . . . . . .. ... 73
Proof of the Main Theorem . . . . . . . . . . . . . .. ... ... ... .. 74
3.6.1 Circuit Decompositions with Matrix Access . . . . . . . .. ... .. .. ..... 75
3.6.2 The main lemmas and the proof of the main theorem . . . . . ... .. ... ... 76
Circuit Decomposition Lemma . . . . . . . . . . ... 81
3.7.1 OVerview . . . ... e 81
3.7.1.1  Warm-up: ignoring efficiency considerations . . . . . .. .. .. ... .. 82
3.7.1.2  Obtaining a super-fast circuit decomposition . . . . . . . . .. . ... .. 85
3.7.2  Proof of the circuit decomposition lemma . . . . . . . .. ... ... 86
3.7.2.1 The block structure of D . . . . . . . .. ..o 86
3.7.2.2 The proof stringsof D . . . . . . ... 87
3.7.2.3 The output circuitsof D . . . . . .. ... 88
Tensor Product Lemma . . . . . . . . . . . . . . 90

3.8.1 Proof overview . . . . .. 91



CONTENTS 6

3.8.1.1 The rejection ratioof A" . . . . . . ... 91

3.8.1.2 Implementing Ay efficiently . . . . .. ... ... o000 92

3.8.1.3 Showing that the queries of A; are contained in columns . . . . . . . .. 94

3.8.2 Robustization of decompositions with matrix access . . . . . . . . .. .. .. ... 94
3.8.3 The intermediate assignment tester A; . . . . . .. ... Lo 96
3.8.3.1 The proof strings of Ay . . . . ... ... 98

3.8.3.2 The block access circuit BA; . . . . . . . ... 98

3.8.3.3 The implementation of Ay . . . . . . . .. ... ... ... 99

3.8.3.4 Thereverse lister of Ay . . . . . . . 102

3.8.3.5 The parameters of A; . . . . . . ... 103

3.8.4 Proof of the Tensor Product Lemma . . . . . .. .. .. ... ... ........ 104

4 Combinatorial PCPs with Short Proofs 107
4.1 Introduction . . . . . . . . . 107
4.1.1 Background and Our Results . . . . . . . ... ... ... L. 107
4.1.2 Our techniques . . . . . . . . . . 108

4.2 Preliminaries . . . . . . .. Lo 110
4.2.1 PCPs . . . 110
4.2.2 Error Correcting Codes . . . . . . . . . . . 110
4.2.3 Routing networks . . . . . . ..o 110

4.3 PCPs and Linear PCPPs. . . . . . . . . . . . . . 111
4.3.1 Linear PCPPs . . . . . . . . . 111
4.3.2 Constructing PCPs from linear PCPPs . . . . . . . .. ... ... ... ... ... 112

4.4 A Generalization of the Robustization Technique . . . . . . . .. ... ... ... .... 114
4.4.1 Background on robustness and robustization . . . . . .. ... ..o 114
4.4.2  Our generalized robustization . . . . . . . .. ... 0oL 115

4.5 Construction of Linear PCPPs with /n Queries . . . . . . . . . .. ... ... ...... 116
4.5.1 Simultaneous linear verifiers . . . . . . . .. ... L oL 116
4.5.2 Linear PCPPs from simultaneous linear verifiers . . . . . . .. ... ... .. ... 117
4.5.3 Construction of simultaneous linear verifiers . . . . . . . .. ... ... ... ... 118
4531 Asimplecase . . . . ... 118

4.5.3.2 The case of colorable constraint systems . . . . . . ... ... ... ... 119

4.5.3.3 Thegeneral case . . . . . . . . . .. 121

4.6 Proof of the main theorem . . . . . . . . . . . . .. .. 123
5 Combinatorial PCPs with Low Soundness Error 125
5.1 Introduction . . . . . . . . . 125
5.2 Preliminaries . . . . . . . . .. e 130
5.2.1 Direct product testing [IKWO09] . . . . . . ... ... Lo 130
5.2.2 Sampling tools . . . . ... 131
5.2.3 Constraint graphs and PCPs . . . . . . . . ... .. ... 0 133
5.2.4 Basic facts about random subspaces . . . . . ... 134
5.2.5 Similarity of distributions . . . . . . . ... 136
5.2.6 Expanders . . . . ... 136

5.3 Main theorem . . . . . . . . 137
5.4 PCPs with Linear Structure . . . . . . . . . . ... 139
5.4.1 de Bruijn graphs as routing networks . . . . .. ... .00 140
5.4.2 Proof overview . . . . . ... 141

5.4.3 Detailed proof . . . . . . .. 142



CONTENTS 7

5.5 Derandomized Parallel Repetition of Constraint Graphs with Linear Structure . . . . . . 143
5.5.1 The construction of G' . . . . . . ... 144
5.5.2 The specialized direct product test . . . . . . . .. .. ... ... 145
5.5.3 The soundness of the derandomized parallel repetition . . . . . ... .. .. ... 146

5.5.3.1 Proof of Proposition 5.5.6 . . . . . . . .. ... ... L 148
5.5.3.2  Proof of Proposition 5.5.7 . . . . ... 149

5.6 Decodable PCPs . . . . . . . 150
5.6.1 Recalling the definition of PCPPs . . . . . . .. . . .. ... ... ... 151
5.6.2 The definition of decodable PCPs . . . . . . . . . . ... ... ... ... ..... 152

5.6.2.1 Recalling the definition of [DHO9] . . . . . . ... ... ... . ... ... 153
5.6.2.2  Uniquely-decodable PCPs . . . . . . .. .. .. ... ... ... ..... 154
5.6.3 Decoding graphs . . . . . ..o 156
5.6.3.1 The definition of decoding graphs . . . . . . . . .. ... ... L. 156
5.6.3.2 Additional properties of decoding graphs . . . . . . . ... ... ... .. 157
5.6.3.3 General udPCPs and decoding graphs . . . . . . . ... ... ... ... 158
5.6.4 Our construction of dPCPs, Theorem 5.1.6 . . . . . . . . ... ... ... ..... 159
5.6.5 Proof of the result of [MROS8], Theorem 5.1.2 . . . . . .. ... ... ... ... .. 160

5.7 Decoding PCPs with Linear Structure . . . . . . . . ... .. .. ... ... ....... 162
5.7.1 Auxiliary propositions . . . . . . . ... 163
5.7.2  Embedding decoding graphs on de Bruijn graphs . . . . .. .. .. ... ... .. 164

5.8 Derandomized Parallel Repetition of Decoding Graphs with Linear Structure . . . . . . . 166
5.8.1 The construction of G’ and its parameters . . . . . . . .. .. .. ... ... ... 167
5.8.2 The soundness of G' . . . . . ... 168

5.8.2.1 Proof of Proposition 5.8.2 . . . . . ... ..o 170
5.8.2.2 Proof of Proposition 5.8.4 . . . . .. ... 172
5.9 The Analysis of the Specialized Direct Product Test . . . . . . . . ... ... ... .... 172
5.9.1 The P2-test . . . . . . ., 172
5.9.1.1 The proof of Lemma 5.9.2 . . . . . . .. ..o 174
5.9.1.2  Proofs of Auxiliary Claim . . . . . . . .. ... .. ... ... ... ... 177
5.9.2 The proof of Theorems 5.5.4 and 5.85 . . . . . . . . . . .. ... .. .. ..... 177

Bibliography 182



Chapter 1

Introduction

Mathematicians have used mathematical proofs in order to establish their claims for thousands of years.
However, it was only in the late 19th century when mathematicians began to study the notion of a
mathematical proof itself. This study has lead to questions such as “Can any valid mathematical claim
be demonstrated by a mathematical proof?” and “Is there a systematic way for finding mathematical
proofs?”. The second question has lead to the birth of theoretical computer science, when Alan Turing
has shown that there does not exist an algorithm for finding mathematical proofs. Since then, the
notion of a proof has been of utmost importance to theoretical computer science, and in fact the central
question of this field - often phrased as whether P is equal to NP - is a question about the relation
between algorithms and proofs.

During the 1980’s, computer scientists began to study models for proving claims other than math-
ematical proofs. Let us consider the situation in which an expert wishes to convince a skeptic in the
validity of some claim. In the model of mathematical proofs, the expert would simply write the proof
on a paper and hand it to the skeptic, and the skeptic would read the proof and verify that it indeed
follows the rules of logic. Now, computer scientists raised the following questions: “What if we allowed
the skeptic to ask the expert questions? What if we allowed the skeptic to toss coins during the veri-
fication of the proof? What if the skeptic would have been willing to risk accepting a false claim with
an extremely small probability?”. It turns out that different models of proofs, which allow randomness
and interaction between the expert and the skeptic, allow for establishing a rich family of claims that
can not be demonstrated in the classic model of a mathematical proof. For example, there can be no
mathematical proof that would convince a color-blind skeptic that two cards are of a different color.
But, if the color-blind skeptic could shuffle cards randomly and ask the expert to distinguish them, then
the expert would have no problem convincing the skeptic that the cards are indeed distinguishable.

The study of such alternative models of proofs, known as “probabilistic proof systems”, has resulted
in a line of interesting and surprising discoveries regarding the power of such models [GMR89, Bab85,
GMWO91, LFKN92, Sha92, FGL*96, AS98, ALM™98] (see also [Gol08] for a primer on the subject).
Those discoveries are not only interesting in their own right, but have also played a key role in many of
the achievements of theoretical computer science in the last two decades, and have contributed to the
understanding of many other subjects. For example, the study of “Probabilistically Checkable Proofs”
(PCPs) has played a key role in understanding the inherent hardness of finding approximate solutions to
computational problems, and the study of “zero knowledge proofs” has been essential to the theoretical
study of cryptographic protocols.

A common theme that is shared by many of the key results about probabilistic proof systems is
the use of algebraic techniques. Usually, such works construct a probabilistic proof system by going
along the following lines: Given the claim to be verified, they begin with “arithmetizing” the claim,
i.e., reducing the claim to a related “algebraic” claim about polynomials over finite fields. In the next
step, they construct a probabilistic proof system for proving the algebraic claim. Constructing the proof
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system for the algebraic claim, in turn, relies on arsenal of tools that employ the algebraic structure of
polynomials. While those algebraic techniques are very important and useful, it seems somewhat odd
that one has to go through algebra in order to prove those theorems, which do not refer to algebra.
Furthermore, those techniques seem to give little intuition as to why those results hold.

Given this state of affairs, it is an important goal to gain a better understanding of those results
and the reasons for which they hold!. In her seminal paper, Dinur [Din07] has made a big step toward
achieving this goal by giving an alternative proof of one of the key results in this area, namely the PCP
theorem, using a combinatorial approach?. Her proof is not only considerably simpler than the original
proof, but also seems to shed more light on the intuitions that underlie the theorem.

In this thesis, we pursue this direction further, by providing alternative proofs for several key results
about probabilistic proof systems. Our alternative proofs do not use algebra (or use almost no algebra),
and are more intuitive, in our opinion. We focus on two types of proof systems, namely, interactive
proof systems and probabilistically checkable proofs. In the following two sections, we describe those
types of proof systems, and along the way describe our results and the structure of this thesis.

1.1 Interactive Proof Systems

In the settings of interactive proofs [GMRS&9], a computationally unbounded prover (i.e., an expert)
wishes to convince a polynomial-time verifier (i.e., a skeptic) of the validity of some claim. The verifier
and the prover may toss coins and may interact with each other, but may only exchange a polynomial
number of messages. The proof system must satisfy the following property: if the claim is correct, then
the prover can always convince the verifier. On the other hand, if the claim is incorrect, then no matter
what strategy the prover employs, the probability that it manages to fool the verifier to accepting the
claim is small. Such systems are interesting in their own right, but also have several applications in
theoretical computer science, and in particular they provide the framework for defining zero knowledge
proofs, which are essential for theoretical cryptography [GMR89, GMW91].

A celebrated theorem of [LFKN92, Sha92] established that the class of claims that can be proved
using such a proof system is exactly the class of claims that can be decided using polynomial space, or
formally that IP = PSPACE. This theorem is fundamental to our understanding of both interactive
proofs and polynomial space computations, and in addition has important applications in theoretical
computer science.

While the original proof of the aforementioned theorem relies on low degree polynomials, it is com-
monly believed that the intuition for the proof should be explained in terms of error correcting codes.
In Chapter 2, we provide evidence for this intuition by showing an alternative proof of the theorem that
uses error correcting codes instead of low degree polynomials. This chapter was published separately
as [MeilOb].

1.2 Probabilistic Proof Systems

In the setting of probabilistically checkable proofs (PCPs [BFLS91, FGL196]), we consider again a prover
that wishes to convince a polynomial-time verifier of the validity of a claim. However, this time the
interaction of prover and the verifier is extremely limited: the prover may only send to the verifier an
alledged proof of the claim, and may not interact with the verifier any further. The verifier, in turn, may
read only few bits of the alledged proof, although it may choose which bits to read. Again, we require

!This goal was stated and advocated for the first time by [GS00]
2We mention that the works of [GS00, DR06] have mades advances toward this goal prior to Dinur’s work [Din07],
but fell short of obtaining Dinur’s result.
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that if the claim is correct, then there is always a proof that will convince the verifier. On the other
hand, if the claim is incorrect, then no matter what proof is provided to the verifier, the probability
that the verifier will accept the claim is small.

At first glance, this proof system may seem very weak, and it may not be clear that it can prove any
interesting claims. Surprisingly, the PCP theorem of [AS98, ALM™98] asserts that any claim that can
be decided within the complexity class NP (roughly, any claim that has a short mathematical proof),
can also be proved in a proof system of the PCP type. This theorem is one of the major achievements
of complexity theory. Besides of being interesting in its own right, the theorem has also found many
applications, most notably in establishing limits on the accuarcy of approximation algorithms.

As discussed above, the original proof of the PCP theorem of [AS98, ALMT98|, as well as its ex-
tensions [BSGH106, BSS06, BSGH*05, MR08, DHO09], were based on algebraic machinery, while the
later work of Dinur [Din07] has suggested a simpler and more intuitive proof of the PCP theorem,
which was based on a combinatorial approach. However, Dinur’s approach fell short of proving the later
improvements of the theorem. The second part of this thesis is devoted to the goal of matching these
improvements (originally obtained by algebraic techniques) using a combinatorial approach. Specifically,
this thesis deals the following aspects:

e Efficiency: As mentioned above, the defining feature of PCPs is that they allow verifying the
validity of the claim by reading only few bits of the proof. This means that the verification pro-
cedure may potentially be extremely efficient, and in particular may run in time that is much
shorter than the proof length. Indeed, in state of the art algebraic PCPs [BSGH™05], the verifi-
cation procedure runs in time that is poly-logarithmic in the length of the proof. On the other
hand, the work of [Din07] yields a much slower verification procedure, which runs in time that is
polynomial in the length of the proof. We note that the running time of the verification procedure
is not only interesting for its own sake: The difference between the efficiency of the verification
procedures of [BSGH'05] and [Din07] is crucial for some applications (in particular, instance
checking [BFLI1, BK95]) .

In Chapter 3, we show a combinatorial construction of PCPs whose verification procedure runs
in poly-logarithmic time, thus matching the state of the art algebraic PCPs. This chapter was
published separately as [Mei09].

e Length: One important parameter of PCP systems is the length of the proofs they employ. More

specifically, given a claim that can be proved both by a standard (mathematical) proof and by a
probabilistically checkable proof (PCP), the question is how long should the PCP be compared
to the standard proof? In the original PCP theorem [AS98, ALM™98], if the standard proof is of
length n, then the length of the corresponding PCP is some fixed polynomial in n. However, in
subsequent improvements of the PCP theorem [BSS08, Din07]?, the PCP is of length only n-log®n
(for some constant ¢). The combinatorial approach of [Din07] yields PCPs whose length matches
the PCPs of [AS98, ALM*98], but falls short of matching the shorter PCPs.
In Chapter 4, we show how to construct PCPs of length n - (log n)'®®'*¢™ based on a combinatorial
approach, thus almost matching the state of the art PCPs. It should be mentioned that our
constuction does use algebra at one point, but this use is a very restricted one, and is confined to
the construction of error correcting codes with a simple multiplication property. This chapter was
published separately as [MeilOa].

e Soundness error: An additional important parameter of the PCP systems is their soundness
error, which is the probability that the verifier accepts false claims. In the original PCP theorem
of [AS98, ALM™98] as well as in the work of [Din07], the soundness error is a constant independent

3Here we refer to a different part in the work of [Din07] than the parts discussed in the rest of this document.



CHAPTER 1. INTRODUCTION 11

of the claim length. However, subsequent improvements of the theorem [DFKT99, MR08, DHO09]
have shown that the soundness can be pushed to be a decreasing function of the input length, and
can be traded with the other parameters of the PCP.

In Chapter 5, we consider PCPs with low soundness error in a range of parameter that is especially
important for applications of PCPs to lower bounds of approximation algorithms. The state of
the art for such PCPs are the works of [MRO08, DHO09], which achieve their results by combining
a folklore algebraic construction of PCPs with a novel combinatorial method. In Chapter 5, we
show that the algebraic component in the constructions of [MR08, DH09] can be replaced with a
combinatorial substitute. Our works thus yields a fully combinatorial construction of PCPs with
low soundness error which matches the state of the art parameters. Along the way, we develop a
technique of derandomized parallel repetition, which may be interesting in its own right.

This chapter is based on a joint work with Irit Dinur [DM10].



Chapter 2

IP = PSPACE using Error Correcting
Codes

2.1 Introduction

The IP theorem [LFKN92, Sha92| asserts that IP = PSPACE, or in other words, that any set in
PSPACE has an interactive proof. This theorem is fundamental to our understanding of both interac-
tive proofs and polynomial space computations. In addition, it has important applications, such as the
existence of program checkers for PSPACE-complete sets, and the existence of zero knowledge proofs
for every set in PSPACE. Indeed, the theorem is one of the major achievements of complexity theory.
We note that an additional proof of the IP theorem has been suggested by [She92], and also that the
work of [GKRO8| implicitly gives an alternative proof of the IP theorem.

The known proofs of the IP theorem go roughly along the following lines: Suppose that we are given
a claim that can be verified in polynomial space, and we are required to design an interactive protocol
for verifying the claim. We begin by expressing the claim as a quantified Boolean formula, using the
PSPACE-completeness of the TQBF problem. Then, we “arithmetize” the formula, transforming
it into a claim about the value of a particular arithmetic expression. Finally, we use the celebrated
sum-check protocol in order to verify the value of the arithmetic expression. One key point is that the
sum-check protocol employs the fact that certain restrictions of the arithmetic expression are low-degree
polynomials.

While the arithmetization technique used in the proof turned out to be extremely useful, it seems
somewhat odd that one has to go through algebra in order to prove the theorem, since the theorem itself
says nothing about algebra. The intuition behind the use of algebra in the proof is usually explained by
the fact that low-degree polynomials constitute good error correcting codes.

In order to demonstrate this intuition, let us consider the special case of proving that coNP C IP,
which amounts to designing a protocol for verifying that a given Boolean formula has no satisfying
assignments. In this case, the main difficulty that the verifier faces is that it has to distinguish between
a formula that has no satisfying assignments and a formula that has only one satisfying assignment. If
we consider the truth tables of those formulas, then the verifier has to distinguish two exponential-length
strings that differ only on at one coordinate, which seems difficult to do in polynomial time. However, if
the verifier could access an encodings of the truth tables via an error correcting code, then its task would
have been easy: An error correcting code has the property that any two distinct strings are encoded
by strings that differ on many coordinates, even if the original strings were very close to each other.
Therefore, if the verifier could access an error-correcting encoding of the truth table of the formula,
it could just pick a random coordinate of the encoding and check that it matches the encoding of the
all-zeroes truth table.

12
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The role of algebra in the proof of the IP theorem is now explained as follows: The arithmetization
technique transforms the formula into a low-degree polynomial. Since low-degree polynomials are good
error correcting codes, the arithmetization should have a similar effect to that of encoding the truth
table of the formula via an error correcting code. Morally, this should help the verifier in distinguishing
between satisfiable and unsatisfiable formulas.

While the above intuition is very appealing, it is not clear what is the relation between this intuition
and the actual proof, and whether the actual proof indeed implements this intuition. In particular, the
polynomial that is obtained from the arithmetization of a formula is not the encoding of the formula’s
truth table by the corresponding polynomial code', but rather an arbitrary polynomial that agrees with
the formula on the Boolean hypercube. Furthermore, the known proofs of the IP theorem use algebraic
manipulations that can not be applied to general error correcting codes. Those considerations give raise
to the natural question of whether the foregoing intuition is correct or not. In other words, we would
like to know whether the error correcting properties of polynomials are indeed the crux of the proof of
the IP theorem, or are there other properties of polynomials that are essential to the proof.

In this chapter, we show that the IP theorem can actually be proved by using only error correcting
codes, while making no reference to polynomials. We believe that this establishes a rigorous basis for
the aforementioned intuition. While our proof is somewhat more complicated than the previous proofs
of the IP theorem, we believe that it is valuable as it explains the role of error correcting codes in the
IP theorem.

Our techniques. Our proof relies heavily on the notion of tensor product of codes, which is a classical
operation on codes. The tensor product operation generalizes the process of moving from univariate
polynomials to multivariate polynomials, in the sense that if we view univariate polynomials as error
correcting codes, then multivariate polynomials are obtained by applying the tensor product operation
to univariate polynomials. We refer to error correcting codes that are obtained via the tensor product
operation as “tensor codes”.

Our first main observation is the following. Recall that in the proof of the IP theorem, the sum-
check protocol is applied to multivariate polynomials. We show that the sum-check protocol can in fact
be applied to any tensor code. Specifically, we note that tensor codes have the following property: A
codeword ¢ of a tensor code can be viewed as a function from some hypercube [(]™ to a finite field F,
such that if a function f : [¢(] — F is defined by an expression of the form

f(x7,> :Z---Zc(rlv"'7ri—17xi7xi+17"-axm)

Ti+1 Tm

then f is a codeword of some other error correcting code. We observe that this is the only property that
is required for the sum-check protocol to work, and therefore the protocol can be used with any tensor
code. In other words, the essential property of multivariate polynomials that is used in the sum-check
protocol is the fact that multivariate polynomials are tensor codes.

Our next step is to use the foregoing observation to prove that coNP C IP without using polynomials.
To this end, we replace the multivariate polynomials used in the proof with general tensor codes. In
particular, we replace the polynomial that is obtained from the arithmetization with a tensor codeword
that agrees with the formula on the Boolean hypercube. We perform this replacement by generalizing
the arithmetization technique to work with general error correcting codes instead of polynomials. This
generalization is done by constructing “multiplication codes”, which are error correcting codes that
emulate polynomial multiplication, and may be of independent interest.

In other words, the polynomial generated by the arithmetization is not the low-degree extension of the truth table.
To see this, note that the arithmetization of an unsatisfiable formula may produce a non-zero polynomial. For example,
the arithmetization of the unsatisfiable formula @ A -z is - (1 — x), which is not the zero polynomial.
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Finally, we consider the proof of the full IP theorem, i.e, IP = PSPACE. To this end, we devise a
protocol for verifying the validity of a quantified Boolean formula. In the known proofs of the IP theorem,
when considering quantified Boolean formulas we encounter the following obstacle: The arithmetization
of a quantified formula results in an arithmetic expression that contains polynomials of very high degree,
and not low degree as required by the sum-check protocol. This issue translates in our proof to certain
limitations of the aforementioned multiplication codes.

Recall that the proofs of the IP theorem by [Sha92, She92] resolve the foregoing issue by performing
algebraic manipulations on the arithmetic expression to ensure that the involved polynomials are of
low degree. Obviously, such a solution can not applied in our setting. Instead, we build on an idea
from [GKRO8|, which shows that one can use the sum-check protocol to reduce the degree of the
polynomials. While their technique still uses the algebraic structure of polynomials, we show that this
technique can be adapted to our setting, allowing us to show that IP = PSPACE.

The adaptation of [GKRO08] is done by generalizing the sum-check protocol, and observing that it
can be used to reduce the task of evaluating a coordinate of a tensor codeword to the task of evaluating
a coordinate of another tensor codeword. This generalization may be of independent interest.

The organization of this chapter. In Section 2.2, we review the basic notions of error correcting
codes and define the notation that we use. In Section 2.3, we review the notion of tensor product codes,
and introduce the notion of multiplication codes. In Section 2.4, we revisit the sum-check protocol and
generalize it. In Section 2.5, we prove that coNP C IP, and along the way present our generalization
of the arithmetization technique. Finally, in Section 2.6, we prove the full IP theorem.

Remark regarding algebrization. Recall that the IP theorem is a classical example for a non-
relativizing result. Recently, [AWO08] suggested a framework called “algebrization” as a generalization of
the notion of relativization, and showed that the IP theorem relativizes in this framework, or in other
words, the IP theorem “algebrizes”. We note that while our proof of the IP theorem does not seem to
algebrize, one can generalize the algebrization framework to include our proof as well. Some details are
given in a remark at the end of Section 2.5.

2.2 Preliminaries

For any n € N we denote [n] = {0,1...,n — 1} - note that this is a non-standard notation. Similarly,
if x is a string of length n over any alphabet, we denote its set of coordinates by [n], and in particular,
the first coordinate will be denoted 0.

Throughout the chapter, we will refer to algorithms that take as input a finite field F. We assume
that the finite field F is represented, say, by a list of its elements and the corresponding addition and
multiplication tables.

For any two strings z,y of equal length n and over any alphabet, the relative Hamming distance

between x and y is the fraction of coordinates on which = and y differ, and is denoted by d(z,y) o

{z: # i -1 € [n]}] /n.

All the error correcting codes that we consider in this chapter are linear codes, to be defined next.
Let F be a finite field, and let k, ¢ € N. A (linear) code C'is a linear one-to-one function from F* to F*,
where k and ¢ are called the code’s message length and block length, respectively. We will sometimes
identify C with its image C(F*). Specifically, we will write ¢ € C to indicate the fact that there exists
x € F* such that ¢ = C(x). In such case, we also say that c is a codeword of C. The relative distance of a
code C' is the minimal relative Hamming distance between two different codewords of C', and is denoted

by 60 < Mine, ze,ec {9(c1, ¢2) }-
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Due to the linearity of C, there exists an n x k matrix GG, called the generator matrix of C', such that
for every x € F* it holds that C(z) = G - x. Observe that given the generator matrix of C' one can
encode messages by C' as well as verify that a string in F’ is a codeword of C' in time that is polynomial
in ¢. Moreover, observe that the code C always encodes the all-zeroes vector in F* to the all-zeroes
vector in F*.

We say that C'is systematic if the first k£ symbols of a codeword contain the encoded message, that
is, if for every x € F* it holds that (C (x))‘[k} = x. By applying Gaussian elimination to the generator
matrix of C', we may assume, without loss of generality, that C' is systematic.

The following fact asserts the existence of (rather weak) linear codes. Such codes are all we need for
this chapter.

Fact 2.2.1. The exists an algorithm that when given as input k € N and ¢ € (0,1) and a finite field F
such that |F| > poly (1/ (1 — §)), runs in time that is polynomial in k, log |F|, and 1/ (1 — ), and outputs
the generator matrix of a linear code C' over F that has message length k, block length ¢ o k/poly (1 =),
and relative distance at least 9.

Fact 2.2.1 can be proved via a variety of techniques from coding theory, where many of them do not
use polynomials (see, e.g., [Var57, ABNT92, GI05?).

2.3 Tensor Product Codes and Multiplication Codes

In this section we review the notion of tensor product of codes (in Section 2.3.1) and introduce the notion
of multiplication codes (in Section 2.3.2). We note that while the tensor product is a standard operation
in coding theory, and a reader who is familiar with it may skip Section 2.3.1, with the exception of
Propositions 2.3.7 and 2.3.8 which are non-standard. On the other hand, the notion of multiplication
codes is a non-standard notion that we define for this work (though it may be seen as a variant of the
notion of error correcting pairs, see [K6t92, Pel92, Sud01, Lect. 11 (1.4)]).

2.3.1 Tensor Product of Codes

In this section we define the tensor product operation on codes and present some of its properties.
See [MS88| and [Sud01, Lect. 6 (2.4)] for the basics of this subject.

Definition 2.3.1. Let R : Ffr — F‘r (' : Fk¢ — F‘e be codes. The tensor product code R ® C is a
code of message length kg - ko and block length (5 - /¢ that encodes a message x € FFe*c as follows:
In order to encode x, we first view x as a ko X kr matrix, and encode each of its rows via the code R,
resulting in a k¢ - £g matrix 2’. Then, we encode each of th columns of x’ via the code C. The resulting
le X £r matrix is defined to be the encoding of x via R® C.

The following fact lists some of the basic and standard properties of the tensor product operation.

Fact 2.3.2. Let R : Frr — 2 (O : Fke — FfC be linear codes. We have the following:

1. An le x g matriz x over F is a codeword of R ® C' if and only if all the rows of x are codewords
of R and all the columns of x are codewords of C'.

2. Let dr and ¢ be the relative distances of R and C' respectively. Then, the code R ® C' has relative
distance 0 - Oc.

2We note that the work of [GI05] does make use of polynomials, but this use of polynomials can be avoided at the
expense of having somewhat worse parameters, which we can still afford. Also, we note that the work of [ABNT92] requires
|F| > exp(1/ (1 —4)), but this limitation can be waived by means of concatenation.
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3. The tensor product operation is associative. That is, if D : F*P — F? is a code then (R ® C)®@D =
R®(C® D).

The following standard feature of tensor codes will be very useful.

Fact 2.3.3. Let R and C be as before and let r € R and ¢ € C. Define the tensor product r ® ¢ of r
and c as the lc x L matriz defined by (r @ c); ; = ¢;-rj. Then, r @ c is a codeword of R® C.

Proof. Observe that each row of r ® ¢ is equal to r multiplied by a scalar, and therefore it is a codeword
of R. Similarly, each column of r ® ¢ is a codeword of C'. By Item 1 of Fact 2.3.2, it follows that
r®ce R®C, as required. [ |

The associativity of the tensor product operation allows us to use notation such as C ® C' ® C', and
more generally:

Notation 2.3.4. Let C : F¥ — F’ be a code. For every m € N we denote by C™ : F¥" — F" the code
CeC®...®C. Formally, C" =C™ '@ C.

m

Notation 2.3.5. When referring to the code C™ and its codewords, we will often identify the sets of
coordinates [k™] and [¢™] with the hypercubes [k]™ and [¢]™ respectively. Using the latter identification,
one can view a string z € F¥" as a function z : [k]™ — F, and view strings in F" similarly. With a
slight abuse of notation, we say that C™ is systematic if for every codeword ¢ € C™, the restriction of ¢
to [k]™ equals the message encoded by ¢™. It is easy to see that if C' is systematic (in the usual sense),
then C™ is systematic as well.

Using Fact 2.3.2, one can prove by induction the following.

Fact 2.3.6. Let C' : F* — F’ be a code. Then, the codewords of C™ are precisely all the functions
f [0 — F such that the restriction of f to any axzis-parallel line of the hypercube is a codeword
of C. That is, a function f : [(]™ — F is a codeword of C™ if and only if for every 1 <t < m and
Wy ooy b1, Uity - - 5 G € [€] it holds that the function f(i1, ... 01, 941, ,im) 1S a codeword of C.

Less standard features. We turn to prove two less standard features of the tensor product operation
that will be useful in Section 2.4. The following claim expresses a coordinate of a tensor codeword using
an expression of a “sum-check” form. We will use this claim later to show that one can use the sum-check
protocol to evaluate the coordinates of a tensor codeword.

Claim 2.3.7. Let C : F* — F’ be a systematic code, and let m € N. Then, for every coordinate
(i1, ... im) € [()™ there exist scalars ay; € F (for every 1 <t < m and j € [k]) such that for every
codeword ¢ € C™ it holds that

(it .o yim E aqj, - g 0127]2'. g Qi = C(J1s - Jim)

Ji1E[k] Je€lk JmE[K]

Furthermore, the coefficients oy ; can be computed in polynomial time from the tuple (i1, ..., 1) and the
generator matrix of C.

Proof. By induction on m. Suppose that m = 1. In this case, ¢ is a codeword of C. Let i; € [/].
Since C'is a linear function, it holds that c¢(i;) is a linear combination of the elements of the message
encoded by ¢. Since C' is systematic, it holds that ¢ (0),...,c(k — 1) are equal to the message encoded
by ¢. Thus, we get that ¢(i;) is a linear combination of ¢ (0),...,c(k — 1), as required. Furthermore,
the corresponding coefficients « ; are simply the corresponding row in the generator matrix of C'.
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We now assume that the claim holds for some m € N, and prove it for m + 1. Let C' : F¥ — F* be
a systematic code, let ¢ € C™! and let (iy,...,ims1) € [E]mJrl be a coordinate of ¢. We first observe
that by Fact 2.3.6, it holds that ¢(+, 4z, ...,%,+1) is a codeword of C. Thus, by the same considerations
as in the case of m = 1, it follows that there exist coefficients o ;, € F for j; € [k] such that

C(il,...,im+1 E Oél]l . jl,ZQ,...,im+1)
J1E[K]

Next, observe that Fact 2.3.6 implies that for every j, it holds that ¢(ji,-,...,-) is a codeword of C™.
——

The induction hypothesis now implies that there exist coefficients oy ; € F (for every 2 < ¢ <m+1 and
j € [k]) such that for every j; € [k] it holds that

C(jl,iz,...,im+1 Z 062]2'... Z O‘m+1,jm+1 'C<j17~'7jm+1>
]QE[k jm+1€[k]
Note that the latter coefficients «; ; do not depend on j;. It follows that
(i1, yime) = Z aqj, - Z Q2 - - Z Ot jmsr * CJ1s - -5 Jm1)
Jji1€[k] j2€lk Jm—+1€[K]
as required. Furthermore, it is easy to see that the coefficients oy ; can indeed be computed in polynomial

time. [ |

The following claim says that the intermediate sum that occurs in a single step of the sum-check
protocol is a codeword of C'. This is the key property used in each single step of the sum-check protocol.

Claim 2.3.8. Let C : F¥ — F* be a code, let m € N, and let ¢ € C™. Then, for every sequence of
scalars oy ; (for every 2 <t <m and j € [{]) it holds that the function f : [{] = F defined by

1) = 2042,3‘2‘ ZOZS,js" Z €15 -5 Jim)
J2€l4] Jjs€l] Jm€ll
1s a codeword of C.
Proof. The proof is by induction on m. For m = 1 the claim is trivial. We assume that the claim holds

for some m € N, and prove it for m +1. Let C : F¥ — F* be a code, let ¢ € C™*!, and let ay; be scalars
for every 2 <t <m+ 1 and j € [¢]. We wish to show that the function f : [¢(] — F defined by

.\ def . .
f(]l) = Z Qg " .- Z Omt1,5mg1 c(jla ce 7]m+1)
J2€] Jm+1€[]

is a codeword of C. To this end, let us observe that Fact 2.3.6 implies that for every j,,+1 € [{], the
function g;, : [¢(]™ — F defined by

. def . .
gjm+1(j17 PR ’]m> - C(]b cee a]ma]m-l—l)
is a codeword of C"™. Therefore, by the induction hypothesis, the function h;, ., : [(] — F defined by
. def . .
hjm+1 (]1) = Z 0520‘2 T Z am,jm : gjm+1 (]17 e 7jm>
J2€[4] im€ll]

is a codeword of C'. Now, observe that we can express f as
> it R (1)
jerlEm

In other words, it holds that f is a linear combination of codewords of C. By the linearity of C, it
follows that f is a codeword of C. [ ]
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2.3.2 Multiplication codes

The arithmetization technique, which transforms a Boolean formula into a low-degree polynomial, uses
two basic properties of polynomials: The first property is that low-degree polynomials form a linear
subspace. The second property is that the product of two low-degree polynomials is a low-degree
polynomial (provided that the field is sufficiently large compared to the degree). Therefore, in order
to generalize the arithmetization technique to use general error correcting codes, we would like to have
error correcting codes with similar properties. The first property is attained by every linear code. The
challenge is to obtain codes emulating the second “multiplication” property. To this end, we use the
following notation.

Notation 2.3.9. Let F be a finite field, let ¢ € N, and let u,v € F’. Then, we denote by u - v the string
in F* defined by
(w-v), =u; - v

We can now phrase the multiplication property of polynomials as follows. If ¢; and ¢y are codewords
of polynomial codes (of sufficiently low degree), then ¢; - ¢, is a codeword of a another polynomial code
(of a higher degree). The following proposition shows that one can construct codes with such property
without using polynomials.

Proposition 2.3.10. For every k € N, § € (0,1) and a finite field F such that |F| > poly (1/ (1 —9)),
there exists a triplet (Ca, Cp, Cyr) of systematic linear codes over F that have the following properties:

1. Multiplication: For every cy € Cy and cg € Cp it holds that c4 - cg € Cyy.

2. Cy4 and Cg have message length k, and Cy; has message length k2.

3. Cy, Cp, and Cy all have block length ¢ def k% /poly (1 — &), and relative distance d.

Furthermore, the exists an algorithm that when given as input k, 6, and IF, runs in time that is polynomial
in k, log|F|, and 1/ (1 —6), and outputs the generating matrices of Ca, Cp and Cyy.

Remark 2.3.11. Again, it is trivial to construct codes as in Proposition 2.3.10 using polynomials.
Indeed, taking C4, Cpg, and C); to be Reed-Solomon codes of appropriate degree would yield codes
with the same multiplication property and with better parameters. The novelty of our proof of Proposi-
tion 2.3.10 is that the construction of the codes is based on generic codes, and not on polynomial codes.
Specifically, we will only use the tensor product operation.

Proof. The algorithm begins by invoking the algorithm of Fact 2.2.1 on input k, v/§, and F. This results
in a code C' with message length k, relative distance v/d, and block length? ¢ = k/poly (1 — \/5) <

k/poly (1 — 6). Next, the algorithm sets ¢ = (% and constructs the generating matrices of the codes Ca,
Cp, and C); that are defined as follows:

1. The codewords of C'4 are precisely all the £o x - matrices ¢4 such that all the rows of ¢4 are
identical and are equal to some codeword of C.

2. Cp is defined similarly to C4, but with columns instead of rows.

3. The code C)y is the code C?.

3The inequality can be seen by defining a defy §, noting that V6 = vI—a < /(1 —a/2)® =1 — a/2, and then
observing that the latter yields 1 — /8§ > 1 — (1 —a/2) = (1 - §)/2.
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It is easy to see that Cy, Cp, and C); have the required parameters and that their generating matrices
can be constructed in polynomial time. It remains to show that for every ¢4 € C4 and cg € Cp it holds
that c4 - cg € Cyy. To this end, recall that c4 is an o X £o matrix all of whose rows are equal to some
codeword ¢, of C, whereas cp is an f¢ X ¢ matrix all of whose columns are equal to some codeword
c. of C. Finally, observe that c4 - cg = ¢, ® ¢, so it follows by Fact 2.3.3 that c4 - cg € C? = Cyy, as
required. [ |

It is important to note that the multiplication of the codes of Proposition 2.3.10 is much more
limited than the multiplication of polynomial codes. Specifically, the multiplication of polynomials can
be applied many times. That is, if ¢, ..., ¢ are codewords of polynomial codes, then ¢; - ... - ¢ is also
a codeword of a polynomial code, as long as the degrees of ¢y, ..., ¢ are sufficiently small compared to
t and |F|. On the other hand, Proposition 2.3.10 only allows the multiplication of two codewords. This
limitation is the reason that our emulation of the arithmetization technique in Section 2.5 is somewhat
more complicated than the standard arithmetization.

Remark 2.3.12. It is possible to generalize the construction of Proposition 2.3.10 to allow multipli-
cation of more codewords. However, the generalized construction yields codes with block length that
is exponential in the number of multiplications allowed, and therefore we can only afford a constant
number of multiplications.

The tensor product of multiplication codes. The following proposition shows that applying the
tensor product operation preserves the multiplication property of codes.

Proposition 2.3.13. Let Cy, Cy, and C5 be codes of the same block length such that for every two
codewords ¢; € Cy and ¢ € Cy it holds that ¢, - ¢y € Cs. Then, for every m € N, and for every c¢; € CT",
cy € CF', it holds that ¢y - co € CY.

Proof. Let ¢ € N be the block length of (', (s, and C3, and fix m € N. Let ¢; € CT*, ¢ € CJ* be
codewords. We view ¢1, ¢z and ¢; - ¢p as functions from [(]™ to F. By Fact 2.3.6, for every 1 < ¢ < m and
Wy 1,041y - by € [€] 1t holds that ¢ (i1, ..., 01, la1y - m) and o1, ..y Gi—1, bpaty - -5 0m)
are codewords of €' and C respectively. The multiplication property of Cy, Cs, and C3 now implies
that for every 1 <t <m and i1,...%_1,%1,---,%m € [f] it holds that

(Cl : C2> (ila v )it—h '7it+17 o Jm)

is a codeword of C'5. By applying Fact 2.3.6 in the opposite direction, the latter claim implies that ¢ - co
is a codeword of (%", as required. [

2.4 The Sum-Check Protocol Revisited

In this section, we show a generalization of the sum-check protocol, which views the sum-check protocol
as a protocol for reducing the evaluation of one tensor codeword to the evaluation of another tensor
codeword. We will use this generalization both in the proof of coNP C IP and of IP = PSPACE. In
order to explain this idea and explain why it is useful, we need the following definition of “consistency”,
which generalizes the notion of the encoding of a message.

Definition 2.4.1. Let C' : F¥ — F’ be a systematic code, let k/,m € N be such that &' < k. We say
that a codeword ¢ : [(]™ — F of C"™ is consistent with a function f : [k']™ — F if ¢ agrees with f on [£/]™.

Let ¢ be a (possibly quantified) Boolean formula over m variables (if ¢ is quantified, then m is the
number of free variables). We say that ¢ is consistent with ¢ if ¢ is consistent with the truth table of ¢,
viewed as a function from {0,1}" to F.
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Remark 2.4.2. Observe that every codeword is consistent with the message it encodes. In particular,
if ¥’ = k in the above definition, then c is consistent with f if and only if ¢ is the encoding of f. On the
other hand, if £’ < k, then there may be many codewords of C" that are consistent with f.

As an example for the notion of consistency, note that the arithmetization of a Boolean formula ¢
yields a multivariate polynomial that is consistent with ¢. Observe, however, that the latter polynomial
is not the encoding of the truth table of ¢ via a Reed-Muller code; that is, this polynomial is not the
low-degree extension of the truth table of ¢. Thus, the arithmetization also provides an example for the
difference between the encoding of a truth table and a codeword that is consistent with the truth table.

Now, our generalization of the sum-check protocol says roughly the following: Let ¢ be a codeword
of a code C™, and let d be a codeword of a code D™ that is consistent with the message encoded by
c. Then, the sum-check protocol reduces the task of verifying a claim of the form c(i) = u to the task
of verifying a claim of the form d(7) = v (where i and 7 are coordinates of ¢ and d respectively, and
u,v € F).

Such a reduction is useful, for example, when the verifier can compute d(7) easily, but can not
compute c(i) efficiently without the help of the prover. As a concrete example, consider the case where
¢ is the low-degree extension of the truth table of a formula ¢ and d is the polynomial obtained from the
arithmetization of ¢. Then, the sum-check protocol reduces the (hard) task of evaluating the low-degree
extension (i.e., computing c(7)) to the (easy) task of evaluating the arithmetization polynomial (i.e.
computing d(7)). A related example is the original proof of coNP C IP, where the sum-check protocol
is used to reduce the evaluation of an exponential sum (which is hard for the verifier) to the evaluation
of the polynomial obtained from the arithmetization (which is easy for the verifier).

We first give an informal statement of the reduction, and then give the formal statement.

Theorem 2.4.3 (The sum-check protocol, informal). Let C' and D be codes, and let c € C™ and d € D™
be codewords such that d is consistent with the message encoded by c. Then, there exists an interactive
protocol that takes as input a claim of the form ‘“c (z) =u” and behaves as follows:

o Completeness: If the claim is correct (i.e., c (z) = u), then the protocol outputs a correct claim
of the form “d(F) =v”.

e Soundness: If the claim is incorrect (i.e., ¢ (z) # w), then with high probability the protocol either
rejects or outputs an incorrect claim of the form “d(F) =v”.

Theorem 2.4.4 (The sum-check protocol, formal). There exists a public coin interactive protocol be-
tween an unbounded prover and a polynomial time verifier that behaves as follows:

o Input: The parties enter the protocol with a common input that contains the following:

— A finite field F.

— The generating matrices of systematic codes C' : Fkc — Ffc and D : Fkp — F° where
kp > ko and D has relative distance dp.

— A pair (i,u), where i € [(c]™ and u € F.

e Output: At the end of the protocol, the verifier either rejects, or outputs a pair (T,v), where
T € [lp]™ andv € F.

The output satisfies the following condition. For every two codewords ¢ € C™, d € D™ such that d 1is
consistent with the message encoded by c, the following holds:

e Completeness: If c (5) = wu, then there exists a strategqy for the prover that makes the verifier
output with probability 1 a pair (F,v) such that d (F) = v.
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e Soundness: If c( ) %+ u, then for every strategy taken by the prover, the probability that the
verifier outputs a pair (7,v) for which d (F) = v is at most m - (1 — dp).

Furthermore, the output 7 depends only on the randomness used by the verifier.

Remark 2.4.5. The statement of Theorem 2.4.4 may seem confusing, since the codewords ¢ and d are
not given to the prover and verifier in any way. In fact, the codewords ¢ and d are chosen by the prover,
and may be chosen arbitrarily, subject to d being consistent with the message encoded by c.

However, in this work we will use Theorem 2.4.4 as a sub-protocol of higher level protocols. In those
applications, the prover will be forced to use specific choices of ¢ and d in order to convince the verifier
of the high level protocol. In particular, those specific choices of ¢ and d will be determined by the high
level protocol.

Proof. Let F, ', D, m be as in the theorem. For convenience, throughout the description of the
protocol we fix specific choices of the codewords ¢ and d as in the theorem. However, the strategy of
the verifier described below does not depend on the specific choice of ¢ and d. Note that the strategy of
the prover must depend on the choice of ¢ and d.

We begin with recalling that by Claim 2.3.7, there exist scalars a;; € F for 1 <¢ < m and j € [k]
such that for every choice of ¢ it holds that ¢ (5) = u if and only if

§ : Q1 E : Q259 " - E Um g, * C .]h"'a.]’ﬁ’b)zu

J1€lkc] J2€lkc] Jm€lkc]

Moreover, the coefficients oy ; can be computed efficiently. We know that ¢ is systematic, and that d
is consistent with the message encoded by ¢, and therefore ¢ and d agree on [kc]™. Hence, in order to
verify that ¢ (z) = u, it suffices to verify that

Z 0417]'1' Z 0427j2'... Z amyjm-d(jl,...,jm):u

J1€lkc] J2€lkc] Jm€lkc]

From this point on, the prover and verifier compute the above exponential sum exactly as in the standard
sum-check protocol, except that univariate polynomials are replaced by codewords of D. Details follow.

The verifier and prover engage in an iterative protocol of m iterations. Let vg 4 .. When the parties
enter the t-th iteration, the prover should convince the verifier that the following equality holds for some

r,...,71 € [¢] and v;_; that are determined in the previous iterations.
Z atlt"" Z am,im'd(rb'"7rt*17jt7"'7jm):,Utfl
Jt€ kC'} ij[kc]

To this end, let us consider the function h : [¢(] — F defined by

E CYiEJrl,]H_l c. § am,jm : rla ey =1y Jty e e - >]m)

Ji+1€lic] Jm€Elkc]

Observe that by Claim 2.3.8 the function h is a codeword of D. This follows by applying Claim 2.3.8
to the function d(ry,..., 741, ...,-), while recalling that this function is a codeword of D™ 1 by
Fact 2.3.6.

The verifier expects an honest prover to send the function A (represented by its truth table). Let
R’ : [f] — F be the function sent by the prover. The verifier checks that A’ is a codeword of D, and
that > jrelke Qi h'(j;) = v_1, and rejects if any of the checks fails. Next, the verifier chooses r, € [/]
uniformly at random and sends it to the prover. The parties now enter the (¢ 4+ 1)-th iteration of the
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protocol with v, L gy (r¢). Finally, at the end of the protocol, the verifier outputs the pair (7, v) where

_ def def
T = (ry,...,r,) and v = v,.

The completeness of the protocol is clear, and analysis of the soundness works exactly as the standard
sum-check protocol. In particular, if the parties enter an iteration with a false claim, then one of the
following two cases must hold:

e the verifier rejects, since b’ does not pass the checks, or,

e 1/ is a codeword of D but is not equal to h, in which case it holds that A'(r;) # h(r;) with
probability at least dp.

Thus, the probability that the parties enter the next iteration with a true claim is at most 1 — dp.
The “furthermore” part of the theorem, which says that 7 depends only on the randomness used by
the verifier, follows immediately from the description of the protocol. ]

2.5 A Proof of coNP C IP

In this section we prove that coNP C IP using tensor codes. We begin with an overview of the proof,
and then provide the full details.

2.5.1 Proof overview

In order to prove that coNP C IP, it suffices to design a protocol for verifying that a Boolean formula
is unsatisfiable. For every Boolean formula ¢, let us denote by h, the encoding of the truth table of
¢ via some tensor code of relative distance at least % Observe that if ¢ is unsatisfiable then hy is
the all-zeroes codeword, since the encoding of the all-zeroes message via a linear code is always the
all-zeroes codeword. On the other hand, if ¢ is satisfiable then hy is non-zero on at least % fraction of
its coordinates.

A toy problem. We begin by making the unjustified assumption that for every formula ¢ and coordi-
nate 7 of hy we can compute hy(7) efficiently. Under this assumption, it is easy to show that coNP C RP.
This is true since we can use the following randomized algorithm for checking the unsatisfiability of a
formula: When given as input a formula ¢, the algorithm chooses a coordinate 7 uniformly at random,
and accepts if and only if hy(z) = 0.

Of course, the above assumption seems unjustified. The point is that, while we may not be able to
compute hy4(7) efficiently, we can devise an interactive protocol that allows an efficient verifier to verify
the value of hy(i). By using this protocol inside the aforementioned “algorithm”, we obtain a protocol
for verifying the unsatisfiability of a Boolean formula. It remains to show how to construct a protocol
for verifying the value of hy(i).

Proof via Arithmetization. We now show a protocol for verifying the value of h,(7) that uses
arithmetization, and we will later show how to avoid the use of arithmetization. Let ¢ a Boolean
formula over n variables, and let p,; the polynomial that is obtained from the arithmetization of ¢. We
observe that p, is consistent with the formula ¢, and it can be shown that p, is a codeword of some
tensor code?. Therefore, we can use the sum-check protocol of Theorem 2.4.4 to reduce the task of

4To see it, assume that Dy is an n-variate polynomial whose individual degrees are bounded by some number d. It
turns out that the family of such polynomials is a tensor code. Specifically, if we let RS denote the Reed-Solomon code of
univariate polynomials of degree at most d, then it is well-known that the aforementioned family of polynomials is exactly
RS™.



CHAPTER 2. 1P = PSPACE USING ERROR CORRECTING CODES 23

verifying a claim of the form h4(i) = u to the task of verifying a claim of the form py(7) = v. Finally,
observe that the verifier can compute the value p,(7) by itself, and thus verify that ps(7) = v. This
concludes the description of the protocol.

Proof via Error Correcting Codes. In order to remove the use of arithmetization in the foregoing
protocol, we examine the properties of the polynomial ps on which we relied, and construct a codeword
cu,e that has the same properties without using polynomials. Specifically, the codeword ¢z, will possess
the following properties:

1. cumg is a codeword of some tensor code.
2. ¢4 1s consistent with ¢.
3. For every coordinate j, the value ¢y 4(j) can be computed in polynomial time.

It can be observed that those properties are the only properties of p that we needed. This yields the
following protocol: In order to verify a claim of the form hy(i) = u, the verifier reduces it to a claim
of the form ¢y 4(7) = v using the sum-check protocol of Theorem 2.4.4. Then, the verifier computes
cue(T) by itself, and accepts if and only if ¢pr4(T) = v.

Specialized formulas and the construction of c); 4. In general, we do not know how to construct
the above codeword ¢y 4 for every formula ¢, but only for “specialized formulas”, which will be discussed
shortly. To resolve this issue, the protocol begins by transforming ¢ into an equivalent specialized
formula ¢g,, and then proceeds as before while working with ¢g,. This issue is a direct consequence
of the limitation of our multiplication codes that allows only one multiplication, as discussed after
Proposition 2.3.10.

A “specialized formula” is a formula ¢ that can be written as ¢ = Ponce A Peq, Where Ponce is a
read-once formula, and ¢, is a conjunction of equality constraints. The point is that since @once and @eq
are very simple, it is easy to evaluate the encoding of their truth tables via any (tensor) code. Now, we
let cA gone. and Cp g, be the encodings of ¢once and ¢eq via the multiplication codes of Proposition 2.3.10,
and set Cargp = CAgonee * CB,geq- 10 18 €asy to see that the codeword cyy g4 is consistent with ¢. Moreover,
the codeword ¢y 4 is easy to evaluate, since ca 4., and cp 4, are easy to evaluate.

We stress that while c44,,.. and cpg4,, are the unique encodings of the truth tables of ¢gne and
¢eq (via the corresponding codes), the codeword ¢y 4 is not the encoding of the truth table of ¢ (via
the corresponding code), but merely a codeword that is consistent with ¢. This is a side-effect of the
multiplication operation.

Comparison with the arithmetization technique. We view the construction of the codeword ¢y 4
as a generalization of the arithmetization technique, since it produces a codeword that has essentially the
same properties of the polynomial p,, but does it using any tensor code and not necessarily a polynomial
code. However, one should note that, while the codeword cys 4 can be used to replace py4 in the above
argument, it may not do so in every argument that involves arithmetization (e.g. some of the proofs of
the PCP theorem). That is, our technique should be thought as a generalization of the arithmetization
technique only in the context of the IP theorem.

Moreover, our construction of the codeword cys 4 can only be applied to specialized formulas, while
the arithmetization technique can be applied to any formula.
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2.5.2 Full proof

We turn to describe the full details of the proof. We begin by defining the notion of “specialized formula”
mentioned above.

Definition 2.5.1. A specialized formula is a formula ¢ that can be written as ¢ = @once A Peq, Where
1. ¢once is a read-once formula, i.e., every variable occurs in ¢g,c. exactly once, and
2. ¢eq Is a conjunction of equality constraints over the variables of ¢.

We can now state the “arithmetization generalization” discussed above, that is, the construction of the
codeword cyy 4.

Lemma 2.5.2. Let F be a finite field, and let Cy; : F* — F* be the multiplication code generated by
Proposition 2.3.10 for k = 2 and any relative distance 6. Then, there exists a polynomial time algorithm
that behaves as follows:

e Input: The algorithm is given as input a specialized Boolean formula ¢ over n wvariables, the
generator matriz of Cyr, and a coordinate i € [(]".

o Output: The algorithm outputs cpre (5), where cyr g 1s a fived codeword of (Cay)" that is consistent
with ¢ and s determined by ¢.

We prove Lemma 2.5.2 in Section 2.5.2.1, but first, we show how to prove that coNP C IP based
on Lemma 2.5.2. To this end, we use the following standard fact that says that every formula can be
transformed into an “equivalent” specialized formula.

Fact 2.5.3. Let ¢ be a Boolean formula over n variables, and let m be the total number of occurrences
of variables in ¢. Then, there exists a specialized formula ¢, over m variables that is satisfiable if and
only if ¢ is satisfiable. Furthermore, ¢g, can be computed in polynomial time from ¢. We refer to ¢qp
as the the specialized version of ¢.

Proof. ¢, is obtained from ¢ by applying the standard transformation for making each variable appear
at most three times. That is, ¢y, is constructed by

1. Replacing each occurrence of a variable in ¢ with a new variable, which may be thought as a
“copy” of the original variable.

2. Adding equality constraints for each pair of variables that are copies of the same variable in ¢.
It is easy to see that ¢y, satisfies the requirements. [
Theorem 2.5.4. coNP C IP

Proof. We design a protocol for verifying the unsatisfiability of a Boolean formula. Let ¢ be a Boolean
formula over n variables and m occurrences, and let ¢, be its specialized version constructed by
Fact 2.5.3. It suffices to design a protocol for verifying the satisfiability of ¢gp.

Let I be a finite field of size at least 4m, let C; be the code generated by Proposition 2.3.10 for k£ = 2
and relative distance 6 = 1 —1/2m, and let ¢, = CM,g,, D€ the codeword whose existence is guaranteed
by Lemma 2.5.2. Let H : F? — F% be any systematic linear code of distance at least 1 — 1/2m (for
example, one may use the |F|-ary Hadamard code), and let h = hy,, be the encoding of the truth table
of ¢sp via H™. Note that h is the (unique) encoding of the truth table of ¢, via H™, but may be hard
to evaluate, while ¢) is merely a codeword of (Cy)™ that is consistent with ¢, but is easy to evaluate.
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Observe that if ¢, is unsatisfiable then A is the all-zeroes function, while if ¢, is satisfiable then at
least (1 — ﬁ)m > % fraction of the entries of h are non-zero. Thus, it suffices to check that a random
coordinate of h is non-zero.

At the beginning of the protocol, the verifier chooses a uniformly distributed tuple 7 € [¢4]™, and
sends it to the prover. The prover should prove to the verifier that h(i) = 0. To this end, the prover and
the verifier engage in the sum-check protocol of Theorem 2.4.4 with C' = H, D = Cy;, ¢ = h, d = ¢y,
1 =14, and u = 0. If the verifier does not reject at this stage, then the sum-check protocol outputs a pair
(7,v) that is expected to satisfy ¢y (F) = v. Finally, the verifier uses the algorithm of Lemma 2.5.2 to
compute ¢y (T), accepts if ¢js (F) = v, and rejects otherwise.

For the completeness of the protocol, note that if ¢, is unsatisfiable, then h(i) = 0. Therefore,
by the completeness of the sum-check protocol of of Theorem 2.4.4, there exists a prover strategy that
guarantees that the verifier does not reject and outputs a pair (7, v) such that ¢y, (7) = v. It is easy to
see that if the prover uses this strategy, the verifier will always accept.

For the soundness of the protocol, observe that if ¢y, is satisfiable, then k(i) # 0 with probability at
least % Conditioned on h(i) # 0, the soundness of Theorem 2.4.4 guarantees that with probability at
least m - (1 — d¢,,) > 3, the verifier either rejects or outputs a pair (7, v) such that ¢y (F) # v, in which
case the verifier rejects in the next step. It follows that if ¢ is satisfiable, then the verifier rejects with
probability at least }L, which suffices for our purposes. [ |

2.5.2.1 Proof of Lemma 2.5.2

We turn to proving Lemma 2.5.2. Let ¢ be a specialized Boolean formula over n variables, and let
(Ca,Cp,Cyr) be the multiplication code generated by Proposition 2.3.10 for £ = 2 and any relative
distance 0. We seek to construct a codeword ¢y = ¢y of (Cay)" that is consistent with ¢, and such
that the value of ¢, at any coordinate can be computed in polynomial time.

Recall that ¢ can be written as ¢ = @once A\ Peq, Where @onee is a read-once formula and ¢ is a
conjunction of equalities. Furthermore observe that the formulas ¢once and ¢eq can be computed from
¢ in polynomial time, by simply letting ¢e, be the conjunction of all the equality constraints in ¢.

We now show how to construct the codeword c); that is consistent with ¢. Let ¢4 be the encoding
of the truth table of ¢onee via (Ca)", and let cg be the encoding of the truth table of ¢oq via (Cp)".

We choose ¢ def c4 - cg. Observe that ¢4 - cp is indeed consistent with ¢, and that it is a codeword of
(Cy)" by Proposition 2.3.13.

It remains to show that for every coordinate 7 of ¢y, the value cy(i) can be computed efficiently.
Let ¢ denote the block length of C's, Cpg, and C};. Propositions 2.5.6 and 2.5.8 below imply that for
every i € [{]", the values c4(i) and cp(i) can be computed efficiently. It follows that for every i € [¢]",
we can compute the value ¢y (7) efficiently by first computing c4(7) and cp(i) and then setting cp; (i) =
ca(i) - cp(i). This concludes the proof of Lemma 2.5.2 up to the proofs of Propositions 2.5.6 and 2.5.8.

We stress that while ¢4 and cp are the unique encodings of Gonce and ¢eq via (C4)" and (Cp)"
respectively, ¢js is merely a codeword of (Cy)" that is consistent with ¢, and not the encoding of ¢ via
(Car)". The reason is that, if we consider two messages z,y € F?, then C4(z) - Cp(y) is a codeword of
C) that is consistent with x -y, but is not the encoding of x -y via C);; in particular, note that the
message length of (), is greater than the length of z - y.

Notation 2.5.5. In the statements of the following propositions, we denote by C : F? — F‘c a fixed
arbitrary code, and for every Boolean formula ¢ over n variables, we denote by c, the encoding of the
truth table of ¢ via C™.

Proposition 2.5.6 (Codeword for read-once formulas). There ezists a polynomial time algorithm such
that when the algorithm is given as input a read-once Boolean formula ¢, the generator matrix of a code
C, and a coordinate i of c,, the algorithm outputs c,(i).
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Proof. We show a recursive construction of a codeword c,, and use it later to derive a recursive
algorithm for computing the coordinates of c¢,. We have the following recursive construction:

1. If ¢ = =, for some Boolean variable z;, then ¢, is the encoding of the vector (0,1) via C' (recall
that the message length of C' is 2).

2. Suppose that ¢ = =’ for some Boolean formula ¢’ over n variables. Let 1,, be the all-ones function
that maps all the elements of {0,1}" to 1, and let ¢y be the encoding of 1,, via C™. Then, it holds
that c, = ¢, —cyr.

3. Suppose that ¢ = 1 Ap, for some Boolean formulas ¢ and ¢ over ny and ny variables respectively.
Observe that ¢, and s must be over disjoint sets of variables, since by assumption every variable
occurs in ¢ exactly once. Let us relabel the variables of ¢ such that the first n, variables are the
variables of ¢; and the last ny variables are the variables of 5. We now obtain that ¢, = c,, ®c,,.

4. If ¢ = 1 V g, then ¢, can be constructed from c,, and c,, using the de Morgan laws and the
previous cases.

The above recursive construction immediately yields the following recursive algorithm for computing
ca (1) where i = (i1,...,,1,) € [lc]™:

1. If ¢ = x¢, then the algorithm computes ¢, directly by encoding the vector (0,1) with C, and
outputs ¢, ().

2. Suppose that ¢ = —¢/. In this case, the algorithm computes ¢; (i) and ¢y (i) and outputs c1, (i) —
¢,/(i). The value ¢, (7) is computed recursively. In order to compute ¢ (i), observe that ¢y =
c1, ®...®cq,. It therefore follows that
—_—————

n

cr, (1) = eq, (i) - - oq, (in)

Thus, in order to compute g, (7), the algorithm computes c7, by encoding the vector (1,1) with

n

C, and outputs cg, (41) - ... - ¢, (in).

3. Suppose that ¢ = p1 A po. Again, we assume that the first n; variables of ¢ are the variables of
©1, and that the last ny variables of ¢ are the variables of 5. Also, observe that n = ny + no.
Then, it holds that

Co(1) = oy (11, - - 3 ny) * Coop(Tny g1y - -+ 5 0n)
The algorithm thus computes ¢y, (41, . .., %, ) and ¢y, (in,41, - - -, i,) recursively and outputs their
product.
Clearly, the above algorithm is efficient, and computes c@(g) correctly. [ |

Remark 2.5.7. Note that the assumption that every variable occurs exactly once in ¢ is critical for
the proof of Proposition 2.5.6. Specifically, this assumption is used in handling the case of p = 1 A @9,
and allows us to simulate the effect of multiplication using the tensor product operation (i.e., by setting
Cp = Cp, @ Cyp,). Without the assumption, it could be the case that ¢; and ¢, have common variables,
which would imply that c, # c,, ® cq,.

Proposition 2.5.8 (Codeword for equality constraints). There exists a polynomial time algorithm such
that when the algorithm is given as input a Boolean formula ¢ which is a conjunction of equality con-

straints, the generator matriz of C, and a coordinate i of c,, the algorithm outputs c,(i).
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Proof. We first deal with the special case in which ¢ is satisfied if and only if all its variables are equal
to each other. Let i € [{c]" be a coordinate. We wish to compute ¢, (i) efficiently. By Claim 2.3.7, there
exist scalars oy ; € IF (for every 1 <¢ <mn and j € {0,1}) such that

c(i) = Z aj, - Z 2y * - Z ., Co(J1s -+ )

j1€{0,1} Jj2€{0,1} Jn€{0,1}

By our assumption on ¢, each term c,(j1, ..., jn) in the above exponential sum is 1 if j; = ... = j,, and

0 otherwise. It thus follows that . .
CQD(Z) = H Q0 + H (0751
t=1 t=1

Now, the above sum is easy to compute, since by Claim 2.3.7 the coefficients «;; can be computed
efficiently.

We turn to consider the general case, in which ¢ may be any conjunction of equality constraints over
its variables. In this case, one can partition the variables of ¢ to sets S, ..., S; such that two variables
are in the same set if and only if they are equal in every satisfying assignment of ¢. For each such 5,
let ¢, be the formula over the variables in \S; that is satisfied if and only if all the variables in S; are
equal. Observe that

p=p1 N... Nt

Let us relabel the variables of ¢ such that the first |S;| variables are the variables of S, the next |S;|
variables are the variables of Sy, etc. After the relabeling, it holds that

Cp = Cp; Q... Q Cy,

Therefore, if we let 7 be any coordinate of ¢, and denote i s; the restriction of i to S;, it holds that

Co(i) = cp,(ijs1) - - - i (igs,)

Now, each of the formulas ¢; matches the special case we already dealt with, and therefore we can
efficiently compute the value ¢, (is,). We can thus compute c,, (i|s,) efficiently as well, as required.

Remark regarding algebrization. Recall that the arithmetization technique is the only non-relativizing
ingredient of the proof of the IP theorem. Indeed, a main motivation of the algebrization framework

of [AWO08] was to try to capture the arithmetization technique. While our arithmetization generaliza-
tion (Lemma 2.5.2) does not seem to fit into the algebrization framework, one can prove the following
“algebrization-like” variant of this lemma: Let O = {O,, : {0,1}" — {0,1}}, be an infinite sequence of
Boolean oracles, and let us denote Cy,0 = {C4,0,}, Where Cy 0, is the encoding of the truth table O,
by (C4)". Then, there exists an algorithm that given oracle access to C4 o satisfies the following re-
quirement: when the algorithm is given as input a specialized formula ¢ that contains oracle predicates
from the sequence O and a coordinate i of CM,p, the algorithm outputs CMM@). Here ¢y, is a codeword

of (Cy)" that is consistent with ¢, as before.

2.6 The Proof of IP = PSPACE

In this section, we finally prove the IP theorem, that is,

Theorem 2.6.1. IP = PSPACE.
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Since TQBF is a PSPACE-complete problem, it suffices to devise an interactive protocol for verifying
the validity of a quantified Boolean formula. Recall that a quantified Boolean formula is a logical
expression of the form

Ql QQ cee Qn ¢<y17 s 7yn) (21>

y1€{0,1}y2€{0,1} yn€{0,1}
where ¢ is a Boolean formula and each Q; denotes one of the quantifiers 3 and V. A quantified Boolean
formula is said to be valid if and only if the expression evaluates to 1 (i.e., evaluates to TRUE). We wish
to design an interactive protocol which takes as an input a quantified Boolean formula, such that if the

formula is valid the verifier accepts with probability 1, and otherwise accepts with probability at most
1

5 .
We begin with an overview of the proof in Section 2.6.1, and then give the full details in Section 2.6.2.

We mention that our proof borrows ideas from the work of [GKRO0S].

2.6.1 Proof overview

The formulas v;. Given a quantified formula as in (2.1), we define the following quantified formulas

ey, - u) = Q1 oo QD A(Y1, ., Un)

yi+1€{0,1} yn€{0,1}

That is, ¢y is a formula in which vy, ...,y are free variables and ¥;.1, ..., ¥y, are bounded variables. In
particular, 1) is the original quantified formula and v, is the formula ¢. We also consider the encodings
of the truth table of 1, via (CA)t and (C’B)t, and denote them by c4; and cg; (where (Cy4, Cp, Cyy) are
the multiplication codes of Proposition 2.3.10).

We mention that the actual proof will work with the specialized version ¢y, instead of ¢ itself (see
Definition 2.5.1 and Fact 2.5.3). We ignore this technicality throughout this overview.

The structure of the protocol. Our interactive protocol begins by reducing the task of verifying
the validity of Formula (2.1) to the task of verifying a claim of the form

cai(in) =vag and cpi(in) = vy (2.2)

where 4, is a coordinate of ca1 and cp; - note that 1, is shared by both equalities in (2.2).
Next, the protocol proceeds to work in iterations: The prover and the verifier enter the ¢-th iteration
with a claim of the form
cai(iy) =vay, and cpy(iy) = vpy (2.3)

Throughout the ¢-th iteration, the parties engage in a sub-protocol, in order to reduce the task of
verifying the claim in (2.3) to the task of verifying a claim of the same form about c4+41 and cp441.

Eventually, the parties end up with a claim about c4, and cp,. This means that the prover is
required to prove a claim about encodings of the truth table of v,, = ¢, which can be done in the same
way as in the proof of coNP C IP: The parties engage in the sum-check protocol in order to reduce the
claim about ¢4, and cp,, to a claim about a codeword of (Cys)" that is consistent with the truth table
of ¢, and then the verifier checks the latter claim by itself, by using the “arithmetization generalization”
(Lemma 2.5.2).

A single iteration. We now describe how a single iteration of the protocol is performed. Let us focus
on the t-th iteration, and assume that Q, ;1 = V (the case where Q,; = 3 is similar). We consider the
codeword ¢y, of (C’M)t constructed by setting each coordinate j of ¢, as follows:

CM,t(J) = CA,t+1Ga 0) : CB,t+1Ga 1) (2-4)
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Observe that ¢y, is indeed a codeword of (CM)lt and that it is consistent with the truth table of .
Recall that our purpose is to reduce the verification of the claim in (2.3) to the verification of the same
claim for ¢ + 1. The codeword cys; serves as a “bridge” between those two claims: On the one hand,
care 1s consistent with the message encoded by c4, and cp,, whereas on the other hand ¢y, is related
to cast1 and cpey1 by Equality (2.4). Our strategy is to first reduce the verification of the claim about
cay and cpy to the verification of a claim about cjs;, and then reduce the latter to the verification of a
claim about c4 441 and cp 1.

More specifically, the parties begin the iteration by reducing the task of verifying the claim in (2.3)
to the task of verifying an equality of the form

cmi(T) = vare (2.5)

Such a reduction can be done by invoking the sum-check protocol of Theorem 2.4.4 twice in parallel,
once with C' = C'y and D = (), and once with C' = Cg and D = C);, with the verifier using the same
randomness for both invocations. The reason for using the same randomness for both invocations is
that we want both invocations to output the same coordinate 7.

Next, the prover sends to the verifier two functions f4 and fp, which are expected to be ¢i414(7, -)
and cy41 (T, ) respectively. The verifier checks that f4 and fp are indeed codewords of Cy and Cp
respectively, and that f4(0) - fg(1) = vars, where vy, is the value from Equality (2.5). Finally, the
verifier chooses a random coordinate s, and the parties enter the next iteration with the claim

car1(T,s) = fa(s) and cpi41(T,s) = fp(s)

2.6.2 The full proof

Fix a quantified formula

Q... QD (Y1, Yn) (2.6)

yle{ozl} yne{ovl}

where ¢ is a Boolean formula over n variables and m occurrences of variables.

Moving to specialized formulas. Our first step is moving to work with specialized formulas, which
will allow us to use the “arithmetization generalization” (Lemma 2.5.2). To this end, consider the
specialized version ¢g, of ¢, whose existence is guaranteed by Fact 2.5.3, and let us denote its variables
by x1,...,2,. Recall that each variable x; of ¢, is treated as a “copy” of some variable y;. Let us
relabel the variables of ¢g, such that for each 1 < ¢ < n, the variable z; is a copy of y;. Now, consider
the formula

Ql Q = . = ¢Sp($1,...,$m) (27)

n e
21€{0,1}  z,€{0,1}®n+1€{0,1}  xme{0,1}

Observe that that Formula (2.6) is valid if and only if Formula (2.7) is valid. For the rest of the proof,
we will work with the Formula (2.7). For convenience, we will denote Formula (2.7) as

Ql ... Qm (bsp(xb ... 7'rm> (28>

z1€{0,1} m€{0,1}

even though we know that 9,1 =...= 9, = 3.

The formulas v; and their encodings. As in the above overview, we define formulas v, but this
time we define those formulas with respect to ¢g,. That is, for every 1 <t < m, we define

Ye(yr, oo y) = Qepr oo O Osp(T1, .., )

xt+1€{071} Ime{o’l}
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Let (C4,Cp,C)h) be the multiplication codes that result from invoking the algorithm of Proposi-
tion 2.3.10 with k& % 2,0 L m, and with sufficiently large finite field IF, and let ¢ be their block
length. For every 1 <t < m, we define c4; and cp; to be the encodings of the truth table of v, via

(C4)" and (Cp)" respectively.

A single iteration. The behavior of the parties in a single iteration is encapsulated in the following
theorem, which we first state informally and give the formal statement.

Theorem 2.6.2 (Single iteration, informal). There exists an interactive protocol that takes as input a
claim of the form “ca4(it) = vayr and cg4(iy) = vp:” and and behaves as follows:

e Completeness: If the claim s correct, then the protocol outputs a correct claim of the form
Cagr1(ierr) = vager and cppia (i) = vpgar ™.

e Soundness: If the claim is incorrect (i.e., either ca (iy) # vay or cg (i) # vpy), then with high
probability the protocol either rejects or outputs an incorrect claim of the form “ca i1 (i41) = VA1
and cp 11 (i+1) = VB 17

We turn to state the formal version of the theorem, and to prove it.

Theorem 2.6.3 (Single iteration, formal). Let ¢s,, m, Ca, and Cg be defined as above, and for every 1 <
t <m-—1letyy, cay, and cp; be defined as above with respect to ¢s,. There exists an interactive protocol
between an unbounded prover and a polynomial time verifier that satisfies the following requirements:

o Input: The parties enter the protocol with a common input (Et,vA,t,vB7t), where i, € [E]t and
vays, g € F. Additional inputs are the numbers m,t, the generating matrices of Ca, Cp, Cu,
and the quantified formula in (2.8).

e Output: At the end of the protocol, the verifier either rejects, or outputs a triplet (Ztﬂ, VAt+15 ’UB¢+1),
where i1 € [ED]IHrl and Va¢41,vB4+1 € F.

The output satisfies the following requirements:

o Completeness: If both ca, (Et) = vy and cpy (Et) = vy, then there exists a strategy for the
prover that makes the verifier output with probability 1 a triplet (it+1,vA7t+1,vB,t+1) such that

CAt+1 (5t+1) = VAt+1 and CBt (Et+1) = UB,t+1-

o Soundness: If either ca, (Et) # VA OT Cpy (Et) # vp,, then for every strategy taken by the prover,
the probability that the verifier outputs a triplet (;t+17 UA’t+1,UB,t+1) such that both ca 41 (gt_l,_l) =

vaerr and cpy (iee1) = Upaen is at most (t+1) - (1= 0) = 3000

Proof. We begin by defining a codeword cys; of (Ch)" as follows:

1. If Q;4y =V, then for every j € [(]' we define

ene(J) = cap1(7,0) - epara(d, 1)
2. If Q;41 = 3, then for every j € [(]' we define

CM,tG) = CA,t+1G, 0) : CB,t+1(37 0)
+ca11(7,1) - epat1(, 1)
—ca1+1(7,0) - ci41(J, 1)
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Observe that ¢ is consistent with the truth table of 1), since if we restrict the above equalities to the
Boolean hypercube {0,1}" then they become

- cari1(7,0) Aepir1(7, 1) (If Qupr = V)
7,00 Veppa(d, 1) (If Qra = 3)

Furthermore, observe that cy;; is indeed a codeword of (C’M)t for the following reasons: For each
b € {0,1}, it holds that c4¢41(-,b) and cpy1(-,b) are codewords of (C4)" and (Cp)" respectively. Fur-
thermore, by Propositions 2.3.10 and 2.3.13 it holds that the multiplication of codewords of (C4)" and
(Cp)" yields a codeword of (Cy;)". Finally, (Cy)" is a linear code, and therefore a sum of codewords of
(Car)" yields a codeword of (Cyy)" (this is only relevant for the case that Q, 1 = 3).

The protocol starts with the parties invoking the sum-check protocol (Theorem 2.4.4) twice in par-
allel, using the same randomness for both invocations: The first invocation is done with C' = Cly,
D =Cy, c=cay, d= CMt i =1, and u = va,, and the second invocation is done with C' = Cp,
D =Cuy,c=cpy, d=cuy, 1 = iy, U= vp. The two invocations result in two pairs (7, vpr), (r th)
where 7 € [(]" and vz, vir, € F - note that 7 is common to both pairs since the verifier uses the same
randomness for both invocations (see the “Furthermore” part of Theorem 2.4.4). The verifier checks
that vy = vy, and rejects otherwise.

Next, the prover should send functions f4, fp : [(] — F. If the prover is honest, the functions fa, fp
are supposed to satisfy fa() = cat+1(7,-) and fg(-) = c¢pe41(7, ). The verifier checks that f4 and fg
are codewords of C4 and Cp respectively, and rejects otherwise. In addition,

1. If Quy1 =V, the verifier checks that f4(0) - f5(1) = v,
2. If Q1 = 3, the verifier checks that f4(0) - f5(0) + fa(l) - fe(1) — fa(0) - f5(1) = vars.

If the above check fails, the verifier rejects. Finally, the verifier chooses a uniformly distributed j € [¢],
and outputs the triplet (Et_t'_l,,UA,t_i_l,fUBﬂH_l), where vas11 = fa(j), vBir1 = f5(j), and iy4; is obtained
by appending j to 7.

The completeness of the protocol is easy to verify. We turn to prove the soundness of the protocol.
Without loss of generality, suppose that c (Et) # v4, and that Q; = V- the cases where cp, (Zt) # Vpy
and Q; = d can be handled similarly. By the soundness part of Theorem 2.4.4, with probability at least
1 —t-(1—9) it holds that either the verifier rejects or cp/(7) # th Now, if the verifier does not reject,
then it must hold that fa(0) - fg(1) = v, and therefore f4(0) - fp(1) # cp (7). By the definition of
cur, this implies that either f4(0) # ca44+1(7,0) or that fg(1) # cper1(7, 1) - without loss of generality,
assume the first. In this case, f4 is a codeword of Cy that differs from the codeword c4411(7,-). Thus,
with probability at least 4, it holds that fa(j) # cass1(T, ), or in other words, that ca i1 (i¢r1) # vVasi-
By the union bound, it follows that with probability at least 1 —(t+1)-(1 — ), the verifier either rejects
or Ca1(its1) # Va1, as required. [ |

The full protocol. We finally turn to describe the full protocol for verifying the validity of the
Quantified Formula (2.8). At the beginning of the protocol, the prover sends two functions g4, gp :
[(] — F, that are supposed to be ¢4 and cp; respectively if the prover is honest. The verifier checks
that

1. ga(0) - gp(1) =1 (if Q; =V), or that

2. 9a(0) - gB(0) + ga(1) - g5(1) — ga(0) - gp(1) = 1 (if Q1 = 3),
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and rejects otherwise. Then, the verifier chooses ¢; € [¢] uniformly at random and sets va; = ga(i1)
and vp1 = gp(i1).

The parties then proceed in iterations for 1 < ¢t < m — 1, each iteration invoking the protocol of
Theorem 2.6.3. The parties finish the last iteration with a triplet (Em,vAﬁm,vB,m), such that if the
prover is honest it holds that ¢ (im) = vam and c¢gm(im) = vpm. Observe that ca,, and cp,, are the
encodings of the truth table of ¢g, via (C4)™ and (Cp)™ respectively.

By Lemma 2.5.2, there exists a codeword cpq,, of (Cha)™ that is consistent with ¢y, such that
for every j € [(]™, the value ¢y, (j) can be computed efficiently (note that ¢y g, is not the same as
the codeword ¢y, in the proof of Theorem 2.6.3). The parties now engage in the sum-check protocol
(Theorem 2.4.4) twice: The first invocation is with C'= Cy, D = Cy, ¢ = caym, d = Crrg,, © = Uy, and
U = Vg,m, and the second invocation with C' = Cp, D = Cy, ¢ = ¢, d = Crgyy T = s U = UBm-
The two invocations result in two pairs (7, vy), (7, v),), where 7,7 € [(]™ and vy, v}, € F. Finally, the
verifier computes ¢y g,, () and carg,, (7') by itself, accepts if car g, (F) = var and cprg,, (7)) = v),, and
rejects otherwise.

Remark 2.6.4. The full protocol could be defined slightly differently. Specifically, one could replace the
first stage of the protocol with an additional invocation Theorem 2.6.3 for ¢ = 0. This approach has a
formal problem, since 1y is not a function but rather a scalar, but the approach can still be implemented
by a suitable modification of the relevant definitions. We preferred the current presentation.

Analysis. When given as input a quantified formula over n variables and m occurrences, the foregoing
protocol uses O(m?) rounds: In the first stage, the protocol invokes for each 1 <t < m — 1 a sum-check
protocol of ¢ rounds (twice in parallel), and in the second stage a sum-check protocol of m rounds is
invoked (twice). This can be compared to the protocols of [Sha92, She92, GKRO08], which use O(n?)
rounds. This difference between our protocol and the previous protocols results from the fact that we
work with the specialized formula (2.7) instead of the original formula (2.6).

The completeness of the protocol is easy to verify. As for the soundness, note that due to con-
siderations similar to those of the proof of Theorem 2.6.3, if the input quantified formula is not valid
then with probability at least § it holds that either ca1(i1) # va1 or that cp1(iy) # vpi. By ap-
plying the soundness of Theorem 2.6.3 for the m — 1 iterations, we get that with probability at least
1—m-(m+1)-(1 —§) it holds that either c4,, # vam or that ¢p,, # vg,. Finally, due to the soundness
of the sum-check protocol (Theorem 2.4), we get that with probability at least 1 —m - (1 — §) it holds
that either cy;»(7) # var or that cazg,, (7') # vjy, in which case the verifier rejects. By applying the
union bound, it follows that if the input quantified formula is not valid, then the verifier rejects with
probability at least 1 — (m +1)*- (1 — ) > 1, as required.



Chapter 3

Combinatorial PCPs with efficient verifiers

3.1 Introduction

3.1.1 Background and Our Results

A PCP (Probabilistically Checkable Proof) is a proof system that allows checking the validity of a
claim by reading only a constant number of bits of the proof. The PCP theorem asserts the existence
of PCPs of polynomial length for any claim that can be stated as membership in an NP language.
In this chapter, we consider the efficiency of the verification procedure, and provide a combinatorial
construction of PCPs whose verification procedure is as efficient as the ones obtained from the algebraic
constructions.

Let L be a language in NP, and consider a PCP verifier for verifying claims of the form “x € L”.
Note that, while in order to verify that x € L, the verifier must run in time which is at least linear in
the length of x (since the verifier has to read z), the effect of the proof length on the verifier’s running
time may be much smaller. Using the algebraic techniques, one can construct PCP verifiers whose
running time depends only poly-logarithmically on the proof length. On the other hand, the verifiers
obtained from Dinur’s proof of the PCP theorem are not as efficient, and depend polynomially on the
proof length. While this difference does not matter much in the context of standard PCPs for NP, it is
very significant in two related settings that we describe below.

PCPs for NEXP. While the PCP theorem is most famous for giving PCP systems for languages
in NP, it can be scaled to higher complexity classes, up to NEXP. Informally, the PCP theorem for
NEXP states that for every language L. € NEXP, the claim that € L can be verified by reading a
constant number of bits from an exponentially long proof, where the verifier runs in polynomial time.
Note that in order to meet the requirement that the verifier runs in polynomial time, one needs to make
sure the verifier’s running time depends only poly-logarithmically on the proof length.

The PCP theorem for NEXP can be proved by combining the algebraic proof of the PCP theorem
for NP (of [AS98, ALM™98]) with the ideas of Babai et al. [BFL91]. Dinur’s proof, on the other hand,
is capable of proving the PCP theorem for NP, but falls short of proving the theorem for NEXP due
to the running time of its verifiers. Our first main result in this chapter is the first combinatorial proof
of the PCP theorem for NEXP:

Theorem 3.1.1 (PCP theorem for NEXP, informal). For every L € NEXP, there exists a probabilistic
polynomaal time verifier that verifies claims of the form x € L by reading only a constant number of bits

from a proof of length exp (poly (|x|))

Indeed, Theorem 3.1.1 could already be proved by combining the works of [AS98, ALM™98] and
[BFLI1], but we provide a combinatorial proof of this theorem.

33
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PCPs of Proximity. PCPs of Proximity ([BSGH™06, DR06]) are a variant of PCPs that allows a
super-fast verification of claims while compromising on their accuracy. Let L € NP and suppose we wish
to verify the claim that x € L. Furthermore, suppose that we are willing to compromise on the accuracy
of the claim, in the sense that we are willing to settle with verifying that x is close to some string in
L. PCPs of Proximity (abbreviated PCPPs) are proofs that allow verifying that z is close to L by
reading only a constant number of bits from both = and the proof. Using the algebraic methods, one can
construct PCPPs with verifiers that run in time which is poly-logarithmic in |z| (see, e.g., [BSGHT05]).
Note that this is highly non-trivial even for languages L that are in P.

One can also construct PCPPs using Dinur’s techniques, but the resulting verifiers are not as efficient,
and run in time poly (|z|). While those verifiers still have the property that they only read a constant
number of bits from x, they seem to lose much of their intuitive appeal. Our second main result in this
chapter is a combinatorial construction of PCPPs that allow super-fast verification:

Theorem 3.1.2 (PCPPs with super-fast verifiers, informal). For every L € NP, there exists a proba-
bilistic verifier that verifies claims of the form “x is close to L” by reading only a constant number of
bits from x and from a proof of length poly (|z|), and that runs in time poly (log |x|).

Again, a stronger version of Theorem 3.1.1 was already proved in [BSGHT05], but we provide a
combinatorial proof of this theorem.

3.1.2 Our Techniques

Our techniques employ ideas from both the works of Dinur [Din07] and Dinur and Reingold [DR06]. In
this section we review these works and describe the new aspects of our work. For convenience, we focus
on the construction of super-fast PCPPs (Theorem 3.1.2).

3.1.2.1 On Dinur’s proof of the PCP theorem

We begin by taking a more detailed look at Dinur’s proof of the PCP theorem, and specifically at
her construction of PCPP verifiers. The crux of Dinur’s construction is a combinatorial amplification
technique for increasing the probability of PCPP verifiers to reject false claims. Specifically, given a
PCPP verifier that uses a proof of length ¢, and rejects false claims with probability p, the amplification
transforms the verifier into a new verifier that rejects false claims with probability 2 - p, but uses a proof
of length (- ¢ for some constant g > 1.

Using the amplification technique, we can construct PCPP verifiers that use proofs of polynomial
length as follows. Let L € NP. We first observe that L has a trivial PCPP verifier that uses proofs of
length poly (n) and has rejection probability m - for example, consider the verifier that reduces L to
the problem of 3SAT, then verifies that a given assignment satisfies a random clause. Next, we apply the
amplification to the trivial verifier iteratively, until we obtain a PCPP verifier that rejects false claims
with constant probability (which does not depend on n). Clearly, the number of iterations required is
O (logn), and therefore the final PCPP verifier uses proofs of length 3°0°¢™ . poly (n) = poly (n), as
required.

As we mentioned before, this proof yields PCPP verifiers that run in time poly (n), while we would
have wanted our verifiers to be super-fast, i.e., run in time poly (logn). The reason for the inefficiency
of Dinur’s PCPP verifiers is that the amplification technique increases the running time of the verifier
to which it is applied by at least a constant factor. Since the amplification is applied for O (logn)
iterations, the resulting blow-up in the running time is at least poly (n).



CHAPTER 3. COMBINATORIAL PCPS WITH EFFICIENT VERIFIERS 35

3.1.2.2 On Dinur and Reingold’s construction of PCPPs

In order to give a construction of PCPPs with super-fast verifiers, we consider another combinatorial
construction of PCPPs; which was proposed by Dinur and Reingold [DRO6] prior to Dinur’s proof of the
PCP theorem. We refer to this construction as the “DR construction”. Like Dinur’s construction, the
DR construction is an iterative construction. However, unlike Dinur’s construction, the DR construction
uses only O(loglogn) iterations. This means that if their construction can be implemented in a way
such that each iteration incurs a linear blow-up to the running time of the verifiers, then the final
verifiers will run in time polylogn as we desire. Qur first main technical contribution is showing that
such an implementation is indeed possible. Providing such an implementation requires developing new
ideas, as well as revisiting several known techniques from the PCP literature and showing that they
have super-fast implementations.

Still, the DR construction has a significant shortcoming: its verifiers use proofs that are too long;
specifically, this construction uses proofs of length nP°Y1°e™  Qur second main technical contribution is
showing how to modify the DR construction so as to have proofs of length poly (n) while maintaining
the high efficiency of the verifiers.

3.1.2.3 Our construction vs. the DR construction

Following Dinur and Reingold, it is more convenient to describe our construction in terms of “assignment
testers” (ATs). Assignment testers are PCPPs that verify that an assignment is close to a satisfying
assignment of a given circuit. Any construction of ATs yields a construction of PCPs and PCPPs, and
therefore our goal is to construct ATs whose running time is poly-logarithmic in the size of the given
circuit.

The crux of the DR construction is a reduction that transforms an AT that acts on circuits of size
k to an AT that acts on circuits of size k¢ (for some constant ¢ > 0). Using such a reduction, it is
possible to construct an AT that works on circuits of size n by starting from an AT that works on
circuits of constant size and applying the reduction for O(loglogn) times. However, the DR reduction
also increases the proof length from £ to ¢ (for some constant ¢ > c), which causes the final ATs to
have proof length nP°Y1°&" Moreover, the reduction runs in time that is polynomial in the given circuit,
rather than poly-logarithmic. We turn to discuss the issues of improving the proof length and improving
the running time separately.

The proof length A close examination of the DR reduction shows that its superfluous blow-up stems
from two sources. The first source is the use of a “parallel repetition”-like error reduction technique,
which yields a polynomial blow-up to the proof length. This blow-up can be easily reduced by using the
more efficient amplification technique from Dinur’s work.

The second source of the blow-up is the use of a particular circuit decomposition technique. The
DR reduction uses a procedure that decomposes a circuit into an “equivalent” set of smaller circuits.
This part of the reduction yields a blow-up that is determined by the parameters of the decomposition.
The DR reduction uses a straightforward method of decomposition that incurs a polynomial blow-up.
In this chapter, we present an alternative decomposition method that is based on packet-routing ideas
and incurs a blow-up of only a poly-logarithmic factor, as required.

The running time For the rest of the discussion, it would be convenient to view the DR reduction
as constructing a “big” AT that acts on “big” circuits from a “small” AT that acts on “small” circuits.
The big AT works roughly by decomposing the given circuit to an equivalent set of smaller circuits,
invoking the small AT on each of the smaller circuits, and combining the resulting residual tests in a
sophisticated way. However, if we wish the big AT to run in time which is linear in the running time
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of the small AT, we can not afford invoking the small AT on each of the smaller circuits since the the
number of those circuits is super-constant. We therefore modify the reduction so that it does not invoke
the small AT on each of the smaller circuits, but rather invoke it once on the “universal circuit”, and use
this single invocation for testing the smaller circuits. When designed carefully, the modified reduction
behaves like the original reduction, but has the desired poly-logarithmic running time.

In addition to the foregoing issue, we must also show that our decomposition method and Dinur’s
amplification technique have sufficiently efficient implementations. This is easily done for the decom-
position. However, implementing Dinur’s error reduction is non-trivial, and can be done only for PCPs
that possess a certain property. The efficient implementation of Dinur’s error reduction method, and of
several other known PCP techniques, is an additional contribution of this chapter.

Organization of this chapter. In Section 3.2 we cover the relevant background for this chapter and
give a formal statement of our main results. In Section 3.3 we give a high-level overview of this chapter.
In Sections 3.4 and 3.5 we define super-fast assignment testers, which are central for this chapter, and
develop tools for working with those testers. Finally, in Sections 3.6, 3.7, and 3.8, we prove the main
technical results of this chapter. A more detailed description of the organization of this chapter is given
at the end of the overview in Section 3.3.5.

3.2 Preliminaries and Our Main Results

3.2.1 Notational Conventions

For any n € N, we denote [n] o {1,...,n}. For any S C [n] and = € {0,1}", we denote by x5 the
projection of z to S. That is, if S = {i1,... i} for iy < ... <i,, then zg =y, ... 2,

For every functions g, f1,..., fm : N = N, we denote by g = poly (f1,..., fm) the fact that g is
asymptotically bounded by some polynomial in fi, ..., f,,. We use the notation g = polylog (fi,..., fin)
as an abbreviation for g = poly (log f1,...,log fm).

For any two strings z,y € {0,1}", we denote by dist (x,y) the relative Hamming distance between x
and y, i.e., dist(z,y) o Pricpn) [ # yi]. For any string z € {0,1}" and a set S C {0,1}", we denote
by dist (x,S) the relative Hamming distance between = and the nearest string of length |z| in S, and
we use the convention that dist (z,.S) = 1 if no string of length |z| exists in S. In particular, we define
dist(z, 0) = 1.

For any circuit ¢, we denote by SAT () the set of satisfying assignments of ¢. We define the size of
¢ to be the number of wires in .

3.2.2 PCPs

As discussed in the introduction, the focus of this chapter is on proofs that can be verified by reading
a small number of bits of the proof while running in a short time. It is usually also important to keep
track of the randomness complexity of the verifier. This leads to the following definition of PCPs.

Definition 3.2.1. Let r,q,t : N — N. A (r,q,t)-PCP verifier V is a probabilistic oracle machine that
when given input z € {0,1}", runs for at most ¢(|z|) steps, tosses at most 7(|z|) coins, makes at most
q(|z|) non-adaptive queries to its oracle, and outputs either “accept” or “reject”. We refer to r, ¢, and
t, as the randomness complexity, query complexity and time complexity of the verifier respectively.

Remark 3.2.2. There is a tight connection between the length of the proof that a PCP verifier uses
to its randomness complexity and query complexity. To see it, note that for an (r, ¢,t)-PCP verifier V'
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and an input x, the verifier V' can make at most 277D . ¢(|z|) different queries, and hence the “effective
proof length” of V' is upper bounded by 2"(#) . ¢(|z|).

Now that we have defined the verifiers, we can define the languages for which membership can be
verified.

Definition 3.2.3. Let r,¢,¢t : N — N, let L C {0,1}" and let p € (0,1]. We say that L € PCP,[r, ¢,1]
if there exists an (r, ¢, t)-PCP verifier V' that satisfies the following requirements:

e Completeness: For every x € L, there exists m € {0,1}" such that Pr[V"(z) accepts| = 1.
e Soundness: For every r ¢ L and for every 7 € {0,1}" it holds that Pr [V™(z) rejects] > p.

Remark 3.2.4. Note that Definition 3.2.3 specifies the rejection probability, i.e., the probability of
false claims to be rejected. We warn that it is more common in PCP literature to specify the error
probability, i.e., the probability that false claims are accepted.

Remark 3.2.5. Note that for any two constants 0 < p; < p» < 1, it holds that PCP,, [r,q,t] =
PCP,, [O(r),0(q),0 (t)] by a standard amplification argument. Thus, as long as we do not view
constant factors as significant, we can ignore the exact constant p and refer to the class PCP [r, ¢, t].

Remark 3.2.6. The standard notation usually omits the running time ¢, and refers to the class
PCP [r, g, which equals PCP [r, ¢, poly(n)].

The PCP theorem is usually stated as NP C PCP [O (logn),O(1)], but in fact, the original proof of
[AS98, ALM 98], when combined with earlier ideas of [BFLI1], actually establishes something stronger.
In order to state the full theorem, let us say that a function f : N — N is admissible if it can be computed
in time poly log f(n) (this definition can be extended for functions f of many variables).

Theorem 3.2.7 (implicit in the PCP theorem of [BFLI1, AS98, ALM*98]). For any admissible function
T(n) =Q(n), it holds that

NTIME (T'(n)) € PCP [O (logT(n)),O0(1),poly (n,log T(n))]

In her paper [Din07], Dinur presented a combinatorial proof of the PCP theorem. However, while her
proof matches the randomness and query complexity of Theorem 3.2.7, it only yields a weaker guarantee
on the time complexity of the verifier:

Theorem 3.2.8 (Implicit in Dinur’s PCP theorem [Din07]). For any admissible function T'(n) = Q(n),
it holds that
NTIME (T'(n)) C PCP [O (logT'(n)),0(1), poly (T'(n))]

Note that due to the difference in the time complexity, Theorem 3.2.7 implies Theorem 3.1.1 (PCP
theorem for NEXP) as a special case for T'(n) = exp (poly (n)), while Theorem 3.2.8 does not. One
contribution of this chapter is a combinatorial proof for Theorem 3.2.7. This proof is actually an
immediate corollary of our proof of Theorem 3.2.16 to be discussed in the next section.

3.2.3 PCPs of Proximity
3.2.3.1 The definition of PCPPs

We turn to formally define the notion of PCPs of Proximity (PCPPs). We use a definition that is more
general than the one discussed in Section 3.1. In Section 3.1, we have described PCPPs as verifiers that
a string x is close to being in a language L € NP by reading a constant number of bits from x and from
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an additional proof. For example, if L is the language of graphs with a clique of size at least % (where
n is the number of vertices in the graph), then one can use a PCPP verifier to verify that x is close to
representing such a graph. We can consider a more general example, in which we wish to verify that z is
close to a graph of n vertices that contains a clique of size m, where m is a parameter given as an input
to the verifier. In such a case, we would still want the PCPP verifier to read only a constant number of
bits of x, but we would want to allow the verifier to read all of m, which is represented using logn bits.
It therefore makes sense to think of PCPP verifiers that are given two inputs:

1. An explicit input that is given on their input tape, and which they are allowed to read entirely.

2. An implicit input to which they are given oracle access, and of which they are only allowed to read
a constant number of bits.

In order to define the languages that such verifiers accept, we need to consider languages of pairs (w, z),
where w is the explicit input and x is the implicit input. This motivates the following definition:

Definition 3.2.9. A pair-language is a relation L C {0,1}" x {0,1}". For every x € {0,1}", we denote
L(w) € {z: (w,z) € L}.

Using Definition 3.2.9, we can describe the task of PCPP verifiers as follows: Given w,x € {0,1}",
verify that x is close to L(w) by reading all of w and a constant number of bits from x and from an
additional proof. For super-fast verifiers, we would also require a running time of poly (Jw|,log|z|). In
the foregoing example of cliques of size k, the explicit input w will be of the form (n,m) and L(w) will
be the set of all graphs of n vertices that contain a clique of size m. Note that in this example w can be
represented using O (logn) bits, so super-fast verifiers will indeed run in time poly-logarithmic in the
size of the graph.

PCPs of Proximity were defined independently by Ben-Sasson et al. [BSGH'06] and by Dinur and
Reingold [DRO6]*, where the latter used the term “Assignment Testers”. The question of the efficiency
of the verifiers is more appealing when viewed using the definition of [BSGH'06], and therefore we
chose to present the foregoing intuitive description of PCPPs in the spirit of [BSGH106]. Below, we
present the definition of PCPPs of [BSGH'05], which is in the spirit of [BSGH'06] but better suits our
purposes. We then state our results according to this definition.

Definition 3.2.10 (PCPP verifier, following [BSGH"05]). Let r,¢ : N — N and let ¢t : Nx N — N.
An (r,q,t)-PCPP verifier is a probabilistic oracle machine that has access to two oracles, and acts has
follows:

1. The machine expects to be given as an explicit input a pair (w, m), where w € {0,1}" and m € N.
The machine also expects to be given access to a string x € {0,1}"™ in the first oracle as well as
to a string 7 € {0,1}" in the second oracle.

2. The machine runs for at most ¢ (Jw|, m) steps, tosses at most r (|w| +m) coins and makes at most
q (Jw| +m) queries to both its oracles non-adaptively.

3. Finally, the machine outputs either “accept” or “reject”.

We refer to r, ¢ and ¢ as the randomness complexity, query complexity and time complexity of the verifier
respectively. Note that t(n,m) depends both on |w| and on |z|, while r(n) and ¢(n) depend only on
their sum. The reason is that we want the time complexity to depend differently on |w| and on |z| (e.g.,
to depend polynomially on |w| and poly-logarithmically on |z|).

'We mention that PCPs of Proximity are related to the previous notion holographic proofs of [BFLS91] and to the
work of [Sze99], see [BSGHT06] for further discussion.
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For a PCPP verifier V and strings w,z,7 € {0,1}", we denote by V*™ (w) the output of V' when
given (w, |z|) as explicit input, = as the first oracle and 7 as the second oracle. That is, V7 (w) is a
short hand for V=7 (w, |x]).

Definition 3.2.11 (PCPP). Let L C {0,1}" x {0,1}" be a pair-language and let p > 0. We say that
L € PCPP,[r(n),q(n),t(n,m)] if there exists an (r(n), g(n), t(n, m))-PCPP verifier V that satisfies the
following requirements:

e Completeness: For every (w, ) € L, there exists 7 € {0,1}" such that Pr [V*™(w) accepts] = 1.

e Soundness: Forevery w,z € {0,1}" and for every = € {0,1}" it holds that Pr [V*™(w) rejects] > p-
dist (z, L(w)).

We refer to p as the rejection ratio of V.

Notation 3.2.12. Similarly to the PCP case, when we do not view constant factors as significant, we
will drop p from the notation PCPP,, [r, ¢, t], since for every 0 < p; < ps it holds that PCPP,, [r,¢,t] =
PCPP,, [0(r), O(q), O(1).

We turn to discuss two important features of Definition 3.2.11.

The soundness requirement. Note that in general, the probability that V' rejects a pair (w, x) must
depends on the distance of x to L(w). The reason is that if V' is given access to some z that is very
close to 2’ € L(w), then the probability that it queries a bit on which = and 2’ differ may very small.
We mention that the requirement that the rejection probability would be proportional to dist (z, L(w))
is a fairly strong requirement, and that PCPPs that satisfy this requirement are sometimes referred to
in the literature as “Strong PCPPs”. One may also consider weaker soundness requirements. However,
we use the stronger requirement since we can meet it, and since it is very convenient to work with.

PCPPs versus PCPs The following corollary shows that PCPPs are in a sense a generalization of
PCPs:

Corollary 3.2.13 ([BSGH'06, Proposition 2.4]). Let PL € PCPP,[r(n),q(n),t(n,m)] be a pair-

language, let p : N — N be such that for every (w,z) € L it holds that |x| < p(n), and define a language
def

L' = {w:3x s.t. (w,z) € PL}. Then it holds that L' € PCP,[r(n),q(n),t(n,p(n))].

Proof. Let V be the PCPP verifier for PL. We construct a verifier V' for I’ as follows. For any w € L/,
a proof 7’ that convinces V' to accept w will consist of a string x such that (w,z) € L’ and a proof 7
that convinces V' to accept (w,x). When invoked, the verifier V’ simply invokes V' on explicit input w,
implicit input x, and proof . The analysis of V"’ is trivial. [

Remark 3.2.14. The proof of Corollary 3.2.13 is based on a different perspective on PCPPs than the
one we used throughout this section. So far we have treated the implicit input = as a claim to be
verified, and the explicit input w as auxiliary parameters. However, one can also view w as the claim
to be verified and x as the witness for the claim w. In this perspective, the role of the PCPP verifier is
to verify that x is close to being a valid witness for the claim w. While this perspective is often more
useful for working with PCPPs, we feel that it is less appealing as a motivation for the study of PCPPs,
and therefore did not use it in our presentation.
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3.2.3.2 Constructions of PCPPs and our results
The following notation is useful for stating the constructions of PCPPs.

Notation 3.2.15. Let T : Nx N — N let PL C {0,1}" x {0,1}" be a pair-language. We say that L
is decidable in time 7T if there exists a Turing machine M such that when M us given as input a pair
(w, ), the machine M runs in time at most 7' (|z|, |w|), and accepts if and only if (w,x) € PL,

Super-fast PCPPs were defined and explicitly constructed for the first time by [BSGH*05]. However,
one can obtain a simpler and weaker construction of super-fast PCPPs by combining the techniques of
the earlier works of [BFLI1, AS98, ALM™98], their algebraic techniques can be modified and combined
with earlier ideas from [BFL9I1] to yield the following PCPPs?:

Theorem 3.2.16 (PCPPs that can be obtained from [BFL91, AS98, ALM™98]). For any admissible
function T'(n,m) and a pair-language PL that is decidable in time T it holds that

PL € PCPP [O (logT(n,m)),O(1),poly (n,log T(n,m))]

In her work [Din07], Dinur has also given a construction of PCPPs. Her focus in this part of the work
was giving PCPPs with short proofs, and in order to construct them she combined her combinatorial
techniques with the previous algebraic techniques (i.e., [BSS08]). However, one can also obtain the
following PCPPs using only Dinur’s combinatorial techniques:

Theorem 3.2.17 (PCPPs that can be obtained from [Din07]). For any admissible function T'(n, m)
and a pair-language PL that is decidable in time T it holds that

PL € PCPP [O (logT(n,m)),0(1), poly (T'(n,m))]

Again, it can be shown that Theorem 3.2.16 implies Theorem 3.1.2 as a special case for T'(n) =
poly (n), while Theorem 3.2.17 does not, due to the difference in the time complexity. Our main
result in this chapter is a combinatorial proof of Theorem 3.2.16. Observe that Theorem 3.2.16 implies
Theorem 3.2.7 using Corollary 3.2.13. We thus focus on proving Theorem 3.2.16.

We conclude the discussion in PCPPs by showing that Theorem 3.2.16 indeed implies a formal
version of Theorem 3.1.2.

Corollary 3.2.18 (Special case of [BSGH'06, Proposition 2.5|). Let L € NP, and let PL be the pair-
language {(\,x) : x € L} (where X is the empty string). Then PL € PCPP [O(logm), O(1), poly log m]
(note that here m denotes the length of x).

Proof sketch. The main difficulty in proving Corollary 3.2.18 is that PL may not be decidable in
polynomial time (unless P = NP), and therefore we can not use Theorem 3.2.16 directly. The naive
solution would be to use Theorem 3.2.16 to construct a PCPP verifier V) for the efficiently decidable
pair-language

PLy ={(\ zoy):yis avalid witness for the claim that x € L}

and then construct a verifier V' for PL by asking the prover to provide a witness y in the proof oracle
and emulating the action of Vi on x and y. The problem is that if x is significantly shorter than y, it
might be the case that x is far from L and yet z oy is close to PL;(\). Instead, we use Theorem 3.2.16
to construct a PCPP verifier V; for the efficiently decidable pair-language

PL, = Axgoxo...oxoy | :yis a valid witness for the claim that z € L
—

lyl/|x]

2See discussion in [BSGHT06, Sections 1.3 and 2.2] and in [BSGHT05]. The main improvement of [BSGH'05] over
those PCPPs is in the proof length, which is not the focus of the current chapter.
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and then construct a verifier V' for PL by emulating V5 as before. For more details, see [BSGHT06,
Proposition 2.5]. |

Remark 3.2.19. We have stated Theorems 3.2.16 and 3.2.17 only for pair-languages that are decid-
able in deterministic time, but in fact, one can use them to construct PCPPs for pair-languages that

are decidable in non-deterministic time, using the same proof idea of Corollary 3.2.18. For details,
see [BSGH™06, Proposition 2.5].

3.2.4 FError Correcting Codes

We review the basics of error correcting codes [MS88]. A code C' is a one-to-one function from {0, 1}k
to {0, 1}1, where k and [ are called the code’s message length and block length, respectively. The rate of

the code C' is defined to be R¢ o % We say that ¢ € {0, 1}l is a codeword of C'if ¢ is an image of C|,

i.e., if there exists € {0,1}" such that ¢ = C(z). We denote the fact that ¢ is a codeword of C' by
¢ € C. The relative distance of a code C'is the minimal relative Hamming distance between two different

codewords of C', and is denoted by ¢ def ming, zc,ec {dist(c1, c2)}.

3.2.5 Routing networks

In our circuit decomposition method (see Sections 3.3.2 and 3.7) we use a special kind of graphs called
permutation routing networks (see, e.g., [Lei92]). In order to motivate this notion, let us think of the
vertices of the graph as computers in a network, such that two computers can communicate if and only
if they are connected by an edge. There are two special sets of computers in the network: the set of
sources (denoted S), and the set of targets (denoted 7"). Each computer in S needs to send a message to
some computer in 7', and furthermore, each computer in 7" needs to receive a message from exactly one
computer in S (in other words, the mapping from sources to targets is a bijection). Then, the property
of the routing network says that we can route the messages in the network such that each computer in
the network forwards exactly one message. Formally, we use the following definition of routing networks.

Definition 3.2.20. A routing network of order n is a graph G = (V| E) with two specialized sets S and
T of size n, such that the following requirement holds: For every bijection ¢ : S — T, there exists a set
P of vertex-disjoint paths in G that connect each v € S to o(v) € T.

Routing networks were studied extensively in the literature of distributed computing, and several
constructions of efficient routing networks are known. In particular, we use the following fact on routing
networks, whose requirements are satisfied by several constructions.

Fact 3.2.21 (see, e.g, [Lei92]). There exists an infinite family of routing networks {G,} -, where the
network G, being of order n, and such that:

1. G, has O(n) vertices.

2. The in-degree and out-degree of every vertex in the network are upper bounded by a constant, say
2.

3. The family is strongly explicit: For each n € N, there exists a circuit v, of size polylogn that
when given as input the index of a vertex v of G, outputs the indices of the neighbors of v via
imcoming edges and outgoing edges. Moreover, there exists a polynomial time algorithm that on
mput n outputs vy,.

4. The vertices of the first layer S are indexed from 1 to n, and the vertices of the last layer T are
indezed from n + 1 to 2n.
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Routing multiple messages. We now discuss a small extension of the property of routing networks
which we use in Section 3.7. Suppose now that each source computer in the network needs to send
at most d messages to target computers, and that each target computer needs to receive at most d
messages from source computers. In such case, we can route the messages such that every computer in
the network forwards at most d messages, as can be seen in the following result.

Proposition 3.2.22 (Routing of multiple messages). Let G = (V, E) be a routing network of order n,
let S, T CV be the sets of sources and targets of G respectively, and let d € N. Let 0 C S x T be a
relation such that each s € S is the first element of at most d pairs in o, and such that each t € T is the
second element of at most d pairs in o. We allow o to be a multi-set, i.e., to contain the same element
multiple times. Then, there exists a set P of paths in G such that the following holds:

1. For each (s,t) € o, there ezists a path p € P that corresponds to (s,t), whose first vertex is s and
whose second vertex in t.

2. FEvery vertex of G participates in at most d paths in P.

Proof sketch. Without loss of generality, assume that each s € S is the first element of ezactly d
pairs in o, and same for 7. Then, we can decompose the relation o into d disjoint permutations (see,
e.g.,[Cam98, Prop. 8.1.2]). We now find vertex-disjoint paths for each of the permutations separately
as in Definition 3.2.20, and take the union of all the resulting sets of paths. [ |

3.3 Overview

In this section we give a high-level overview of our construction of PCPPs (which, in turn, implies the
construction of PCPs). For most of this overview we focus on describing the construction itself while
ignoring the issues of efficient implementation. Then, in Section 3.3.4, we describe how this construction
can be implemented efficiently.

3.3.1 The structure of the construction

Our construction and the DR construction share a similar structure. In this section we describe this
structure and discuss the differences between the constructions.

3.3.1.1 Assignment testers

Assignment Testers are an equivalent formulation of PCPPs that was introduced by [DR06]. Both our
construction and the DR construction are more convenient to describe as constructions of assignment
testers than as constructions of PCPP. We therefore start by describing the notion of assignment testers.

An assignment tester is an algorithm that is defined as follows. The assignment tester takes as an
input a circuit ¢ of size n over a set X of Boolean variables. The output of the assignment tester is a
collection of circuits vy, ..., 1Yg of size s < n whose inputs come from the set X UY, where Y is a set
of auxiliary variables. The circuits 11, ..., ¥ should satisfy the following requirements:

1. For any assignment x to X that satisfies ¢, there exists an assignment y to Y such that the
assignment x o y satisfies all the circuits 91, ...,¥g.

2. For any assignment = to X that is far (in Hamming distance) from any satisfying assignment to
v, and every assignment y to Y, the assignment x o y violates at least p fraction of the circuits

U1, ..., YR
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There is a direct correspondence between assignment testers and PCPPs: An assignment tester can
be thought of as a PCPP that checks the claim that x is a satisfying assignment to . The auxiliary
variables Y correspond to the proof string of the PCPP, and the circuits ¥y, ...,¥g correspond to the
various tests that the verifier performs on the R possible outcomes of its random coins. In particular,
the query complexity of the PCPP can be upper bounded by s. Furthermore, note that the fraction p
corresponds to the rejection ratio of the PCPP, and we therefore refer to p as the rejection ratio of the
assignment tester. With a slight abuse of notation, we will also say that the circuits v1,...,1¥r have
rejection ratio p.

Our main technical result is a combinatorial construction of an assignment tester that has R(n) =
poly (n), s(n) = O(1) and that runs in time poly logn, which implies the desired PCPs. Note that it
is impossible for an assignment tester to run in time polylogn when using the foregoing definition of
assignment testers, since the assignment tester needs time of at least max {n, R - s} only to read the
input and to write the output. However, for now we ignore this problem, and in the actual proof we
work with an alternative definition of assignment testers that uses implicit representations of the input
and the output (see discussion in Section 3.3.4).

3.3.1.2 The iterative structure

Our construction and the DR construction are iterative constructions: The starting point of those
constructions is an assignment tester for circuits of constant size®, which is trivial to construct. Then,
in each iteration, those constructions start from an assignment tester for circuits of size® k, and use it
to construct an assignment tester for circuits of size ~ k% (for some constant ¢y > 1). Thus, if we wish
to construct an assignment tester for circuits of size n, we use O (loglogn) iterations.

The key difference between our construction and the DR construction is in the effect of a single
iteration on the number of output circuits R. In the DR construction, each iteration increases the
number of output circuits from R to R® for some constant ¢ > ¢y (where ¢y is the foregoing constant).
Thus, after O(loglogn) iterations the final assignment testers have nP°¥1°¢™ output circuits, which in
turn imply a PCPPs that use proofs of length nP°¥1°8™ and have randomness complexity poly log n.
In contrast, in our construction a single iteration increases the number of output circuits from R to
O (R®), and thus the final assignment testers have poly(n) output circuits. Such assignment testers
imply a PCPPs that use proofs of length poly(n) and have randomness complexity O(logn), which is
our goal.

3.3.1.3 The structure of a single iteration

We proceed to describe the structure of a single iteration. For the purpose of this description, it is
convenient to assume that we wish to construct an assignment tester for circuits of size n using an
assignment tester for circuits of size n? for some constant v < 1 (we take v = 1/¢g, where ¢ is the
constant from Section 3.3.1.2).

The general structure of an iteration. We begin with a general description of an iteration that
fits both our construction and the DR construction. Suppose that we wish to construct an assignment
tester A for circuits of size n, and assume that we already have a “small” assignment tester Ag that
can take as input any circuit of size n’ < n7, and outputs R(n’) output circuits of constant size. Let
p denote the rejection ratio of Ag . When given as input a circuit ¢ of size n over a set of Boolean
variables X, the assignment tester A proceeds in three main steps:

3By “assignment tester for circuits of size k” we refer to an assignment tester that can only take as an input a circuit
of size at most k.
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1. The assignment tester A decomposes ¢, in a way to be explained in Section 3.3.2, into set of
circuits 11, ..., Y of size s(n) for some m(n), s(n) < n? (to be specified later).

2. The assignment tester A combines the circuits 11, . .., ¢ ) With the assignment tester Ag in some
sophisticated way that resembles the tensor product of error-correcting codes (see Section 3.3.3
for details). The result of this operation is approximately

R = R(O(m(n))) - R (O (s(n)))
circuits &1, ... &p of constant size over variables X UY U Z, that have rejection ratio € (p?).

3. The assignment tester A applies an error-reduction transformation (to be specified later) to the
circuits &;,...,&r obtained in Step 2 in order to increase their rejection ratio back to p, and
outputs the resulting circuits.

Our construction versus the DR construction. Our construction differs from the DR iteration
in the circuit decomposition method used in Step 1 and in the error-reduction transformation used in
Step 3. We begin by discussing the latter. The DR construction uses a variant of the parallel repetition
technique in order to do the error reduction. This technique incurs a polynomial blow-up in the number
of output circuits of A, while in order to have the desired number of output circuits we can only afford
a blow-up by a poly-logarithmic factor.

In our construction, we replace the parallel repetition technique with Dinur’s amplification technique
(outlined in Section 3.1.2.1), which only incurs a constant factor blow-up. This is indeed a fairly simple
modification, and the reason that Dinur’s technique was not used in the original DR construction is
that it did not exist at that time. However, we note that in order to use Dinur’s amplification in our
context, we need to show that it can be implemented in a super-fast way, which was not proved in the
original work of Dinur [Din07] (see further discussion in Section 3.3.4).

We turn to discuss the circuit decomposition method used in Step 1. Recall that Step 2 generates
a set of R (O (m(n))) - R(O (s(n))) circuits. Thus, the choice of the functions m(n) and s(n) is crucial
to the number of output circuits of A. In particular, it can be verified that the recurrence relation
R(n) = R(O(m(n)))- R(O(s(n))) is solved to a polynomial only if the product m (n) - s(n) is upper
bounded by approximately n. However, since the decomposition method used in Step 1 must have
certain properties that are needed for Step 2, it is not trivial to find a decomposition method for a good
choice of m(n) and s(n).

The original DR construction uses a straightforward decomposition method that decomposes a circuit
of size n into m (n) = O(n3*) circuits of size s(n) = O(n'~®), where « is a constant arbitrarily close
to 0. Thus, m(n) - s(n) = O(n'*?®), which causes the final assignment testers of the DR construction
to have nP°Y1°en output circuits. Our technical contribution in this regard is devising an alternative
decomposition method that decomposes a circuit of size n into m(n) = O (y/n) circuits of size s(n) =
O (v/n). Thus, m(n) - s(n) = O (n), which is good enough to make the whole construction have a
polynomial number of output circuits.

3.3.2 Our circuit decomposition method

In this section we describe the circuit decomposition we use in Step 1 (of Section 3.3.1.3). A circuit
decomposition is an algorithm that takes as input a circuit ¢ over Boolean variables X and “decomposes”
it to set of smaller circuits vy, ..., 1, over Boolean variables X U Y, such that an assignment = to X
satisfies ¢ if and only if there exists an assignment y to Y such that x o y satisfies all the circuits ;.
Note that a circuit decomposition can be viewed as an assignment tester with the trivial rejection ratio
%. Alternatively, a circuit decomposition can be viewed as a generalization of the Cook-Levin reduction
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that transforms a circuit into a 3-CNF formula, by taking the smaller circuits 1,...,%,, to be the
clauses of the formula.

In order to be useful for the foregoing construction, a circuit decomposition must have an additional
property, namely, it needs to have “matrix access”: We say that a decomposition has matrix access if it
is possible to arrange the variables in X and the variables of Y in two matrices such that each circuit
W; reads a constant number of rows of the matriz. The property of matrix access is reminiscent of the
parallelization technique used in the PCP literature, and we refer the reader to Section 3.3.3.2 for more
details regarding how it is used.

3.3.2.1 The DR decomposition

Before describing our decomposition, we briefly sketch the DR decomposition. Given a circuit ¢ of size
n over a variables set X, they transform ¢ into a 3-CNF formula by adding O(n) auxiliary variables Y.
Next, they choose some arbitrarily small constant o > 0 , and arrange the variables in X UY arbitrarily
in an O(n®) x O(n'~*) matrix. Finally, they construct, for each triplet of rows of the matrix, a circuit
that verifies all the clauses that depend on variables that reside only in those three rows (relying on the
fact that each clause depends on three variables). This results in m = O(n®®) circuits of size O(n'~®),
as described in Section 3.3.1.3.

3.3.2.2 Our decomposition

The inefficiency of the DR decomposition results from the fact that we construct a circuit v; for every
possible triplet of rows, since we do not know in advance which variables will be used by each clause. Prior
works in the PCP literature have encountered a similar problem in the context of efficient arithmetization
of circuits, and solved the problem by embedding the circuit into a deBrujin graph using packet-routing
techniques (see, e.g., [BFLS91, PS94]). While we could also use an embedding into a deBrujin graph
in our context, we actually use a simpler solution, taking advantage of the fact that the requirements
that we wish to satisfy are weaker. We do mention, however, that our solution is still in the spirit of
“packet-routing” ideas.

We turn to sketch the way our decomposition method works. Fix a circuit ¢ of size n, and for
simplicity assume that every gate in ¢ has exactly two incoming wires and two outgoing wires. The
decomposition acts on ¢ roughly as follows:

1. For each gate g in ¢, the decomposition adds an auxiliary variable k,. Similarly, for each wire
(91, 92) in ¢, the decomposition adds an auxiliary variable kg, ,,). For a specific assignment x to ¢
and each wire (g1, g2) in ¢, the variables k,, and kg, 4,y are supposed to be assigned the bit that
g1 outputs when ¢ is invoked on z.

2. The decomposition arranges the variables in an O (y/n) x O (y/n) matrix M such that for each
gate g, that has outgoing wires to gates g, and g3, the variables kg, , kg, g,), and kg, 4,) are in the
same row of M. Then, for each row of M, the decomposition outputs a circuit that checks for
each such triplet of variables in the row that by, = kg, g.) = Fg1,95)-

3. The decomposition outputs additional circuits that “rearrange” the variables in a new order, by
routing the variables through a routing network, while using additional auxiliary variables to
represent the order of the variables at each intermediate layer of the routing network. After
the routing, the variables are arranged in an O (y/n) x O (y/n) matrix N that has the following
property: For each gate g; of ¢ that has incoming wires from gates g» and gs, the variables kg,

E(gs,91), and kg, 4,y are in the same row of V.



CHAPTER 3. COMBINATORIAL PCPS WITH EFFICIENT VERIFIERS 46

4. Next, for each row of N, the decomposition outputs a circuit that checks, for each gate g; in the
row that has incoming wires from gates g, and gs, that the variable k,, contains the output of g;

when given inputs kg, ¢,) and k

92,91 93,91) *

5. Finally, D outputs an output circuit that checks that the variable k, that corresponds to the
output gate of ¢ is assigned 1.

The straightforward way for implementing the routing network in Step 3 above is the following: We first
take a routing network Go(,y of order of O(n) (see Fact 3.2.21). We then identify each vertex in the
sources set S of Go(,) with an entry of the matrix M, and each vertex of the targets set T" of Go(,) with
an entry of N. Next, we construct a bijection ¢ that maps each entry of M to its corresponding entry
in IV, and construct a set of vertex disjoint paths P that route that connect each vertex v of the sources
set S to the vertex o(v) in the targets set T (see the definition of routing networks, Definition 3.2.20).
Finally, we add an auxiliary variable for each vertex of Gy, and for each edge (u,w) that belongs to
one of the paths in P, we output a circuit v; that checks that the auxiliary variables that correspond
to u and w are equal.

While the foregoing implementation of Step 3 is sound, note that it yields O(n) output circuits
of size O(1) - for each vertex of Go(n), we have one output circuit checking equality of two variables.
However, we need a decomposition that outputs O(y/n) circuits of size O(y/n). To this end, we modify
the foregoing implementation by using the possibility to route multiple messages (Proposition 3.2.22).
More specifically, we use a routing network Go( /m) of order O(y/n), and route O(y/n) messages from
each source and to each target. Here, the sources and targets of Go(m) are the rows of M and N
respectively, the “messages” are again the entries of M and N, and each vertex of Go( /) participates
in the routing of O(y/n) entries. This method of routing indeed yields a decomposition with O(y/n)
circuits of size O(y/n).

It remains to check that the resulting decomposition indeed has matrix access. To this end, we
arrange the variables X UY in a O(y/n) x O(y/n) matrix whose rows consist of: the rows of M; the
rows of N; and a row for each vertex of Go( /), where each such row contains one variable. One can
show that each output circuit of the decomposition queries a constant number of rows of this matrix,
by using the fact that the degrees of the vertices of G, (vm) are bounded by a constant.

3.3.3 The tensor product lemma

In this section we outline the proof of the following lemma, which is used in Step 2 (of Section 3.3.1.3).

Lemma 3.3.1 (Tensor Product Lemma, simplified). Let D be a circuit decomposition that when given a
circuit of size n outputs m(n) circuits of size s(n) and that has matrix access. Let Ag be an assignment
tester that takes as input circuits of size n' for any n’ < O (max{m(n),s(n)}), outputs R(n') circuits
of size O(1) and has rejection ratio p. Then, we can use D and Ag to construct an assignment tester A
that when given as input a circuit of size n, outputs R (O (m(n)))- R (O (s(n))) circuits of size O(1) and
has rejection ratio (p?).

The construction of the assignment tester A from Ag and D is somewhat similar to the tensor
product of error correcting codes, hence the name of the lemma. We note that the proof of this lemma
is implicit in [DR06], although they only proved it for their specific choice of D and Ag. We stress that
the proof of [DR06] does not maintain the super-fast running time of the assignment tester, and that

one of our main contributions is proving the lemma for super-fast assignment testers (see discussion in
Section 3.3.4).
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3.3.3.1 Warm-up: Ignoring issues of robustness

As a warm-up, we consider the following thought-experiment: Let A’ be an assignment tester that has
rejection ratio p. We say that A’ is idealized if when given an input circuit ¢, the tester A’ rejects every
unsatisfying assignment x of ¢, and not only unsatisfying assignments that are far from any satisfying
assignment to . Little more formally, we say that A’ is idealized if for every unsatisfying assignment x
of ¢ and every assignment y to Y, at least an p fraction of the output circuits of A’ reject x o y. Of
course, it is impossible to construct an idealized assignment tester with the parameters we desire, but
for the purpose of this warm-up discussion we ignore this fact.

We now show how to prove the tensor product lemma when both A and Ag are idealized (we note
that in this case, the assumption that D has matrix access is not needed). When given as input a circuit
@ of size n, the assignment tester A acts as follows:

1. The assignment tester A applies the circuit decomposition D to ¢, resulting in a variable set Y
and in m(n) circuits 11, ..., Ymu) of size s(n) over X UY.

2. The assignment tester A applies the assignment tester Ag to each of the circuits ¢;, each time
resulting in a variables set Z; and in R (s(n)) circuits &1, . .., & r(s(n)) of size O(1) over XUY U Z,.

3. The assignment tester A constructs circuits 9y, ..., Mr(sm)) of size O (m(n)) over X UY U, Z; by
defining 7; def /\:l(f ) & ;. Note that those circuits correspond to the columns of the matrix whose

clements are the circuits & ;.

4. The assignment tester A applies the assignment tester Ag to each of the circuits 7;, each time

resulting in a variables set W; and in R (O (m(n))) circuits 71, ..., Tro(m(m))),; of size O(1) over
XuYul,Z uw;.

5. Finally, A outputs the R (O (m(n))) - R(s(n)) circuits 71 1,. .., Tro@m(n))),R(s(n)) Of size O(1) over
Xuyul;,z,ulU; w;.

Clearly, the assignment tester A has the correct number and size of output circuits. It remains to
show that it has rejection ratio Q(p?). Let Y’ =Y UlJ; Z; UU; W; be the variables set of A. Fix an
assignment x to X that does not satisfy ¢ and fix some assignment 3’ to Y’. Since x does not satisfy
o, there must exist some circuit v; that rejects x o y/. This implies that at least an p fraction of the
circuits &1, ..., & r(s(n)) Teject x oy, let us denote those circuits by & j,,...,& ;.. Now, observe that
since & j,, ..., &, reject x oy, the circuits n;,,...,n;, must reject x oy’ as well, and that n;,,...,n;
form p fraction of the circuits 71, ..., Mrem))- Finally, for each circuit n;, that rejects z oy, it holds that
at least p fraction of the circuits 71 j,, ..., Tr(Omm)))j, reject z oy, and it therefore follows that at least
p? fraction of the circuits 711, . . . s TR(O(m(n))),R(s(n)) Teject x oy,

3.3.3.2 The actual proof

We turn to discuss the proof of the tensor product lemma for the actual definition of assignment testers,
i.e., non-idealized assignment testers. In this case, the analysis of Section 3.3.3.1 breaks down. To see
it, fix an assignment x to X that is far from satisfying ¢ and an assignment 3’ to Y’. As argued in
Section 3.3.3.1, we are guaranteed that there exists a circuit v; that is not satisfied by = o /. However,
we can no longer conclude that p fraction of the circuits & 1,...,& resm)) reject @ oy's This is only
guaranteed when z o ¢/ is far from any satisfying assignment to v;, which may not be the case.

The analysis of Section 3.3.3.1 does go through, however, provided that the circuits 91, . .., ¥, and
T, - MR(O(s(n))) have a property called “robustness” (see Section 3.5.4). The PCP literature contains
few techniques for “robustizing” the output of an assignment tester, provided that the assignment tester
has specific properties. In this chapter, we define and analyze a generalization of the robustization
technique of [DRO06], which requires the assignment tester to have the following property:
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Definition 3.3.2. We say that an assignment tester A that outputs circuits of size s is has block access
if the variables in X UY can be partitioned to blocks such that each output circuit of A reads a constant
number of whole blocks.

For example, every assignment tester that has matrix access also has block access, with the blocks
being the rows of the corresponding matrix. We now have the following lemma:

Lemma 3.3.3 (Robustization, simplified). Any assignment tester that has block access can be trans-
formed into a robust one, with a linear blow-up in the number and size of output circuits and a decrease
of a constant factor in the rejection ratio. Furthermore, a similar claim holds circuit decomposition that
has block access.

Therefore, in order to prove the tensor product lemma, it suffices to show that the circuits 11, ..., ¢¥mn)
and 71, ..., MRr(s(n)) are have block access. This is easy to do for 11, ..., ¥ ), since the decomposition D
has matrix access by assumption, and thus in particular D has block access.

In order to show that the circuits 7y, . .., ng(s(n)) have block access, we also need the assignment tester
Ags to be oblivious. An assignment tester is said to be oblivious if for every i, the variables in X UY
that are queried by the i-th output circuit v; depend only on i, and in particular do not depend on the
input circuit ¢. The work of [DR06] has showed that every assignment tester can be transformed into
an oblivious one with an almost-linear loss in the parameters.

We now observe that if Ag is oblivious, then the variables in X UY U], Z; can be arranged in two
matrices, such that each circuit 7; queries a constant number of columns of those matrices. This implies
that the circuits 7y, ..., Ngsmn)) have block access, by taking the blocks to be the columns of the latter
matrices.

More specifically, we arrange the variables in X UY in the matrix M which is guaranteed by the
fact that D has matrix access, and arrange the variables | J, Z; in the matrix N whose rows are the sets
Z;. Next, observe that due to the obliviousness of Ag, if we consider a single query of an output circuit
&i;, then the column of M or N to which the query belongs depends only on j and not on ¢. Hence,
corresponding queries of & ;. .., {om(n)),; belong to the same columns, and this implies that 7; queries
only a constant number of columns of M and N, as required.

3.3.4 Efficiency issues

Finally, we explain the modifications that we make to the foregoing construction in order to implement
it efficiently.

3.3.4.1 Modifying the formalism

In Section 3.3.1.1, we defined an assignment tester as an algorithm that takes as input a circuit ¢ of
size n and outputs R circuits ¢, ..., ¥g of size s. Clearly, such an algorithm must run in time at least
max {n, R - s}. However, we want our assignment testers to run in time poly log n, which is much smaller
than both n and R-s. We therefore have to use a different notion of assignment tester in order to obtain
the desired running time.

To this end, we use succinct representations of both the input circuit and the output circuits. The
key point is that in order to construct a PCPP for NP, we only need to run our assignment tester on
circuits that are obtained from the standard reduction from NP to CIRCUIT-SAT, and that those circuits
can be succinctly represented using poly logn bits. An assignment tester can therefore be defined* as

4We mention that this definition of assignment testers can be viewed as a variant of the notion of “verifier specifications”
of [BSGH™05].
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an algorithm that takes as input a succinct representation of a circuit ¢ and an index ¢, and outputs a
succinct representation of a circuit ;. Indeed, such an algorithm can run in time poly (log n, log (R - s)).

Using this new definition of assignment testers adds an additional level of complexity to our con-
struction, since we have to implement all the ingredients of our construction (and in particular, the
decomposition method, the tensor product lemma, and Dinur’s amplification theorem) so as to work
with succinct representations.

3.3.4.2 Efficient implementation of the tensor product lemma

Working with succinct representation of circuits instead of with the circuits themselves is especially
difficult in the implementation of tensor product lemma. The main difficulty comes from the need to
generate succinct representations of the circuits 7y, ..., ng(sm)) (as defined in Section 3.3.3.1). Recall

that those circuits are defined by 7, o /\:i(f” ) &i ;- While each of the circuits & ; has a succinct represen-

tation, this does not imply that their conjunction has a succinct representation. In particular, a naive
implementation of a representation for 7; would yield a representation of size € (m(n)), which we can
not afford.

In order to solve this problem, we observe that the output circuits 1, ..., ¥y, @) of D must be “simi-
lar”, since they are all generated by the same super-fast decomposition. We then show that for each j, the
similarity of the circuits 91, ..., %) can be translated into a similarity of the circuits & ;,. .., &mm),j
and that this similarity of & ;,...,&mn),; can be used to construct a succinct representation of 7;.

To be more concrete, we sketch a simplified version of our solution®. Consider the “universal circuit”
U that is given as input a circuit ¢ and a string x, and outputs {(x). Now, for each ¢, instead of invoking
Ag on 1;, we invoke Ag on U, and whenever one of the output circuits §; ; makes a query to an input bit
of U that corresponds to the circuit ¢, we hard-wiring the answer to the query to be the corresponding
bit of ;. The circuits §; ; that are constructed in this manner should simulate the circuits ;; that were
constructed in Section 2. The point is that for any fixed j, the circuits & j, ..., &n(n),; are now identical
to each other, up to the foregoing hard-wiring of the answers to their queries. Using this fact, and the
fact that the representation of each of the circuits v; is generated by the super-fast decomposition, it is
easy to construct a succinct representation of the circuit 7;. We note that in the actual construction, the
circuit U is not given the circuit ¢ but rather an error-correcting encoding of the succinct representation
of ¢, and that U takes as an input an additional proof string.

3.3.4.3 A finer analysis of Dinur’s amplification theorem

In order for our assignment testers to run in time polylogn, we need to make sure that all the steps
taken in a single iteration incur only a constant factor blow-up in the running time. In particular, we
need to show this holds for Dinur’s amplification theorem, since this was not proved in [Din07].

It turns out that in order to analyze the running time of Dinur’s amplification theorem, one should
make additional requirements from the assignment testers. Specifically, recall that the proof of the
amplification theorem works by representing the assignment testers as “constraint graphs”, and by
applying various transformations to those graphs. The running time of those transformations depends
on the explicitness of those graphs. Thus, in order to be able to present a super-fast implementation
of Dinur’s amplification technique, we must make sure that the corresponding constraint graphs are
strongly-explicit.

In the context of assignment testers, a strongly-explicit constraint graph corresponds to an assign-

5We mention that a similar technique was used in [DRO06] in order to transform an assignment tester to an oblivious
one.
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ment tester that has a super-fast “reverse lister” (a.k.a “reverse sampler”®). A reverse lister for an
assignment tester A is an algorithm that behaves as follows: Suppose that on input ¢ over variables set

X, the assignment tester A outputs circuits 1, ..., 1Y over variables set X UY. Then, given the name
of a variable v € X UY, the reverse lister allows retrieving the list of all circuits v;,,...,1;, that take
v as input.

We therefore have to make sure that all the assignment testers we construct in this chapter have cor-
responding super-fast reverse listers, which turns out to be quite non-trivial in some of the constructions.
See Section 3.5.1 for more details regarding the definition of reverse listers.

Remark 3.3.4. We note that reverse listers are also used in the proof of the tensor product lemma,
and not just in the implementation of the Dinur’s amplification theorem.

3.3.4.4 Increasing the representation size

Recall that our iterative construction yields assignment testers that work only for circuits of a given
size, and each iteration increases the size of the circuits that can be handled. Moreover, recall that
super-fast assignment testers work with succinct representations of circuits rather than the circuits
themselves. Therefore, during our iterative construction, we need to make sure that the size of the
succinct representations for which the assignment tester works increases along with the circuits’ size.

In this chapter, we observe that the technique used by [DR06| to transform an assignment tester to
an oblivious one can also be used to increase the size of the succinct representations with which the
assignment tester can work, with the cost of decreasing the corresponding size of the input circuits by a
related factor. This observation essentially removes the need to pay attention to the size of the succinct
representations. See Section 3.5.7 for more details.

3.3.4.5 Bounding the fan-in and fan-out

Throughout this chapter, we consider circuits with unbounded fan-in and fan-out. In particular, our
definition of assignment testers requires an assignment tester to take as input a circuit ¢ with arbitrarily
large fan-in and fan-out. However, it may be easier sometimes to construct an assignment tester that
can only handle input circuits ¢ with bounded fan-in and fan-out. Thus, we would like to reduce the
construction of general assignment testers to the construction of assignment testers that can only handle
circuits with bounded fan-in and fan-out. While such a reduction is trivial to do in polynomial time in
the size of the circuits, it is not clear that this can be done in the super-fast settings, where we only
work with succinct representations.

In this chapter, we observe that the technique of [DR06] mentioned above can also be used to trans-
form assignment testers that can only handle bounded fan-in and fan-out into full-fledged assignment
testers, which can handle arbitrary fan-in and fan-out. This observation simplifies the construction of
assignment testers, and in particular simplifies our circuit decomposition method. See Section 3.5.8 for
more details.

3.3.4.6 Revisiting known PCP techniques

Our construction uses known PCP techniques such as composition (see [BSGH'06, DR06]) and robusti-
zation (see Lemma 3.3.3). However, when using those techniques in our construction, we have to make
sure that those techniques preserve the super-fast running time of the assignment testers, as well as

6The term “reverse sampler” was used in the context of PCPs [BG02]. However, we feel that the term “reverse lister”
is more natural in the context of assignment testers.
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super-fast running time of their corresponding reverse listers (needed for the analysis of Dinur’s ampli-
fication theorem). We thus present new implementations of those techniques that meet both the latter
conditions. In particular, we make the following contributions:

1. Composition: While a super-fast implementation of the composition technique has been proposed
in [BSGH'06], their implementation did not preserve the running time of the corresponding reverse
listers. In this chapter, we give a more sophisticated implementation that does preserve the running
time of the reverse listers. See Section 3.5.4 for more details.

2. Robustization: As mentioned in Section 3.3.3.2, in this chapter we present a generalization of
the robustization technique of [DR06]. In particular, the robustization technique of [DR06] works
only for assignment testers that have block access and whose blocks are all of the same size, and
contain only proof bits, while the bits of the tested assignment are read separately. Waiving some
of those restrictions supports a cleaner proof of the Tensor Product lemma (Section 3.3.3).
Implementing the robustization technique for super-fast assignment testers requires the assignment
tester not only to have block access, but also to have block structure that has a strongly explicit
representation. We define this representation and prove a super-fast robustization theorem. See
Section 3.5.6 for more details.

3. Proof length: We revisit the connection between the randomness complexity of a PCP and its
proof length, which is more complicated in the settings of super-fast PCPs than in the common
settings. In the PCP literature it is common to assume that the proof length of PCPs is bounded
by an exponential function in the randomness complexity. It is not clear that this can be assumed
without loss of generality in the setting of super-fast PCPs. However, we show that this assumption
can indeed be made for assignment testers that have super-fast reverse listers. See Section 3.5.2
for more details.

3.3.5 Organization of the rest of this chapter

In Section 3.4, we present the definition of super-fast assignment testers and state our main construction
of assignment testers. In Section 3.5, we develop few generic tools that are used in our construction,
but are also of independent interest, and which were mentioned in Sections 3.3.4.4 and 3.3.4.6 above.
In Section 3.6, we prove our main theorem, relying on the decomposition method and on the tensor
product lemma. In Section 3.7 we present our circuit decomposition method (which was sketched in
Section 3.3.2). Finally, in Section 3.8, we prove the tensor product lemma, which was sketched in
Section 3.3.3.

3.4 Super-Fast Assignment Testers: Definitions and Main
Theorem

Recall that our final goal in this chapter is to construct the PCPPs that were stated in Theorem 3.2.16.
As discussed in Section 3.3.1.1, the work of [DR06] used a different notion of PCPPs, which they named
“assignment testers”. Since our construction of PCPPs is based the work of [DR06], it is more convenient
for us to construct assignment testers rather than to construct the PCPPs as defined in Section 3.2.3.
However, the actual definition of assignment testers used by [DRO6] is not suitable for constructing
super-fast PCPPs, and we therefore work with a variant of their definition. In this section, we present
the definition of assignment testers with which we will work throughout this chapter. We note that our
definition of assignment testers borrows ideas from the notion of “verifier specifications” of [BSGH'05],
and may be viewed as a variant of this notion.
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This section is organized as follows. In Section 3.4.1, we review a DR-style definition of assignment
testers, which does not support discussion of super-fast verifiers. Then, in Section 3.4.2, we discuss the
modifications that should be made to the DR-style definition in order to support discussion of super-fast
PCPPs, and present the actual definition of assignment testers with which we will work. Finally, in
Section 3.4.3, we state our construction of assignment testers, and prove that this construction implies
the desired construction of PCPPs.

3.4.1 DR-style assignment testers

We begin with some motivation for the notion of assignment testers. Suppose that we wish to construct
a PCPP for every pair-language that can decided in polynomial time. We first observe that it suffices
to construct a PCPP for the pair-language CIRCUIT-VALUE defined as follows:

CIRCUIT-VALUE & {(p,x) : x is a satisfying assignment to the circuit ¢}

To see why, suppose that a pair language PL is decided by a machine M, and consider the following
reduction from PL to CIRCUIT-VALUE. Given (w,x) € PL, we construct the circuit ¢,, that on input
x emulates M (w,z) and outputs the result. Now, the reduction maps the pair (w,z) € PL to the
pair (¢, z) € CIRCUIT-VALUE, and it holds that PL (w) = CIRCUIT-VALUE(y,,). Therefore, a PCPP
verifier for CIRCUIT-VALUE can be used to construct a PCPP verifier for PL.

Next, consider a PCPP verifier V' for CIRCUIT-VALUE. The behavior of V on a circuit ¢, an
assignment x, and a proof 7, can be described as follows: The verifier V' tosses r coins and, based on the
coin tosses and on the circuit ¢, chooses some “test” to be performed on x and 7, where the test reads
only ¢ bits of z and 7. Now, let us view the action of V' differently, and assume that instead of actually
performing the test, V' outputs a circuit that performs the test. By running V' on all 2" possible coin
tosses, we can view V' as a transformation on circuits, that maps a circuit that depends on |x| bits to
2" circuits that depend on ¢ bits. This view of the verifier V' leads to the following definition.

Definition 3.4.1 (DR-style Assignment Testers). Let R,s,¢: N — N and let p € (0,1]. An assignment
tester with outputs’ number R(n), outputs’ size s(n), proof length ¢(n), and rejection ratio p is an algorithm
that satisfies the following requirements:

e Input: The algorithm takes as an input a circuit ¢ of size n over m inputs.

e Output: The algorithm outputs R(n) circuits 1, ..., 1) of size at most s(n) each. The algo-
rithm also outputs sets Q1,...,Qrm) C [m + {(n)] such that for each i € [R(n)] the circuit ¢; has

|Q;| inputs.

e Completeness: For every assignment z € {0,1}" that satisfies ¢, there exists a string © €
{0, 1} such that the following holds: For every i € [R(n)] the assignment ( o T)q, satisfies ¢;.
We refer to m as a proof of x, or as a proof that convinces A that x satisfies .

e Soundness: For every assignment x € {0,1}" and for every string © € {0, 1}6("), the following
holds: For at least p - dist (z, SAT(y)) fraction of the indices i € [R(n)], the assignment (z o )
does not satisfy ;. We refer to = as the tested assignment and to 7 as the proof string.

|Q:

Remark 3.4.2. Note that Definition 3.4.1 does not measure the query complexity of A, which can be
defined as the maximal size of a set ();. Needless to say, the query complexity is upper bounded by the
outputs’ size s(n), and this bound suffices for our purposes.
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Relation to Definition 3.2.11. It can be seen that the tested assignment x and the proof string m
in Definition 3.4.1 correspond to the implicit input x and to the proof 7 in Definition 3.2.11, while the
circuit ¢ corresponds to the explicit input. Furthermore, the rejection ratio p plays the same role as in
Definition 3.2.11, and the outputs’ number R(n) is simply 2" where r(n) is the randomness complexity
in Definition 3.2.10.

3.4.2 Super-fast assignment testers

We turn to define assignment testers in a way that supports discussion of super-fast verification. We
note that Definition 3.4.1 does not support such a discussion due to the issues discussed next.

3.4.2.1 The size of the input circuit

The first issue that prevents Definition 3.4.1 from supporting super-fast verification concerns the size of
the circuit ¢. Consider a pair-language PL that can be recognized in time 7'(n,m), and suppose that
we wish to verify membership in PL in time poly (n,log T'(n,m)). If we apply the reduction of PL to
CIRCUIT-VALUE as was described in Section 3.4.1, the resulting instance of CIRCUIT-VALUE will be of
length at least 7'(n,m). Thus, if we use the assignment testers of Definition 3.4.1 to verify PL, then
they will run in time at least T'(n, m), since only reading the input circuit ¢, will take that much time.
In order to solve this issue, we observe that while the circuit ¢, is of size poly (T'(n,m)), it has a “highly
uniform” structure and can therefore be represented succinctly using only poly log T'(n, m) bits. Using
this representation allows speeding-up the running time of the assignment testers. To be more concrete,
we define representations of circuits:

Definition 3.4.3. A circuit ¢™P is said to be a representation of a circuit ¢ if it satisfies the following
requirements:

1. When given as input an index of a gate g of ¢, the circuit ¢*? outputs the the function that g
computes (one of OR, AND, NOT, or one of the constants 0 and 1), and the numbers of wires
going into and out of g.

2. ¢™P may be given as an additional input an index h of an incoming wire of g, and in such case
©*P outputs the index of the gate from which the h-th incoming wire of g comes.

3. Same as Item 2, but for outgoing wires instead of incoming wires.

In addition, we require that, if the circuit ¢ has m inputs, then the input gates are indexed from 1 to
m.

Remark 3.4.4. In order not to confuse ©™P with ¢, we will always refer to ™P as a “representation”
and to ¢ as a “circuit”. In particular, we will never refer to ¢™P as a “circuit”.

Remark 3.4.5. The requirement that the indices of the input gates are the indices from 1 to m is for
convenience only. Instead, we could have required the representation to allow retrieving the indices of the
input gates. That is, we could have required that given an input coordinate k € [m], the representation
will be able to output the index of the input gate that corresponds to k.

As noted above, we would like the representation ¢"P to be of size poly log |¢|. It is well-known that
such a representation exists for every circuit that is obtained from applying the standard reduction of a
Turing machine to a circuit:



CHAPTER 3. COMBINATORIAL PCPS WITH EFFICIENT VERIFIERS o4

Fact 3.4.6 (Folklore). Let T'(n,m) be an admissible function, and let M be a Turing machine that when
given as input a pair (w,x) runs in time T(|w|,|z|). Then, there exists an infinite family of circuits
{@nm}peyme of size O (T (n,m)Q) such that for every w,x € {0,1}" it holds that ) .(w,z) =
M(w,x). Furthermore, there exists a constant dcy, such that for every n,m € N, the circuit ¢, ,, has
a representation @, of size at most log?® T'(n,m), and there exists a Turing machine that on input

rep

n, m) outputs in time log®et T(n,m).
Pnm

We now modify the definition of assignment testers to take as an input the representation P instead
of the circuit .

3.4.2.2 The size and number of the output circuits

A similar issue that should be handled is the size of the output circuits. We will sometimes be interested
in assignment testers whose outputs’ size s(n) is larger than poly log T'(n, m), and therefore we can not
afford to output the circuits 11, ...,%gm). As in the case of the input circuit, we resolve this issue by
modifying the assignment testers such that that they output the representations ;.. ., ;;Fn) instead
of the circuits ¥, ..., Ygp).
Another issue we need to deal with is that the outputs’ number R(n) may be larger than poly log T'(n, m),

and therefore we can not afford to output all of the representations ;" ..., ﬁ%e(ljn). This issue is resolved
by modifying the assignment tester such that it gets as an additional input an index i € [R(n)], and

such that it is only required to output the representation ¢}, instead of outputting all the representa-
tions Y1, ..., @D}f{’n).

3.4.2.3 The queries sets

The next issue that we need to deal with is that the queries sets Q,...,Qpg) may be larger than
polylog T'(n,m), in which case we will not be able to output them. In order to resolve this issue,
we make the following modification to the definition of assignment testers: Instead of requiring the
assignment tester to output a queries set );, we only require it to output the x-th element of ();, where
K is given as an extra input.

For convenience, we make two more modifications to the definition of assignment testers:

1. First, instead of defining Q);, ..., Qg to be sets, we define them to be sequences. In particular,
(); may contain the same query more than once, and its elements are ordered in some fixed order.
As we shall see, making the same query more than once allows us to give different “weight” to the
queries, while the possibility to choose the order of the queries will make it easier to implement
some of the procedures efficiently.

In fact, instead of treating @), ..., Qg as sequences, it will be more convenient to treat them
as functions. That is, instead of treating @; as a sequence in [m + £(n)]*, we will treat it as a
function Q; : [¢;] — [m + £(n)].

2. We allow @1, ...,Qrm) to make dummy queries. A dummy query is not directed to any of the
coordinates, and always returns the bit 0. Dummy queries will be represented by the symbol
dummy. Thus, @; will be a function from [g;] to [m + ¢(n)]U{dummy}. Dummy queries will make it
easier to control the length of the sequences Q1, . . ., Q g(n) Without complicating the implementation
of the reverse listers (defined in Section 3.5.1).

The foregoing considerations lead to the following definition:
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Definition 3.4.7. Let ¢,n € N be natural numbers. A queries function is a function @ : [¢] — [n] U
{dummy}. For any string = € {0,1}", we denote by z|g € {0,1}? the string defined by (w‘Q)j = )9 if
Q(j) # dummy and (x|Q)j = dummy otherwise.

Given an assignment tester A and a circuit ¢, we denote by wa the i-th queries function computed
by A when invoked on the input circuit ¢. When A and ¢ are clear from the context, we drop A and ¢
and write only Q.

3.4.2.4 Syntactic modifications

Except for the foregoing issues, we make two more syntactic modifications to Definition 3.4.1. Those
modifications are done in order to simplify the presentation of our results, but are not essential:

1. Instead of defining an assignment tester as an algorithm, we define it as a circuit. Recall that a
circuit can only handle inputs of a fixed size, rather than all input sizes. In particular, this means
that the assignment testers defined below can not receive any circuit as an input, but are defined
only for circuits of a fixed size. However, our main theorem (see Theorem 3.4.11 below) states a
construction of a uniform family of assignment tester circuits, so we can still use our assignment
testers for all circuit sizes.

2. An assignment tester should provide two different functionalities: Computing the representation

i of the i-th output circuit ¢;, and computing the i-th queries function Qf # for every i. In
order to support both functionalities, we think of the assignment tester as having two different
modes of operation: a circuit mode, in which the assignment tester computes ¥, and a query
mode, in which the assignment tester computes the queries function Qf’“”. We can implement this
“two modes view” by modifying the assignment tester such that it takes an additional input bit,

which determines in which mode the assignment tester is invoked.

3.4.2.5 The final definition

We are now ready to present the definition of assignment testers with which we will work throughout
this chapter. In the rest of this chapter, whenever we refer to “assignment testers” we always refer to the
following definition, and never to Definition 3.4.1. The following definition differs from Definition 3.4.1
only in the points discussed above.

Definition 3.4.8 (Assignment Testers, revised). An assignment tester A for circuits of size n with outputs’
number R, outputs’ size s, proof length ¢, rejection ratio p, tester size t, input representation size n™P, and
output representation size s™P is a circuit that satisfies the following requirements:

1. Input and output: The assignment tester A operates in two modes:

a) In the circuit mode, A takes as an input a triplet (¢™P,m,i), where i € [R] and ¢"P is a
representation of a circuit ¢ of size at most n over m inputs. The size of P is required to

be at most n™P. The tester A then outputs a pair (¢;", ¢;), where ¢; is a natural number,
rep

1
and ;" is a representation of a circuit v; of size at most s over ¢; inputs. The size of 1;
is at most s"P.

b) In the query mode, A takes as an input a quartet (¢"P,m, i, k), where ©*?, m and ¢ are as in
the circuit mode, and k € [g;], where ¢; is as in the circuit mode. The assignment tester A
outputs the s-th query of ¢/, i.e., A outputs Q:"?(k), where Q¥ : [¢;] — [m + ¢]U{dummy}
is as defined in Notation 3.4.7.
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2. Completeness: For every assignment z € {0,1}" that satisfies ¢ there exists a string 7 € {0, 1}
such that the following holds: For every i € [R], the assignment (z o ), satisfies 1;. We refer to
7 as a proof of x, or as a proof that convinces A that z satisfies .

3. Soundness: For every assignment z € {0,1}™, and for every string 7 € {0,1}" the following
holds: For at least p - dist (z, SAT(¢)) fraction of the indices i € [R], the assignment (z o)
does not satisfy ;. We refer to x as the tested assignment and to 7 as the proof string.

|Qi

4. Size: The size of the assignment tester A (as a circuit) is at most t.
We will sometimes refer to n as the input size of A.

Remark 3.4.9. Note that Definition 3.4.8 specifies an upper bound on the size of the assignment tester
(i.e. the tester size t), while Definition 3.4.1 had no restrictions on the running time of the assignment
tester.

Remark 3.4.10. Definition 3.4.8 has more parameters than we would have liked it to have. However,
the most significant parameters are the circuit size n, the outputs’ number R, the outputs’ size s and
the tester size t. The rejection ratio p will require only little attention throughout our construction.
Furthermore, as we will see in Sections 3.5.2 and 3.5.7, we do not keep track of the proof length ¢
throughout this chapter, and the representations’ sizes n™P and s"P are of little significance.

3.4.3 Main theorem
The rest of this chapter is devoted to proving the following theorem:

Theorem 3.4.11 (Main Theorem). There exists an infinite family of circuits {Appren}; ) rep_ys SUch
that A, preo is an assignment tester for circuits of size n with outputs’ number R(n) = poly (n), out-
puts’ size s(n) = O(1), proof length ¢ (n) = poly (n), rejection ratio p = Q(1), tester size t(n,n"?) =
poly (log n, n™P), input representation size n**®, and output representation size s"P(n,n"P) = O(1).
Furthermore, there exists an algorithm that on inputs n and n"P, runs in time poly (logn,n™P) and
outputs Ay, prev.

We now show that the main theorem implies the desired construction of PCPPs (Theorem 3.2.16,
restated below), and thus implies the desired construction of PCPs as well (Theorem 3.2.7):

Theorem (3.2.16, restated). For any admissible function T'(n,m) and a pair-language PL that is de-
cidable in time T, it holds that

PL € PCPP [O (logT(n,m)),0(1), poly (n,log T'(n,m))]

Proof of Theorem 3.2.16 based on Theorem 3.4.11. The proof is straightforward, and consists
of reducing PL to CIRCUIT-VALUE as discussed in Section 3.4.1 while using the representation of
the circuit instead of the circuit itself, and then applying the assignment testers of the main theorem
(Theorem 3.4.11) to the resulting representation. Details follow.

Let ¢(n) denote the proof length of the assignment tester of Theorem 3.4.11. Let T'(n,m) and PL be
as in Theorem 3.2.16, and let M be the machine deciding PL in time T'. We define a PCPP verifier V for

PL. Let {¢nm} -, _, bethe infinite family of circuits that is obtained by applying Fact 3.4.6 to M, and
let %, be the corresponding representation of ¢, ,, for every n,m € N. Recall that for every n,m € N,

it holds that ¢, is of size at most O (T (n, m)2), and that )P is of size at most log?® T'(n,m), where
dcy, is the constant from Fact 3.4.6.
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We now describe the action of V' when given explicit input w, implicit input = and proof m: The
rep

verifier V' begins by computing the representation ™P = Pl 2] of the circuit ¢ = @jy)o. Next, V
computes the representation ¢ of a circuit ¢,, that is obtained by hard-wiring w into the first |w|
inputs of ¢. Observe that PL(w) = SAT(p,), and it therefore remains to verify that z is close to
SAT (¢y).

V' proceeds to verify that x is close to SAT(¢,,) as follows: V' chooses i € [R (|py,|)] uniformly at

random and invokes the assignment tester A = A‘(pw| of the main theorem on P, in order to obtain

rep
Pw

the circuit 1; (of size O(1)) and the queries function Q; : [¢;] = [|*| + £(|¢w|)] U {dummy}. Finally, V
queries its oracle to obtain (x o 7T)|Qi and checks that this string satisfies ;.

We turn to analyze the parameters of V. Let n = |w| and m = |z|. It should be clear that the
verifier V' has constant query complexity and rejection ratio. As for the randomness complexity, observe

that V only tosses coins in order to choose ¢, which can be done using
log R (|¢w|) = log (poly (T'(n,m)*)) = O (log T'(n, m))

coin tosses, since |¢,| = O (T (n, m)Q) (due to Fact 3.4.6). Similarly, the proof length of V' is poly (T'(n, m)).
We conclude by analyzing the time complexity of V: The representation ¢™P can be computed
in time polylogT'(n,m) by Fact 3.4.6. The representation ¢'P can be computed from ¢ in time
poly (n,log T (n,m)), by hard-wiring w into ¢*P, and changing ¢"P in the straightforward way. By
the main theorem, generating A and invoking it can be done in time poly (n,logT'(n,m)) (note that
low| = poly (T'(n,m)) and that |piP| = n + polylogT(n,m)). Finally, evaluating the circuit ¢; on

(z 07),q, can be done in time O(1). |

Our main theorem can be compared to the following constructions of assignment testers of [DRO6]
and [Din07] (the running time stated below is implicit in those works):

Theorem 3.4.12 ([DR06, Theorem 1.2]). Same as the main theorem, but with R(n) = nP°¥len gnd
t(n, n*eP) = nPolyloen 4 poly (n, n'eP).

Theorem 3.4.13 ([Din07]). Same as the main theorem, but with t(n,n"P) = poly(n, n"P).

3.5 Tools for Constructing Assignment Testers

In this section, we develop few tools and techniques that are useful for our purposes as well as of
independent interest. The section is organized as follows:

e In Section 3.5.1, we define the auxiliary notion of “reverse listers”.

e In Section 3.5.2, we discuss the relation between the proof length of assignment testers to their
outputs’ number and size in the setting of super-fast assignment testers, and show that for the
purpose of this chapter we can do not need to keep track of the proof length of our assignment
testers.

e In Section 3.5.3, we adapt the gap amplification technique of Dinur to the setting of super-fast
assignment testers by using reverse listers.

e In Section 3.5.4, we amend the known technique of PCPP composition such that it maintains the
efficiency of the reverse listers of the involved assignment testers.

e In Section 3.5.5, we review useful known facts on error correcting codes in which membership can
be verified efficiently. Such codes are used in Sections 3.5.6, 3.5.7, 3.5.8, and 3.8.
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e In Section 3.5.6, we present a super-fast and general variant of the known robustization technique.

e In Section 3.5.7, we present a generic technique for increasing the input representation size of an
assignment tester while losing only a small factor in its input circuit size. This technique reduces
the significance of the input representation size and output representation size of assignment
testers, and simplifies some of our proofs.

e In Section 3.5.8, we show that without loss of generality, it suffices to consider assignment testers
that can only handle input circuits with bounded fan-in and fan-out.

3.5.1 Reverse Listers

In this section we define the notion of reverse lister, which is a variant of the notion of reverse sampler

introduced in [BGO02]. Informally, given an assignment tester A that outputs circuits t1,...,¥g, a
reverse lister for A is a circuit that maintains for each coordinate k the list of all the circuits v; that
query k.

In the proof of our main result, we use reverse listers in order to analyze the effect of Dinur’s
amplification theorem on the tester size of assignment testers (see Section 3.5.3), as well as in the proof
of the tensor product lemma (see Section 3.8). In addition, as we show in Section 3.5.2, reverse listers
can be used to upper bound the proof length of assignment testers, which relieves us from the need to
keep track of the proof length of our assignment testers.

Before giving the formal definition of reverse listers, we first define the notion of reverse list , which
is the list that is maintained by the reverse lister:

Definition 3.5.1. Let A be an assignment tester with outputs’ number R and proof length ¢. Let ¢ be
a a circuit over m inputs. For each k € [m + /], we denote the reverse list of k with respect to A and ¢
by

RevList 1, (k) = {(i, k):i€[R], k€ [a] QM (k) = k:}

We turn to present the formal definition of reverse listers. Note that similarly to an assignment tester,
a reverse lister should provide a few different functionalities. Thus, as in the definition of assignment
testers (Definition 3.4.8), we define the reverse lister as a circuit that has few modes of operation.

Definition 3.5.2. Let A be an assignment tester for circuits of size n, with outputs’ number R, proof
length /¢, tester size t, and input representation size n*P. A reverse lister RL for A is a circuit that
operates in three modes:

1. Counting mode: When given as input a triplet (¢"P,m, k), where ¢"P is a representation of a
circuit of size n over m inputs and k € [m + €], the reverse lister RL outputs |RevList (k)|
Here, ¢*P is required to be of size at most n"P.

2. Retrieval mode: When given as input a quartet (¢"P, m, k,v) where ', m and k are as in the
counting mode, and where v € [|[RevLista (k)|], the reverse lister RL outputs the v-th element
of RevList, ,(k), according to some arbitrary order.

3. Reverse retrieval mode: When given as input a quintet (¢"P,m, k, i, k) where ¢"?, m and k
are as in the counting mode, and where (i, k) € RevList ,(k), the reverse lister RL outputs
the index v such that (7, x) is the v-th element of RevList 4 ,(k), according to order used in the
retrieval mode.

Remark 3.5.3. We will usually require RL to be of the same size as A, in order to avoid the need to
keep track of the size of the reverse lister in addition to keeping track of the tester size.



CHAPTER 3. COMBINATORIAL PCPS WITH EFFICIENT VERIFIERS 59

3.5.2 On the Proof Length of Assignment Testers

In the PCP literature, it is common to assume that the proof length of a PCPP is upper bounded by
2" - q, where r and q are the randomness and query complexity of the verifier respectively. Alternatively,
in the terminology of assignment testers, the proof length of an assignment tester A is upper bounded
by R - s, where R and s are the outputs’ number and size of A respectively. The justification for this
upper bound is that R - s is the maximal number of different coordinates that the output circuits of A
may query. Hence, the “effective proof length” or the number of “effective coordinates” is at most R - s.

While in principle the assignment tester A can make queries to coordinates that are much larger
than R - s, this upper bound is indeed justified as long as we do not require our assignment testers to
be super-fast. To see it, note that given an assignment tester A with outputs’ number R, outputs’ size
s and proof length ¢, we can always construct an equivalent assignment tester A’ that has proof length
R - s as follows: Let & C [m + (] be the set of “effective coordinates”, i.e., the coordinates that are
queried by at least one output circuit of A. As noted above, it holds that |S| < R-s. We begin the
construction of A’ by choosing an arbitrary one-to-one mapping ¢ of S into [R - s]. Then, we define A’ to
be the assignment tester that emulates A while redirecting the queries of A via ¢. It is easy to see that
A’ has the desired proof length, while having the same outputs’ number and size as A. Furthermore, the
mapping ¢ can be constructed in time that is polynomial in R, in s and in the tester size t of A. Thus,
if R, s and ¢ are polynomially bounded (as is the case in most interesting cases), this transformation
can be carried out efficiently.

However, note that the foregoing transformation results in A" having tester size that is at least R - s,
since A’ computes ¢, computing ¢ requires a circuit of size R - s in the worst case. Thus, A" can not be
super-fast. It is therefore not clear whether we can always assume that the proof length of a super-fast
assignment tester is upper-bounded by R - s. Nevertheless, it turns out that this bound can indeed be
assumed for super-fast assignment testers that have super-fast reverse listers. The reason is that given
a super-fast reverse lister, we can choose a mapping ¢ that has can be computed by a small circuit, as
shown in the proof of the following result:

Theorem 3.5.4. There exists a polynomial time procedure that satisfies the following requirements:

o Input:

1. An assignment tester A for circuits of size n with outputs’ number R, outputs’ size s, proof
length €, rejection ratio p, tester size t, input representation size n*P and output representation
o TED
size 8P,

2. A reverse lister RL of size at most t.
o Qutput:

1. An assignment tester A" with the same parameters as A except that its proof length is R - s
and its tester size is t' = O(t).

2. A reverse lister RL' for A’ of size at most t'.

Proof sketch. As in the foregoing discussion, we denote by S the set of “effective coordinates” of A,
i.e., the set of coordinates of the proof string that are queried by at least one output circuit of A.
Theorem 3.5.4 is proved by choosing a mapping ¢ : S — [R - s] that can be computed efficiently using
the reverse lister RL. We then use the construction of A’ described in the foregoing discussion, while
noting that this time the resulting assignment tester A’ has tester size O(t). Details follow.

We define the mapping ¢ : S — [R - s] as follows. We view the set [R - s] as the set of pairs [R] X [s].
Let ¢ be a circuit of size n and let k € S be an effective coordinate. Observe that this fact that & is an
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effective coordinate implies that the reverse list RevList4 (k) is non-empty. Now, set ¢(k) to be the
first element (i,x) of RevList, (k). It is easy to see that the mapping ¢ can be computed using the
retrieval mode of the reverse lister RL.

We now construct A’ as follows. A’ has the same output circuits as A. When A’ is required to compute
the queries function QiA /"p(m), it first invokes A to compute k = Qf "?(k), and then invokes RL to compute

¢(k) and outputs it. It is not hard to verify that A" has the parameters stated in Theorem 3.5.4, and
that the corresponding reverse lister RL’ can be implemented by a circuit of size O(t). [

Dropping the proof length. Throughout this chapter all of our assignment testers have super-fast
reverse listers. Thus, in order to simplify the presentation of this chapter, we will not keep track of the
proof length of our assignment testers, and will always assume that the proof length is upper bounded
by R -s. This is acceptable, because we can always afford to apply Theorem 3.5.4 to reduce the proof
length to R - S.

3.5.3 Dinur’s Amplification Theorem

In this section we review Dinur’s amplification theorem [Din07]. The amplification theorem provides a
transformation that increases the rejection ratio p of a given assignment tester A to a universal constant
po at the expense of increasing the outputs’ number and tester size of A by a factor of poly (1/p) (provided
that the outputs’ size of A is a constant). The original amplification theorem, given in [Din07, Section
9], was proved in a different setting than ours, and also does not analyze the effect of the amplification
on the tester size. Therefore, instead of using the original theorem, we use the following variant, which
can be derived from the original theorem.

Theorem 3.5.5. There exist constants sg € N and py € (0,1), and a polynomial time procedure that
satisfy the following requirements:

o Input:

1. An assignment tester A for circuits of size n with outputs’ number R, outputs’ size s, rejection
ratio p, tester size t, input representation size n*P and output representation size at most s*P.

2. A reverse lister RL of size at most t.

o QOutput:

1. An assignment tester A for circuits of size n with outputs’ number at most poly (s, %) R, out-
puts’ size sg, rejection ratio pg, tester size at mostt' def poly <S, /l)) -(t + poly (s*P,log (R - n))),

input representation size n'P and output representation size Sg.

2. A reverse lister RL' for A’ of size at most t'.

Deriving Theorem 3.5.5 from the original amplification theorem of [Din07] is not very difficult, but
is tedious. Since it is not the focus of this chapter, we have not included its full proof.

Theorem 3.5.5 versus the original theorem of [Din07]. As mentioned above, the main difference
between the original theorem of [Din07] and our Theorem 3.5.5 is the analysis of the tester size. There
are also three minor differences between the original theorem of [Din07] and Theorem 3.5.5: the original
theorem of [Din07] views assignment testers as “constraint graphs”; the original theorem of [Din07] only
states the effect of a single iteration of the amplification, which doubles the rejection ratio p, while
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£o
and that the original theorem of [Din07] refers gnly to assignment testers with constant output size s
while Theorem 3.5.5 allows an arbitrary value of s.

In order to support arbitrary values of s, we observe that the output size of any assignment tester
can be reduced to from s to a constant while decreasing the rejection ratio p by a factor of 1/s. This can
done by composing A with an assignment tester that has input size s, constant output size, and rejection
ratio 1/s, which is trivial to construct - see Section 3.5.4 for details on composition, and Remark 3.6.2
for details on the aforementioned trivial assignment tester.

Theorem 3.5.5 states the effect of applying log £ iterations, which increases the rejection ratio to po;

The relation of reverse listers to Dinur’s amplification theorem. As mentioned in Section 3.5.1,
the proof of Theorem 3.5.5 relies crucially on the assignment tester A having an efficient reverse lister.
To see why the reverse lister is important, recall that in Dinur’s work, an assignment tester is represented
as a “constraint graph”. The point is that the claim that an assignment tester A has a super-fast reverse
lister is equivalent to the claim that A is represented by a strongly explicit constraint graph. Now, recall
that Dinur’s amplification theorem is proved by applying graph transformations to constraint graphs.
The running time of those transformations depends on the explicitness of the constraint graphs, which
is the reason that Theorem 3.5.5 relies on the reverse lister being super-fast.

In order to see the equivalence between the efficiency reverse listers and the explicitness of constraint
graph, recall that a constraint graph is a graph whose the vertices correspond to the coordinates of the
tested assignment and the proof, and whose edges correspond to the output circuits of the assignment
tester. Now, given an assignment tester A that is represented as a constraint graph G, a reverse lister
of A corresponds to a circuit that when given the name of a vertex v of G, lists all the edges that are
adjacent to v. Thus, the reverse lister is indeed the circuit that represents G.

3.5.4 Composition of Assignment Testers

Composition of assignment testers is a technique that allows combining two assignment testers into a
new assignment tester with related parameters. This technique was used, in some form, in most of the
previous PCP constructions, starting from [AS98|. The interested reader is referred to [BSGH106, DRO6]
for a more detailed discussion of this technique. The basic idea of composition is that given an assignment
tester A;, we can decrease the size of its output circuits by applying to them a second assignment tester
Asy. The assignment tester A; is referred to as the “outer” assignment tester, and A, is referred to as
the “inner” assignment tester.

The composition technique can only be applied when the outer assignment tester is “robust”, where
“robustness” is a strengthening of the standard soundness property (Requirement 3 of Definition 3.4.8).
Recall that, informally, the standard soundness property requires that, when the assignment tester is
invoked on an assignment x that is far from satisfying ¢, a random output circuit 1; rejects x with
probability p. On the other hand, the robustness property requires that for a random output circuit
¥y, the assignment = will be far from satisfying 1; (in expectation). Formally, robustness is defined as
follows:

Definition 3.5.6. An assignment tester A is said to have (expected) robustness p if it satisfies the follow-
ing requirement: Let ¢, ¢y,...,¥g, Q1,...,Qr be as in the definition of assignment testers (Definition
3.4.8). Then, for every assignment x to ¢ and for every proof = it holds that

Eicir [dist ((xow)@i ,SAT (wi))] > - dist (z, SAT(p)) .

Observe that expected robustness is a strengthening of the rejection ratio parameter. That is, if an
assignment tester that has (expected) robustness p, then it must also have rejection ratio at least p.
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Therefore, whenever we state the robustness of an assignment tester, we avoid stating its rejection ratio.
In Section 3.5.6 we show that every assignment tester whose queries have a certain structure can be
modified into a robust assignment tester.

A composition theorem for super-fast assignment testers has already been proved in [BSGH'05,
Section 7]. However, this theorem does not preserve the efficiency of the reverse listers of the involved
assignment testers. Below we state an alternative composition theorem that does preserve the efficiency
reverse listers, and describe the differences between the proof of this theorem and the proofs of the pre-
vious composition theorems. We note that this theorem works under slightly more restrictive conditions

than the theorem of [BSGH*05], see Remark 3.5.9 below.

Theorem 3.5.7 (Composition Theorem). There exists a polynomial time procedure that satisfies the
following requirements:

o Input:

1. An “outer” assignment tester Ay for circuits of size n with outputs’ number Ry, outputs’
size n, robustness p1, tester size t1, input representation size n**?, and output representation
size s7°°. Furthermore, we require that for every input circuit @, all the output circuits of Ay
have the same input length (though this length may vary for different input circuits ).

2. An “inner” assignment tester Ay for circuits of size sy with outputs’ number Ry, outputs’
size s1, rejection ratio py, tester size ta, input representation size s1, and output represen-
tation size sy " .

3. Reverse listers RLy and RLy for Ay and Ay of sizes at most t1 and ty respectively.
e Output:

1. An assignment tester A’ for circuits of size n with outputs’ number 2 - Ry - Ry, outputs’
size O(s3), rejection ratio }l - p1 - pa, tester size t' 0o (t1 4 t2) + polylog (n, Ry, Rs), input
representation size n™°?, and output representation size sy + poly log(ss).

2. A reverse lister RL' for A" of size at most t'.

Remark 3.5.8. Without loss of generality, we may assume that n > s; > sy (the output size of an
assignment tester can always be assumed to be smaller than the input size, since otherwise the assignment
tester is useless). Now, observe that the assignment tester A" improves over A; in its outputs’ size, which
is roughly so < s1, and improves over A, in its input size which is n > s;. In other words, the composed
assignment tester A’ combines the good input size of A; with the good outputs’ size of A;. The cost of
obtaining those improvements is that A’ has larger outputs’ number and tester size than both A; and

As.

Remark 3.5.9. Theorem 3.5.7 works under slightly more restrictive conditions than the composition
theorem of [BSGHT05]. Specifically, Theorem 3.5.7 makes the following two additional requirements
from A; and Aj:

The most restrictive requirement is that the output circuits of A; all have the same input length.
However, we note that this requirement is less restrictive than it may seem. The reason is that in
most applications of the composition technique in the literature, the robustness of the outer assignment
tester is obtained by applying to it some form of “robustizing” transformation, and we can design our
robustization technique (Theorem 3.5.23) such that it will guarantee that A; satisfies this requirement
of the composition theorem.
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Remark 3.5.10. We note that it is not hard to modify an assignment tester such that all its output
circuits have the same input length, by taking each output circuit that has small input length and re-
peating its queries multiple times. However, this transformation does not seem to preserve the efficiency
of the reverse lister of the assignment tester.

In the rest of this section, we describe the difference between the proof of Theorem 3.5.7 and the
proofs of previous composition theorems.

In previous composition theorems, the assignment tester A" is constructed as follows: Given an input
circuit ¢, the assignment tester A’ first applies A; to ¢, then applies A, to the resulting output circuit
p; of Ay and finally outputs the output of A;. However, if A; and A, are arbitrary assignment testers,
then it may be difficult to construct an efficient reverse lister for A’. For example, consider the task of
counting the number of output circuits of A’ that query a coordinate k in the input of ¢. In order to
compute this number, we need to compute the sum, over each output circuit 1; of A; that queries k, of
the number of output circuits of A, that query the corresponding input coordinate of v;. While we can
use RL; and RLs to find each of the terms of this sum, the number of those terms may be too large,
and we may not be able to afford to go over all of them. Thus, it is not clear how the sum of those
terms can be computed.

This problem can be easily solved if we are given that, for every output circuit ¢; of A; and for every
coordinate £’ in the input of v;, the number of output circuits of A, that query k& is the same. However,
requiring this property from A, is too restrictive. Instead, we require that the number of output circuits
of Ay that query k' depends only on the input length of 1, and not on 1 itself or on k’. The latter
requirement is sufficient for our purposes, since Theorem 3.5.7 assumes that all the output circuits of
Ay have the same input length. This calls for the following definition:

Definition 3.5.11. We say that an assignment tester A is input-uniform for every assignment length
m € N, the size of the reverse list RevList4 (k) is the same for all circuits ¢ over m inputs and all
tested assignment coordinates k € [m)].

Using the foregoing ideas, we can prove the following composition lemma for the case where A is
input-uniform. We do not provide the full proof here, but it can be found in [Mei09, App. A].

Lemma 3.5.12 (Composition Lemma for Input Uniform Inner Testers). Same as Theorem 3.5.7, with
the following differences:

1. Ay is required to be input-uniform.
2. We do not require that Ry > s1.

3. The outputs’ number, output size, rejection ratio, and output representation size of A" are Ry - Rs,
S, p1 - p2 and sy *, respectively.

The more general Theorem 3.5.7 now follows as an immediate corollary of Lemma 3.5.13 and the
following lemma, which shows that every assignment tester can be transformed into an input-uniform
one with only a small cost:

Lemma 3.5.13. There exists a polynomial time procedure that satisfies the following requirements:

o Input:

1. An assignment tester A for circuits of size n with outputs’ number R, outputs’ size s, rejection
ratio p, tester size t, input representation size n**®, and output representation size s*°P.

2. A reverse lister RL for A of size at most t.
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e Output:

1. An input-uniform assignment tester A’ for circuits of size n with outputs’ number 2 - R,
outputs’ size O(s), rejection ratio }l -p, tester size t' = t+polylog (n, R), input representation
size n"P | and output representation size s"P 4 poly log(n).

2. A reverse lister RL' of size at most t'.

Proof Sketch. We begin by defining the proof strings of A’. Let ¢ be a circuit of size n over m inputs,
let = be a satisfying assignment of ¢, and let m be the proof that convinces A that x satisfies . Then,
the proof string that convinces A’ that x satisfies ¢ is 7’ = x o 7.

We turn to describe the behavior of A’. The assignment tester A’ implements the following test:
Suppose that A’ is given a tested assignment x for a circuit ¢ and an alleged proof 7/ = 2’ o w. We view
x and 2’ as partitioned to m/s blocks of size s. Now, with probability 1/2, the tester A’ invokes A to
test that x’ satisfies ¢ using the proof m, and with probability 1/2 checks that x agrees with =’ on a
random block of size s. It is easy to check that A’ has the required parameters, and that both A" and
RL’ can be implemented in size t'. [ |

3.5.5 Efficiently verifiable error-correcting codes

Throughout this chapter we use the fact that there exist good error correcting codes that allow an
efficient verification of the claim that for two strings w, x it holds that w = C(z). Formally:

Fact 3.5.14. There exist constants Rc and ¢ such that for every k € N the following holds:

1. There exists a code Cy with message length k, rate Re, relative distance ¢ and block length I, =
k/Rc.

2. There exists a circuit Hy, of size O(k) that takes as input strings x € {0,1}* and w € {0,1}*, and
accepts if and only if w = Cy(x).

3. There exists an algorithm that on input k, runs in time poly log k and outputs a representation H,™®
of Hg. In particular, H,™® is of size at most poly log k.

4. There exists an algorithm that on input x € {0, 1}k, computes Ci(z) in time poly(k).

The codes of Fact 3.5.14 can be constructed from any systematic LDPC code whose parity check
matrix can be represented succinctly. For example, one can use the expander codes of Spielman [Spi96],
while using a strongly explicit expander for the construction.

Remark 3.5.15. We note that the codes of Fact 3.5.14 are stronger than what we need in order to prove
the main results of this chapter. In particular, we could have relaxed Requirement 2 and require only
that the circuit Hy will be of size kpolylogk, which would have made the construction of such codes
much easier. However, the size of the circuit H) affects the parameters of the robustization theorem
(Theorem 3.5.23). Since this theorem may be useful for future works, we wish to prove it with the best
possible parameters, and hence the use of the stronger requirements in Fact 3.5.14.

3.5.6 Robustization of Assignment Testers with Block Access

In this section, we show that every assignment tester whose queries have a certain block structure can be
transformed into a robust assignment tester. This transformation will allow us to compose assignment
testers in a relatively clean way.
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Basically, an assignment tester has “block access” if the coordinates of the tested assignment and the
proof string can be partitioned into blocks, such that each of the output circuits 1; of the assignment
tester queries only on a small number of blocks. While it may be natural to define a block as a set of
coordinates, we prefer a somewhat more involved definition that allows more slackness in the choice of
the blocks, which is similar to the definition of queries functions (Definition 3.4.7). Specifically, instead
of defining a block to be a subset of [m + (], we use the following definition of a block:

Definition 3.5.16. A block of width w of [m + /] is a function B : [w] — [m + ¢] U {dummy}, where
dummy represents the “dummy query”, which is always answered with 0. We require that every non-
dummy coordinate is queried by B at most once, that is, every k € [m + ¢] has at most one preimage
via B. We denote by |B| the width of the block B. With some abuse of notation, we will denote by
k € B the fact that k is a non-dummy coordinate in the image of B.

We turn to define the notion of “block access”.

Definition 3.5.17. Let Q : [¢] = [m + ] U {dummy} be a queries function (as in Definition 3.4.7), and
let By, ... By be blocks of [m + ¢]. We say that @) queries By, ... By if Q queries all the coordinates in the
blocks consecutively, according to their order within the blocks. More formally, we say that ) queries

By, ... By if it holds that ¢ = 37_, | B;| and

Q1) = Bi(1),...,Q(|B1]) = Bi(|Bil)
Q(IB1] +1) = By(1),...,Q(|Bi| + | Bs]) = Ba(|Bzl)

<Z|B|+1> ...,Q<Z|B|> By(|1By))

Definition 3.5.18. Let A be an assignment tester with outputs’ number R, outputs’ size s and proof
length ¢. We say that A has b-block access if for every circuit ¢ over m inputs there exist blocks
By, ..., B, of [m + (] whose images form a partition of [m + ¢], such that the following holds: For each
i€ [R] there exist Bj,, ..., B;,, (for b < b) such that the queries function QM queries By, ... , Bj,,.

For each i € [R], we refer to the corresponding blocks Bj,, ..., B;,, as the blocks queried by v; (where
1; is the i-th output circuit obtained by applying A to ¢). Note that |B;| < s for all blocks B;, since
each circuit 1); has size at most s.

For technical reasons that have to do with the efficiency of the implementation, we also make the

following requirements:

1. We require that every block contains either only tested assignment coordinates, or only proof
coordinates (but in both cases it may contain dummy coordinates). More formally, the image of
each block is either contained in [m] U {dummy} or in [m + ¢] U {dummy} \ [m]. We refer to the
first type of blocks as assignment blocks and to the second type of blocks as proof blocks.

2. We require that all the assignment blocks are of the same width.

3. We require that for every assignment block B;, the number of non-dummy coordinates in the block
image is at least (1/3) fraction of the block width.

4. We require that the assignment blocks will precede the proof blocks in the order of the blocks.

Remark 3.5.19. We stress that the different proof blocks in Definition 3.5.18 may be of different widths.
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Every assignment tester that has b-block access and rejection ratio p can be transformed into a robust
assignment tester with robustness 2(p/b). However, in order to make the transformation preserve the
efficiency of the assignment tester, we need the assignment tester to have a block structure that can be
efficiently computed. This motivates the following notion of “block access circuit”, which computes the
block structure efficiently.

Before giving the formal definition of block access circuits, we note that similarly to an assignment
tester, a block access circuit should provide few different functionalities. Thus, as in the definitions of
assignment testers and reverse listers (Definitions 3.4.8 and 3.5.2), we define the block access circuit as
a circuit that has a few modes of operation.

Definition 3.5.20. Let A, R, ¢, b, ", m, ¢n,...,¢¥g, and By,..., B, be as in Definition 3.5.18. A
block access circuit BA for A is a circuit that operates in five modes:

1. Number of Blocks mode: When given ¢*P and m, the circuit BA outputs the corresponding
number of blocks p.

2. Block to Coordinate mode: When given ¢™P, m, j € [p], and v € [|B,]], the circuit BA outputs
B;(v) and|B;|.

3. Coordinate to Block mode: When given ¢*P, m and k € [m + (] , the circuit BA outputs the
unique j € [p] and v € [| B[] such that B;(v) = k.

4. Number of Assignment Blocks mode: When given ¢™P and m, the circuit BA outputs the
corresponding number of assignment blocks.

5. Circuit to Blocks mode: When given ¢"P, m, and i € [R|, and v € [b], the circuit BA outputs
the index of the v-th block that is queried by the output circuit v;, and the number &' of blocks
that are queried by ;.

Remark 3.5.21. As in the case of reverse listers, we will always require that the size of BA is upper
bounded by the tester size of A, in order to avoid the need to introduce an extra parameter that measures
the size of BA.

Remark 3.5.22. Note that if an assignment tester A has a block access circuit BA, then the queries of
A are determined by BA, and especially by its Circuit to Blocks mode. In particular, the query mode
of A can be implemented by simple invocations of BA.

We turn to show how to transform any assignment tester that has block access into a robust as-
signment tester. This transformation is a generalization of the robustization technique of [DR06] and
[BSGHT06] (the latter used the term “alphabet reduction”), and is also related to the bundling tech-
nique of [BSGH'06], and to the parallelization technique of [AS98, ALM™98]. We prove the following
result.

Theorem 3.5.23. There exists a polynomial time procedure that satisfies the following requirements:

o Input:

1. An assignment tester A for circuits of size n that has b-block access, outputs’ number R,
outputs’ size s, rejection ratio p, tester size t, inpul representation size n*°P, and oulput
representation size s*P.

2. A reverse lister RL for A of size at most t.
3. A block access circuit BA for A of size at most t.
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o QOutput:

1. An assignment tester A’ for circuits of size n with robustness Q (p/b), outputs’ number 2- R,
outputs’ size O(b - s), tester size t' = O (t) + b - polylog (R, s,n), input representation size
n'P  and output representation size s"P + b - poly log (s).

2. A reverse lister RL' for A’ of size at most t'.

Furthermore, A" has the following property: On every input circuit ¢, all the output circuits of A’ have
the same input length.

Remark 3.5.24. Note that the “furthermore” part is important. The reason is that this property
is required in order to apply the composition theorem while using A’ as the outer verifier. See the
statement of the composition theorem (Theorem 3.5.7) for details.

Proof sketch. Below we sketch the proof of Theorem 3.5.23, and in particular the construction of A’
and the analysis of its robustness. We do not provide here the full proof of Theorem 3.5.23, but it can
be found in [Mei09, App. B].

Let ¢ be a circuit of size n over m inputs. We describe the action of A on ¢. Let us denote by ¢ the
proof length of A. Let ¢1,...,%g and Q1,...,Qr be the output circuits and queries functions obtained
by applying A to ¢, and let By, ..., B, be the blocks of A that correspond to ¢.

The basic argument: The basic idea of the proof of Theorem 3.5.23 is as follows. Let x be a
satisfying assignment for ¢, and let 7 be the proof of . We construct the proof n’ that convinces A’
to accept z by encoding each of the strings (zom)p ,...,(zom)p via an error correcting code C
with relative distance d¢, and appending the encoding of the blocks to 7 (specifically, we use the codes
of Section 3.5.5). Let Ej denote the encoding of the (zom) via C. The assignment tester A’ is

constructed by modifying the circuits ¢y, ..., 1p into the following “robustized” circuits 1°°, ... P
If a circuit 1; queries the blocks By, ..., B;,,, then the corresponding circuit ¢; queries both By, , ..., B;,

and FEj,, ..., Ej,, and verifies that B;, ..., B, satisfy ¢; and that Ej ,..., E;, are indeed the correct
encodings of (z o g, (xo 7r)|Bj respectively.
1 b

To see why A’ should be robust, consider an assignment x that is e-far from SAT(p) and some proof
string ’. As a warm-up, assume that 7’ consists of a proof 7 for A, and of the correct encoding E; of
(z o), p, Via C for each block B;. Furthermore assume that all the blocks By, ..., B, are of the same
width. By the rejection ratio of A, at least p - ¢ fraction of the output circuits ¢; of A reject z o .
We show that for each output circuit ¢; that rejects (z om)g,, it holds that z o 7" is Q2 (1/b)-far from
satisfying ¢!°°. This will imply that for a random i € [R] it holds that z o 7’ is Q(p/b) - ¢ far from
satisfying ¢f°P (in expectation), and will therefore imply the robustness of A’.

Fix an output circuit ¢; of A that rejects x o . Then, there exists a coordinate k € [m + ¢] that is
queries by k£ and whose value needs to flipped in order to make 1; accept. Let B; denote the block to
which %k belongs. Now, observe that in order to make 1!°" accept x and 7/, at least dc fraction of the
bits of the encoding E; need to be changed. Moreover, the encoding E; forms at least 2 (1/b)-fraction
of the input of 1!°", since by our assumption all the blocks are of the same width. Thus, it holds that
the input of ¥2°" is Q (6¢/b)-far from SAT(¢)!°"), and the required robustness follows (note that ¢ is a
universal constant, and hence Q (d¢/b) = 2 (1/b)). We turn to removing the warm-up assumptions.

Dealing with multiple block widths: We first remove the assumption that the blocks By, ..., B,
are of the same width. Recall that we used this assumption in order to argue that the encoding E;
forms © (1/b)-fraction of the input of ¥[°>. If the blocks are not of the same width, then the block B;
may have a very small width, in which case F; will only constitute a small part of the input of preb,

We resolve this issue by making the circuit ¢:°® query the blocks of small width several times, so those
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blocks form a significant portion of its input. This solution uses the convention that an output circuit of
an assignment tester may query the same coordinate more than once (see discussion in Section 3.4.2.3),
so the circuit ¥!°P is allowed to query the same block several times.

Dealing with inconsistencies between x and the £;’s: It remains to remove the assumption
that the for each j, the string Ej is the correct encoding of (z o 7r)‘ B, Note that the proof 7’ may not
meet this condition. In such a case, the analysis of the basic argument breaks down: Even if we know
that a circuit v; rejects x and m, and that some bits of (z o 7T)| B, need to be flipped to make 1); accept,
one would still may not need to change the string F; in order to make 1); accept, since £; may be the
encoding of (z o 7r)‘ B, after flipping these bits. Thus, even though 1); rejects x on’ in this case, the string
x o’ may still be close to satisfying it.

In order to resolve this issue, we consider the assignment 29 and the proof 79 that are obtained
by decoding each string E; in 7’ to the nearest legal codeword of Cy. If 9% is far from SAT(y) then
the basic argument can be used as before, by replacing = with 29 and 7 with 79, It thus remains to
deal with the case that 29 is close to SAT(¢p).

Suppose that x4 is close to SAT(p). Note that this implies that z and 29 are far from each
other, since by assumption z is far from SAT(p). We can thus detect the error in this case by checking
consistency between z and z°°. To this end, we modify A’ to output additional “consistency” cir-
cuits ", ..., YE". Each consistency circuit " queries some assignment block B; and its purported
encoding £, and checks that £} is indeed the correct encoding of Ej;.

We can now make the following argument: If 29 is far from SAT(y), then the foregoing basic
argument shows that many of the circuits ¢*°" are far from being satisfied by z o7’ . On the other hand,
if 4% is close to SAT(¢), then z is far from 29 and thus many of the circuits 1){°" are far from being
satisfied by x o ' . This establishes the robustness of A’.

We note that in the second part of the foregoing argument (i.e., when z9° is close to SAT(¢)), one
should be careful about a certain points: In order for the argument to hold, we need to show that if x is
far from z4° then, for a random assignment block B; it holds that 7p, is far from xldec To this end, we
construct the consistency circuits {°", . & such that each coordlnate of the tested assignment is
checked by roughly the same number of Consistency circuits. More specifically, the consistency circuits

%L YR are constructed such that each assignment block is queried by roughly the same number
of consistency circuits. By combining this with the assumptions of Definition 3.5.18 that all assignments
blocks are of the same width, and that in each block the fraction of assignment coordinates is at least
one third of the width, it follows that each coordinate of the tested assignment is checked by roughly
the same number of consistency circuits. [ ]

dec

3.5.7 Increasing the Representation Size, and Universal Circuits

In this section we present a technique for increasing the input representation size of an assignment tester.
Along the way, we construct “universal circuits” (Section 3.5.7.2), which will also be used in the proof
of the tensor product lemma (in Section 3.8)

One of the more cumbersome features of our definition of super-fast assignment testers is the need
to keep track of both the input circuit size and the input representation size, rather than tracking only
the input circuit size. The same holds for the outputs’ size and the output representation size. In this
section we discuss a result which shows that the input representation size of an assignment tester can
always be made as large as we want, while paying a reasonable cost in the input circuit size. This fact
has two useful implications:

1. The input representation size of an assignment tester is of little importance, since it can be made
as large as needed.
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2. The output representation size of an assignment tester is of little importance. The reason is
that the output representation size is relevant mostly for the purposes of composition, i.e., in
order to ensure that the output representations of the outer tester are not larger than the input
representation size of the inner tester. Now, since the input representation size of the inner tester
can always be made as large as the output representation size of the outer tester, the output
representation size loses its significance as well.

The formal result is as follows.

Lemma 3.5.25 (Input Representation Lemma). There ezists a polynomial time procedure that satisfies
the following requirements:

o Input:

1. An assignment tester A for circuits of size n that has outputs’ number R, outputs’ size s,

rejection ratio p, tester size t, input representation size n'°P dof polylog (n) and output repre-
sentation size s™P.

2. A reverse lister RL for A of size at most t.

rep/

3. A number n**?" that is represented in unary, such that n**?" > n™P,

e Output:

1. An assignment tester A" for circuits of size n = n/ (n"®" - polylog (n)) that has input rep-
resentation size n"®" | outputs’ number R, outputs’ size s + O(1), rejection ratio p' = Q(p),
tester size t' = O(t) + poly (log n,n"P), and output representation size s*P + poly log (s).

2. An reverse lister RL' of size at most t'.

Note that the procedure stated in Lemma 3.5.25 indeed increases the input representation size of the
assignment tester from n™P to n**®’, but decreases the input circuit size by a factor of n**®’ - poly log (n).

In Section 3.5.7.1 below, we sketch the proof of Lemma 3.5.25. Then, in Section 3.5.7.2 we define
and construct universal circuits, which are a central gadget of the proof and are also used in the proof
of the tensor product lemma in Section 3.8. We do not provide a the full proof of Lemma 3.5.25, since
it is straightforward (given the sketch below) and is tedious. However, a similar technique is used in the
implementation of the tensor product lemma (Section 3.8).

Remark 3.5.26. We note that the construction of the assignment tester A’ of Lemma 3.5.25 is not a
new one, and in particular, [DR06] used a similar construction in order to transform assignment testers
to oblivious ones. The novelty of this chapter in this context is the observation that this construction
can also be used to increase the input representation size of an assignment tester.

3.5.7.1 Proof overview

The basic idea of how the input representation size can be increased is as follows. Suppose we have the
following objects:

1. A circuit ¢ of size n’ that has a representation ©™P of size n"?’,

2. An assignment tester A that has input circuit size n > n/-n***"-poly log (n’) and input representation
size n**P > poly log (n').
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Suppose now that we wish to invoke A on ¢ and on tested assignment z. The problem is that the input
representation size of A may be much smaller than the size of ¢©™P. Thus, we can not apply A directly
to ¢. Instead, we take the following indirect approach.

Consider a “universal circuit” U that takes as an input a representation (*P of a circuit ¢ and an input
y for ¢, and outputs ¢ (y) (where (**P and ( are of sizes n"?’ and n’ respectively). As we will see below
(in Section 3.5.7.2), a variant of such a universal circuit can be implemented in size n'-n"*’-poly log (n’),
and has a representation of size polylog (n’). Now, we construct an assignment tester A’ with input
circuit size n’ and input representation size as follows. When A’ is invoked on input ¢™P and on tested
assignment z, it emulates the invocation of the assignment tester A on input circuit U and on tested
assignment (™, x). Hopefully, this invocation of A on U is equivalent to the action of A on ¢, even
though A is not applied to ¢ directly. The emulation of A is done by invoking A on U, obtaining an
output circuit v;, then fixing the input gates of 1; that correspond to bits of (*P to the corresponding
values in ¢"P and finally outputting the resulting circuit.

This construction of A" essentially emulates the action of A on the circuit ¢, even though the input
representation size of A may be much smaller than the size of ©™P. Thus, we effectively increase the
input representation size of A. While this construction almost works, there are few issues that need to
be resolved, to be discussed next.

Using a weaker definition of U. The first issue is that we do not know how to implement the
foregoing definition of U in size n’ - n**®’ - poly log (n"). Thus, we use a weaker definition that still suits
our purposes - instead of requiring U to compute ((y) (when given as input the pair ((**P,y)), we only
require U to verify that ¢ accepts y, and to that end allow U to use an “auxiliary witness”. Note that
this weaker definition of U is still useful, since assignment testers too are only required to verify that
the input circuit accepts, and are allowed to use an auxiliary proof.

More specifically, we modify U such that it takes as input a tuple ({**P,y, z) where z is an auxiliary
string, and act as follows:

1. If y is a satisfying assignment of &, then U accepts (¢"P,y, z) for some string z.
2. If y is not a satisfying assignment of £, then U rejects (("P,y, z) for every string z.

We now modify the definition of A" as follows: On input representation ¢"™P, tested assignment x and
proof string z o 7, the assignment tester A" emulates the invocation of A on input circuit U, on tested
assignment (¢*P, x, z) and on proof string 7.

Encoding ¢™P via an error correcting code. We turn to describe the second issue that should
be resolved. Invoking A on U and on tested assignment (¢"P, z, z) does not verify that z is close to a
satisfying assignment of ¢, but rather that the whole triplet (¢™P, x, 2) is close to a satisfying assignment
of U. In particular, it could be that x is far from any satisfying assignment of ¢, but ¢™P is close to
a representation of a circuit ¢’ that is satisfied by x. In this case, the triplet (¢™P, x, z) is close to the
satisfying assignment (@™ z, z)of U (where ¢™P’ is the representation of ¢’) even though z is far from
any satisfying assignment of ¢.

We resolve this issue by constructing an augmented universal circuit U as follows. The input of U
consists of the inputs (*P, y and z of U, and in addition, of a string ¢ that is expected to be the encoding
of ¢(*P via the error correcting codes of Section 3.5.5. The circuit U will now accept if and only if U
accepts ((*P,y, z), and in addition that c is the correct encoding of (**P. The point is that due to the
distance property of the error correcting code, the string ¢ can not be close to encodings of two distinct
representations at the same time. Therefore, if ¢ is indeed the correct encoding of ¢™P, then except for
an issue to be discussed next, we expect that the tuple (¢*P, ¢, x, z) to be close to a satisfying assignment
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of U if and only if z is close to a satisfying assignment of ¢. Now, A’ will emulate the invocation of A
on input circuit U and on tested assignment (¢*P, ¢, z, 2).

Reweighing ¢, x and z. The third issue is that if the length of z is very small compared to the length
of the tuple (¢™P, ¢, z, 2), then it could be the case that z is very far from a satisfying assignment to ¢,
but the tuple (¢™P, x, z) is close to a satisfying assignment of U. A similar consideration applies to the
length of c. In order to resolve this issue, we modify the input of U such that it contains many copies
of x and of ¢, thereby increasing the “weight” of x and ¢ within the input of U. The resulting circuit U
will reject if the alleged copies of z and ¢ are not equal to one another.

Emulating the invocation of A. Finally, we elaborate a little more on how the emulation of the
invocation of A is performed. Recall that we wish to emulate the invocation of A on U and on a tested
assignment that consists of ©"P, of multiple copies of the encoding ¢ of ¢*P, of multiple copies of x, and
of the witness z (where z is provided in the proof string of A’). We perform the emulation by redirecting
the queries functions of A on U as follows:

1. Whenever an output circuit of A queries a coordinate of one of the multiple copies of = in the tested
assignment of A, the assignment tester A’ redirects the query to the corresponding coordinate of
the unique copy of x in the tested assignment of A’.

2. Whenever an output circuit of A queries a coordinate of z in the tested assignment of A, the
assignment tester A’ redirects the query to the corresponding coordinate of z in the proof string

of A’

3. The last case, where an output circuit of A queries a coordinate of ¢*Por of ¢ in the tested

assignment of A, is slightly more complicated. The key point is that ¢™P and ¢ are not given in
the tested assignment or proof string of A’, but are rather computed by A’ directly. Thus, instead
of redirecting the query to a coordinate of the tested assignment or proof string of A’, we would
like to force the query to be answered with a known bit.
To this end, we require the proof string of A’ to contain two additional special coordinates, which
should contain 0 and 1. Now, whenever we would like to force the answer to a query to be 0 or 1,
we redirect the query to corresponding special coordinate. In order to force the special coordinates
to contain 0 and 1, we modify the output circuits of A’ such that each output circuit of A" queries
the special coordinates and checks that they are assigned the correct values.

Wrapping all up. We conclude by reviewing the final construction of A’. When A’ is invoked in
circuit mode on a representation ¢"*P of an input circuit ¢, and on index ¢ € [R], the assignment tester
A’ acts as follows:

1. A’ begins by invoking A to compute the representation of 1);, the i-th output circuit of A when
invoked on the representation Uyep.

2. A’ computes the encoding ¢ of p"Pvia the error correcting code of Section 3.5.5.

3. A’ outputs the representation of a circuit v}, which emulates 1;, and in addition queries the two
special coordinates and verifies that they are assigned 0 and 1 as required.

4. A’ computes the queries function Qf "“Pof ! by redirecting the queries function Q? Uof WY; as
explained above.
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3.5.7.2 Universal circuits

In this section we describe how to construct the universal circuits discussed in Section 3.5.7.1. This
construction is used not only in this section, but also in Section 3.5.7.2 and in the proof of the tensor
product lemma in Section 3.8. We begin by proving the following result:

Lemma 3.5.27. There exists a polynomial time procedure that when given as input numbers n, m < n,
and n*P, outputs a representation U P = U, Ves ., (of size polylog(n)) of a circuit U = Uy prep yn (of

size n.- n**P - poly log (n) ) that satisfies the following requirements:

1. The circuit U takes as input a representation (*P (of size at most n"®) of a circuit ¢ (of size at
most n) over m inputs, an input y € {0,1}"™ to ¢, and an additional string z of length O(n).

2. If y is a satisfying assignment of ¢, then U accepts (¢*P,y, z) for some string z. We refer to z as
the witness that convinces U that y satisfies (.

3. If y is not a satisfying assignment of &, then U rejects ((*P,y, z) for every string z.

Proof Sketch. The construction of U is similar to the circuit decomposition method described in
Sections 3.3.2 and 3.7, but is somewhat simpler. We first present a construction of a circuit U of
size n - poly (n"P logn), and then explain how modify the construction to yield a circuit U of size n -
n'P - poly log (n).

In order to construct a circuit U of size n - poly (n*P,logn), we view the auxiliary string z as a
sequence of variables, where for each gate g and each wire w there are corresponding variables k, and
ky, in z. The variable k, (respectively, k,) is expected to be assigned the value that is output by g
(respectively, carried by w) when ( is invoked on input y. The variables are expected to be arranged
in z such that each gate variable k, is followed by the variables that correspond to the outgoing wires
of g. That is, z should begin with the variable which corresponds to the first gate, followed by all the
variables that correspond to the outgoing wires of that gate. The next variables in z the variable which
corresponds to the second gate, again followed by all the variables that correspond to the outgoing wires
of that gate, etc. The circuit U acts as follows:

1. The circuit U begins by checking that for each gate g and its outgoing wires wy, ..., wy (where
d < 2), it holds that k, = k,,, = ... = ky,, and rejects if one of the checks fails. Clearly, this can
be done in size O(n).

2. Then, the circuit U rearranges the variables in z such that each gate variable kg is followed by the
variables that correspond to the incoming wires of g rather than outgoing wires of g. That is, the
new arrangement should begin with the variable which corresponds to the first gate, followed by
all the variables that correspond to the incoming wires of that gate, and then the same for the
second gate, etc. This rearrangement can be computed in size n-poly (n"P, logn) by implementing
a standard sorting algorithm, where the poly (n**P) factor is due to the need to invoke (" in order
to determine the wires that are connected to each gate in (.

3. Finally, the circuit U checks for each gate g and its incoming wires wy, ..., wy (where d < 2), that
k4 is assigned the output of the gate g when given as input the values of k,,,, ..., k,,. Clearly, this
can be done in size n - poly (n"P), where the poly (n"P) factor is due to the need to invoke (**P in
order to find the Boolean function computed by each gate.

It should be clear that U is of size n-poly (n**P,log n). In order to reduce the size of U to n-n"*?-poly log n,
note that the poly (n"P) factor in the foregoing construction is since each evaluation of the representation
(™P requires a circuit of size poly (n™P). Now, the crucial observation is that the circuit U does not
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need to evaluate (*P by itself. Instead, we can require the auxiliary string z to contain the result of
the evaluation of (*P, and then we require U only to verify the correctness of this result, again using
the auxiliary witness z . The verification of the computation of (" can be done in the same way the
verification of the computation of { is done by U above, using a circuit of size O(nrep). After using this
efficiency improvement, we get an implementation of U of size n - n" - poly log (n).

It is easy to verify that U has a representation of size poly log (n), and that this representation can
be constructed in polynomial time. We mention that in the foregoing calculations we used the fact that
without loss of generality it holds that n*® < poly (n) and hence poly log (n**?) = polylog (n). The
assumption that n™P < poly (n) can be made since every circuit of size n has a trivial representation of
size poly (n), and hence there is no need to consider larger representations. [ |

We turn to state the construction of the augmented circuit U that was described in the overview.
The following result is a direct corollary of Lemma 3.5.27:

Corollary 3.5.28. There exists a polynomial time procedure that when given as input the numbers

n, m < n, and n*®, outputs a representation U™ = U™P (of size polylog (n,n"P)) of a circuit

n,n*°P.m

U= Un’nrep’m (of size n - n**P - poly log (n, n™P) ) that satisfies the following requirements:

1. The circuit U takes as input a representation C™P (of size at most n**?) of a circuit { (of size at
most m) over m inputs, a sequence of strings ct,... . c* of length O(n*P), a sequence of strings
vt ... yP of length m, and a string z of length O(n). The numbers o and 3 are chosen such that
the total length of each of cto...,oc® and y* o...oy’ is at least 1/4 fraction of the input length
of U.

2. For every representation (P and strings c',...,c®, y',...,y®, there exists a string z such that U
accepts C*°P, c', ... eyt ... yP and z if and only if the following conditions hold:

a) cl=...=cand y' = ... =19°.
b) c' is the encoding of (P wia the error correcting codes of Fact 3.5.1/.

c) y' is a satisfying assignment of C.

As before, we refer to z as the witness that convinces U’ that y* satisfies C.

3.5.8 Bounding the fan-in and fan-out of input circuits

So far, we discussed circuits with unbounded fan-in and fan-out. In particular, our definition of assign-
ment testers requires an assignment tester to take as input a circuit ¢ with arbitrarily large fan-in and
fan-out. However, it may be easier sometimes to construct an assignment tester that can only handle
input circuits ¢ with bounded fan-in and fan-out. Thus, we would like to reduce the construction of
general assignment testers to the construction of assignment testers that can only handle circuits with
bounded fan-in and fan-out. While such a reduction is trivial to do in polynomial time in the size of
the circuits, it is not clear that this can be done in the super-fast settings, where we only work with
succinct representations.

In this section, we observe that it is possible to transform assignment testers that can only handle
bounded fan-in and fan-out into a full-fledged assignment tester that can deal with arbitrarily large
fan-in and fan-out, while paying a small cost in the parameters. This implies that, in order to construct
a full-fledged assignment tester, it suffices to construct an assignment tester that can only handle input
circuits ¢ with bounded fan-in and fan-out, which may be easier. In particular, we use this observation
in Section 3.7 to simplify our circuit decomposition method. Formally, we observe the following.
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Lemma 3.5.29 (Fan-in/out Lemma). There exists a polynomial time procedure that satisfies the fol-
lowing requirements:

o Input:

1. An assignment tester A that is only guaranteed to work for input circuits with fan-in and
fan-out that are upper bounded by 2, and which has input size n, outputs’ number R, outputs’
size s, rejection ratio p, tester size t, input representation size n"P and output size s*P.

2. A reverse lister RL for A of size at most t.
e Output:

1. An assignment tester A’ that works for arbitrary input circuits, and which has input size
n’ = n/n"P - polylog (n), outputs’ number R' = O(R), outputs’ size s' = max{s, O(1)},
rejection ratio p' = Q(p), tester size t' = O(t) + poly (n**P,logn), input representation size
n'? and output size s*°P + poly log s.

2. An reverse lister RL' of size at most t'.

Proof idea. The proof is identical to the proof of the input representation lemma (Lemma 3.5.25) for
n"P" = n™P combined with the observation that the augmented universal circuit U can be implemented
with fan-in and fan-out 2. Little more specifically, A" acts as follows: when given an input circuit ¢ with
arbitrary fan-in and fan-out, we invoke A on U , and hardwire the representation of ¢ into the output
circuits of A.

In order for this argument to work, we need to show that U can indeed be implemented with fan-in
and fan-out 2. This is not hard to prove, but is tedious, and we do not include the proof here. [ |

Remark 3.5.30. Both the input representation lemma (Lemma 3.5.25) and the above fan-in/out lemma
are instances of a more general phenomena: the augmented universal circuit Uis “complete” for as-
signment testers, in the sense that given an assignment tester that can only take Unynrep,m as an input
circuit, one can construct an assignment tester for arbitrary circuits of size n over m inputs that have
representations of size n'*P. In other words, when constructing assignment testers, we can always as-
sume without loss of generality that the input circuit ¢ is the circuit Un7nrep7m (for some n, n*P, and
m), and then move to arbitrary circuits using the construction that is used in the proof of the input
representation lemma. We do not use this more general claim in this chapter.

3.6 Proof of the Main Theorem

In this section we state our main lemmas - the decomposition lemma and the tensor product lemma -
and prove the main theorem, restated below, relying on those lemmas.

Theorem (3.4.11, Main Theorem). There exists an infinite family of circuits {A, prep} o | en_y, SUCh

that A, nreo is an assignment tester for circuits of size n with outputs” number R(n) = poly (n), out-
puts’ size s(n) = O(1), proof length ¢ (n) = poly (n), rejection ratio p = Q(1), tester size t(n,n"?) =
poly (log n, n™P), input representation size n**®, and output representation size s"P(n,n"P) = O(1).
Furthermore, there exists an algorithm that on inputs n and n"P, runs in time poly (logn,n™P) and
outputs Ay, prev.

This section is organized as follows: First, in Section 3.6.1, we first define the notion of circuit
decomposition with matrix access, which is used in both lemmas. Then, in Section 3.6.2, we state the
lemmas and prove the main theorem. Recall that our main theorem is the following.
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3.6.1 Circuit Decompositions with Matrix Access

A circuit decomposition is an assignment tester with the trivial soundness requirement. That is, the
soundness requirement only requires that if the circuit decomposition is invoked on an input circuit ¢
and on assignment x that does not satisfy o, then at least one output circuit rejects x o m. Formally, we
define circuit decomposition as follows.

Definition 3.6.1. We say that D is a (circuit) decomposition if D is an assignment tester with rejection
ratio 1/R, where R is the outputs’ number of D.

Remark 3.6.2. As a simple example, one can consider the circuit decomposition that when given an
input circuit ¢, transforms it into a 3-SAT formula and outputs each of the clauses of the formula as a
separate output circuit. If ¢ is of size n, then this circuit decomposition has outputs’ number O(n) and
outputs’ size O(1).

We turn to define the notion of “matrix access”. Basically, the property of matrix access is a special
case of block access, in which all the blocks are of the same width. In such case, one can think of the
blocks as rows of a matrix. During the course of the proof of the tensor product lemma, we will use
such a decomposition to construct a assignment tester that has block access and whose blocks are the
columns of the latter matriz. To this end, we need to use a little more involved definition of matrix
access:

1. First, recall that the definition of block access requires that each block contained coordinates of
either only the tested assignment or of the proof string. In our case, this requirement should apply
to both the rows and the columns, which is difficult to satisfy while using a single matrix. This
issue is resolved by considering two matrices - one matrix whose rows are the assignment blocks
of the decomposition (the “assignment matrix”), and a second matrix whose rows are the proof
blocks of the decomposition (the “proof matrix”). In this way, the aforementioned requirement of
the definition of block access is trivially satisfied.

2. Next, recall that the definition of block-based assignment tester requires that each assignment
block contains at least (1/3) fraction of non-dummy coordinates. Note that the rows of the
assignment matrix clearly satisfy this property, since a decomposition that has matrix access in
particular has block access with the blocks being the rows of the matrices. However, we must also
guarantee that the columns of the assignment matrix have this property, and we therefore add
this as a requirement to the definition of matrix access.

3. For technical reasons that have to do with the proof of the tensor product lemma, we also require
that every output circuit reads exactly the same numbers of assignment blocks and proof blocks,
and that the assignment blocks precede the proof blocks in the input of each output circuit.

The foregoing considerations lead to the following definition of assignment tester that has matrix access.

Definition 3.6.3. A circuit decomposition D is said to have b-matrix access if it has b-block access, and
for every input circuit ¢ the following hold: Let By, ..., B, be the partition to blocks that corresponds
to ¢, and let a denote the number of assignment blocks. Then:

1. All the proof blocks By, ..., B, are required to have the same width, denote it w,. Also, recall
that all the assignment blocks are already required to have the same width by the definition of
block access (Definition 3.5.18), and denote this width by w,.

2. We define the assignment matrix to be the matrix whose rows are the assignment blocks By, ..., B,.
Then, we is required that at least one third of the coordinates of each column of the assignment
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matrix are non-dummy coordinates. Formally, for each v € [w,]|, we define the v-th column
Cy : [a] = [m + ] to be the function defined by C,(j) = B;(v), and require that for at least one
third of the indices j € [a] it holds that C,(j) # dummy.

3. Every output circuit reads the same number of assignment blocks and the same number of proof
blocks.

4. For every output circuit ¢; of D, the assignment blocks precede the output blocks in the input of
Vi

3.6.2 The main lemmas and the proof of the main theorem

We turn to state our main lemmas and prove the main theorem. The first lemma (the circuit decom-
position lemma) says roughly that for every n there is a super decomposition that has outputs’ number
~ \/n, outputs’ size ~ \/n, and O(1)-matrix access. The second lemma (the tensor product lemma) says
roughly that given a super-fast decomposition D for circuits of size np that has O(1)-matrix access, and
a super-fast assignment tester A for circuits of size n4 < np, we can construct a super-fast assignment
tester A’ for circuits of size np, provided that ny is slightly larger than both the outputs’ number and
the outputs’ size of D. By combining the two lemmas, we obtain a procedure that takes as input a
super-fast assignment tester for circuits of size &~ y/n and lifts it to a super-fast assignment tester for
circuits of size n, which is the core of our construction. We begin by stating the circuit decomposition
lemma, which is proved in Section 3.7.

Lemma 3.6.4 (Circuit Decomposition Lemma). There exists a procedure that when given as inputs
numbers n,n"® € N, runs in time poly (logn,n™P) and outputs the following:

1. A circuit decomposition D for circuits of size n that has 6-matriz access, outputs’ number Rp(n) o

def

O(\/n), outputs’ size sp(n) = O(y/n), tester size tp(n, n**P) & polylogn + O(n"P), input repre-

sentation size n*?, and output representation size sy’ (n,n*?) def poly logn + O(n™P).
2. A reverse lister RL for D of size at most tp(n,n"P).
3. A block-access circuit BA of size at most tp(n,n"P).

We proceed to state the tensor product lemma, which is proved in Section 3.8. The general statement
of the lemma is somewhat involved. Therefore, in order to simplify the presentation, we first state a
simplified version of the lemma that is specialized for the range of parameters that we are interested in,
and then state the general version of the lemma.

Lemma 3.6.5 (Tensor Product Lemma, simplified version). There exists a polynomial time procedure
that satisfies the following requirements:

e Input:

1. A circuit decomposition D for circuits of size np that has O(1)-matriz access, outputs’ number
Rp, outputs’ size sp, tester size tp = polylog(np), input representation size poly log(np),
and output representation size poly log(np).

2. An assignment tester A for circuits of size ny > O (sp) + O(Rp) that has outputs’ number
Ra, outputs’ size O(1), rejection ratio pa, tester size polylog(np), input representation size
poly log(np) > tp and output representation size O(1).

3. Reverse listers RLp and RL 4 for D and A of sizes at most tp and t, respectively.



CHAPTER 3. COMBINATORIAL PCPS WITH EFFICIENT VERIFIERS 7

4. A block-access circuit BAp for D of size at most tp.
e Output:

1. An assignment tester A’ for circuits of size np with outputs’ number O(R?), outputs’ size O(1),
rejection ratio Q) (p?%), tester size poly log(np), input representation size ny,", and output rep-
resentation size O(1).

2. An reverse lister RL' for A’ of size at most t'.

We proceed to state the general version of the lemma. The main changes are the following: the circuit
decomposition D has b-matrix access for arbitrary b (rather than O(1)), has arbitrary tester size tp
and input representation size n)5” (rather than polylog(np)), and has arbitrary output representation
size sp¥ (rather than polylog(sp)); the assignment tester A has arbitrary outputs’ size s4 and output
representation size s,* (rather than O(1)), and has arbitrary tester size t4 and input representation

size n;* (rather than polylog(np)).

Lemma 3.6.6 (Tensor Product Lemma, general version). There exists a polynomial time procedure that
satisfies the following requirements:

o Input:

1. A circuit decomposition D for circuits of size np that has b-matriz access, outputs’ number

Rp, outputs’ size sp, tester size tp, input representation size n}ep, and output representation

. rep
s12e Spy .

2. An assignment tester A for circuits of size ny that has outputs’ number R4, outputs’ size s4,

rejection ratio pa, tester size ta, input representation size n'y* and output representation size
rep
SA .

3. Reverse listers RLp and RL, for D and A of sizes at most tp and t, respectively.
4. A block-access circuit BAp for D of size at most tp.

5. Furthermore, the following inequalities should hold:

b-sp- sy’ -polylog(b,sp) + O(Rp - %)
O (tp) + poly (s5°,b,log sp) + sa - polylog (Rp, sp,np, Ra, sa,b),

nA

rep

>
ny, =

where the degrees of the polynomials and the constants in the big-O notations are unspecified
universal constants.
e Output:

1. An assignment tester A’ for circuits of size np with outputs’ number O(R?), outputs’ size O(s4),
rejection ratio Q (p%4/(sa - b)), tester size

t' = O(tp+sa-ta)+sa-poly (s, logna,log Ra)
+poly (s5°,b,log sp) 4 b - poly log (Rp, $p,np, Ra,54,b),

input representation size ny,’°, and output representation size s,° + poly log(sa).

2. An reverse lister RL' for A" of size at most t'.
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By combining the two main lemmas, we obtain a procedure that allows us to square the input size
of an assignment tester A at the cost of roughly squaring the outputs’ number of A, provided that the
outputs’ size of the original A is constant. In order to use this procedure in our main construction, we
also augment it in two ways:

1. The use of the tensor product lemma decreases’ the input representation size of the assignment
tester A, while we want the input representation size to increase, in order to accommodate the
larger input size. We resolve this issue by invoking the input representation lemma (Lemma 3.5.25)
to increase the input representation size.

2. The use of the tensor product lemma decreases the rejection ratio of the assignment tester, while
we wish to maintain it. In order to do so, we invoke Dinur’s amplification theorem (Theorem 3.5.5)
to increase the rejection ratio back to its original value.

We summarize the resulting procedure in the following lemma, to which we refer as the “single iteration
lemma”, since it will form a single iteration in our construction of assignment testers.

Lemma 3.6.7 (Single Iteration Lemma). Let so and py be the constants stated in the amplification
theorem (Theorem 3.5.5). Then, for every sufficiently large constant ¢ € N, there exists a polynomial
time procedure that satisfies the following requirements:

o Input:

1. An assignment tester A for circuits of size n with outputs’ number R, outputs’ size sq, rejec-
. . . . . . def .
tion ratio py, tester size t, input representation size n*® = c-log®n and output representation
size at most sg.

2. A reverse lister RL of size at most t.

o Output:

1. An assignment tester A" for circuits of size at least n’ o n? /poly log n with outputs’ number
O(R?), outputs’ size sq, Tejection ratio py, tester size at most t' = O(t)+poly log (R, n), input
. . reps def c/o . .
representation size n*®’ = c-log®(n') and output representation size sq.

2. A reverse lister RL' for A’ of size at most t'.

Proof. Let A be as in the single iteration lemma, and let ¢ € N be some constant that is sufficiently
large to allow the choices of the parameters in the rest of the proof. Let D be the circuit decomposition
that is obtained from the circuit decomposition lemma (Lemma 3.6.4) for input size np = n?/poly logn
and input representation size ny"’ = poly logn, where np and ny” are chosen such that A and D satisfy
the requirements of the tensor product lemma (Lemma 3.6.6). That is, we choose np and n};” such that
corresponding outputs’ number Rp, outputs’ size sp, tester size tp, and output representation size sp
of D satisty

> 6-sp-sp -polylog(6,sp) + O(Rp) =+/np - ny’ - polylognp,

n'*® > O (tp)+ poly (sp,6,log sp) + sa - polylog (Rp, sp,np, Ra, 4, 6)

poly (lognp,np’),

"Note that the input representation size of A" is n¥, which is upper bounded by ¢p, which in turn is upper bounded

by n'y* due to the requirement regarding n',”.



CHAPTER 3. COMBINATORIAL PCPS WITH EFFICIENT VERIFIERS 79

where the hidden constants are determined by the decomposition and the tensor product lemma. It can
be verified that for sufficiently large choice of the constant ¢, one can indeed choose n5” = polylogn in
a way that satisfies the above inequalities.

We note that the decomposition D has outputs’ number O (n), outputs’ size O (n), tester size tp o
poly log (n), input representation size ny", and output representation size poly log(n), and that D is
6-matrix based. We also obtain from the circuit decomposition lemma a reverse lister RLp for D and
a block access circuit BAp for D, both of size at most tp.

We now invoke the tensor product lemma on D and A, resulting in an assignment tester A; for circuits

of size np with outputs’ number R; of O(R?), outputs’ size sq, rejection ratio p L) (P2/(s0-6)) =

Q(1), tester size

t7 = O(tp+so-t)+ so-poly (sg,logn,log R)
+p01y (SrDep7 67 log SD) + 6 - p01y log (RD7 Sp,Np, R7 S0, 6) 3
= O(t) +polylog (n, R),

input representation size n)” and output representation size so. We also obtain a reverse lister RL; for
Ay of size at most t;.

Next, we apply the input representation lemma (Lemma 3.5.25) to A;, with input representation

de

repr def log®(n?). We therefore obtain an assignment tester Ay for circuits of size

size n

; def

n' = np/n"’

-poly lognp = n?/poly logn

that has outputs’ number Ry, = O(R;) = O(R?), outputs’ size s, = max {sg, O(1)}, rejection ratio

P2 o Q(p1) = Q(1), tester size

. O(t1) + poly (", logn) = O(t) + poly log (n, R),
input representation size n*®" > ¢ - log®(n’) and output representation size max {so, O(1)}. We also
obtain a reverse lister RLy for A of size at most t5. We mention that in order for us to be able to
apply the input representation lemma, we need n'5” to be sufficiently large. However, for sufficiently
large choice of the constant c, it is possible to choose n}5” in a way such that the conditions of both the
tensor product lemma and the input representation lemma are met.
Finally, we apply the amplification theorem (Theorem 3.5.5) to As, resulting in an assignment tester

A’ for circuits of size n’ with outputs’” number poly (50, é) - Ry = O(R?), outputs’ size sg, rejection
ratio pg, tester size

e 1
t' < poly ( p—) - (3 + poly (so) + poly log (R, 1)) = O(t) + poly log (n, R),
2

input representation size n"?" and output representation size sg. We also obtain a reverse lister RL' for

A’ of size at most t'. We now output A’ and RL’ as the required assignment tester and reverse lister. W

We finally turn to prove our main theorem, restated below, by starting from an assignment tester
for circuits of constant size, and applying the single iteration lemma for O(loglogn) times.

Theorem (3.4.11, Main Theorem). There exists an infinite family of circuits {Ay, prep} | en_y, SUCh

that A, nreo is an assignment tester for circuits of size n with outputs’ number R(n) = poly (n), out-
puts’ size s(n) = O(1), proof length ¢ (n) = poly (n), rejection ratio p = Q(1), tester size t(n,n"?) =
poly (logn, n™P), input representation size n**P, and output representation size s"P(n,n"P) = O(1).
Furthermore, there exists an algorithm that on inputs n and n"P, runs in time poly (logn,n™P) and
outputs Ay, prev.
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Proof. Let ¢ be a constant that will be determined later. We will choose ¢ to be sufficiently large to
match the requirements of the single iteration lemma (Lemma 3.6.7). We first show how to construct
assignment testers A, o for n'® = ¢ - log®n by iterative application of the single iteration lemma
(Lemma 3.6.7), and then use the input representation lemma (Lemma 3.5.25) to obtain assignment
testers for any desired input representation size. We also mention that in the following proof we do not
prove that the proof length is poly(n), but as in the rest of this chapter, this can be established using
the upper bound ¢ < R - s (Theorem 3.5.4). Details follow.

Let n € N and let n™P = ¢-log®n. Let sg and pg be as in the single iteration lemma. We construct an
assignment tester A, o as in the theorem as follows. We begin by constructing an assignment tester Ay
for circuits of size ng, where ng is some sufficiently large constant that is independent of n. We construct

Ay such that it has outputs’ size s, rejection ratio pg, input representation size ng” L. log® ng, and
output representation size sy, and such that its outputs’ number Ry, and tester size ty, are constants
independent of n. Such an assignment tester Ay can be constructed, for example, by using the circuit
decomposition lemma® (Lemma 3.6.4) to generate a circuit decomposition D with input size ng and
input representation size ny", and then invoking the amplification theorem (Theorem 3.5.5) to D in
order to yield Ag. This also yields a reverse lister RLg for Ay.

Now, for each natural number ¢ > 1, we let A; and RL; be the assignment tester and reverse lister
that are obtained by invoking the single iteration lemma on the assignment tester A, ; and on the
reverse lister RL; 1. We denote by n; the input size of A;, by R; the outputs’ number of A;, and by ¢;
the tester size of A;. Let k be the least natural number such that n, > n. We output A, as our desired
assignment tester A,, jrep.

We turn to analyze the parameters of Ay, and start with finding an upper bound on k. By the single
iteration lemma, there exists a constant d such that for every i it holds that n, 4 = n?/d - log®n. It

is not hard to show that for every ¢ it holds that n; > (no /d - 2% log® no)Ql (see [Mei09, App. C] for
details). Hence, by taking ng to be sufficiently large such that ng/d - 2¢ - log?ng > 1, we get that

k < log, log(no/dad,logd no) 0= loglogn — O(1)

It is not hard to see that A has outputs’ size sg, rejection ratio pg, input representation size at least
¢ -log®n, and output representation size so. We proceed to analyze the outputs’ number and tester size
of Ag. By the single iteration lemma, there exists some constant hr such that for each i > 1 it holds
that R; < hg - (Ri_l)Q. It is not hard to prove by induction that

i—1 o7

Ri=h "R < (hy Ry)”

and therefore .
Ry < (hr- Ro)” < (hg - Ro)"*®" < poly(n).

In addition, by the single iteration lemma, there exists some constant h; such that for each ¢ > 1 it
holds that t; < h; - t + poly logn, and therefore

t < hf-to—i-k . hf-polylogn < poly logn,

as required. Finally, observe that it is possible to compute Ay in time poly logn.

We now consider the case of general values of n*P. Let n,n"? € N. We construct the assignment
tester A, o as follows. We first observe that we may assume without loss of generality that n™? <
poly(n), since every circuit of size n has a trivial representation of size poly(n). Let n’ = n - n"™P .

8 Actually, since we do not need D to have matrix-access here, we can use the simpler decomposition described in
Remark 3.6.2, and thus have an even simpler construction of Ag.
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polylogn, and let n'®" = ¢ - log®(n’). We construct the assignment tester A, o, and invoke the
input representation lemma (Lemma 3.5.25) on A, ,reor to increase its input representation size to n*P.
We then output the resulting assignment tester as A, ,rep. It is not hard to check that A, - has the
required parameters, and that the latter invocation of the input representation lemma is indeed legal,
since the assignment tester A, o indeed satisfies the requirements of the input representation lemma
for sufficiently large choice of c. [ |

3.7 Circuit Decomposition Lemma

In this section, we prove the circuit decomposition lemma, restated below.

Lemma (3.6.4, Circuit decomposition lemma, restated). There exists a procedure that when given as
inputs numbers n,n**® € N, runs in time poly (logn,n"P) and outputs the following:

1. A circuit decomposition D for circuits of size n that has 6-matriz access, outputs’ number Rp(n) o

def

O(\/n), outputs’ size sp(n) = O(y/n), tester size tp(n, n**P) & polylogn + O(n"P), input repre-

sentation size n*?, and output representation size sy’ (n,n*?) def polylogn + O(n™P).
2. A reverse lister RL for D of size at most tp(n,n"P).
3. A block-access circuit BA of size at most tp(n,n"P).

In Section 3.7.1, we give an overview of the proof which is more detailed than the one given in
Section 3.3.2. Then, in Section 3.7.2, we provide the full proof of the lemma.

Bounding the fan-in and fan-out of circuits. In this section, we describe the construction of a
circuit decomposition D that can only handle input circuits whose fan-in and fan-out are upper bounded
by 2. However, such a decomposition can be transformed into a full-fledged decomposition, which can
deal with arbitrary fan-in and fan-out, by using the fan-in/out lemma (Lemma 3.5.29).

3.7.1 Overview

In this section we give an overview of the construction of the circuit decomposition D from the decom-
position lemma. In order to streamline the presentation, we describe D by describing its action on a
fixed input circuit ¢ of size n over m inputs, on a fixed assignment z € {0,1}"™, and on a fixed proof
string . As we mentioned above, the fan-in and fan-out of ¢ are assumed to be upper bounded by 2.
Furthermore, recall that we want D to have 6-matrix access, which essentially means that:

1. The assignment x and proof string 7 should be arranged in two matrices, namely, the assignment
matrix and the proof matrix.

2. Every output circuit of D should query 6 rows of the assignment and proof matrices. Actually, in
this simplified overview, the output circuits of D will query even less than 6 rows of the matrices.

This overview is divided to two parts. First, in Section 3.7.1.1, we describe a construction of D while
ignoring efficiency considerations, which yields a decomposition D that is not super-fast. Then, in
Section 3.7.1.2 we describe how to modify D into a super-fast decomposition.
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3.7.1.1 Warm-up: ignoring efficiency considerations

The basic idea. The basic structure of our construction of the decomposition D is similar to the
construction of universal circuits in Section 3.5.7.2, and goes as follows. We require the proof string m
to contain the following values:

e The value that each gate g of ¢ outputs when ¢ is invoked on z. Let us denote by k, the coordinate
of m that contains the value of g.

e The value that each wire (g1, g2) of ¢ carries when ¢ is invoked on x. Let us denote by k4, 4,y the
coordinate of 7 that contains the value of (g1, g2).

Then, the output circuits of D should check the following conditions hold:
1. For every input gate g, it holds that 7, equals to the corresponding assignment coordinate.
2. For the output gate gou of , it holds that m, = 1.

3. For every gate g and its outgoing wires (g, g1) and (g, g2), it holds that 7, = Thgor) = Thig.an)-

4. For every gate g and its incoming wires (g1,9) and (g2, g), it holds that m;, is indeed the value
that g outputs when given as input Th(y.g1) and Ty g) -

The nontrivial issue, of course, is to arrange the proof string 7 in a O(y/n) x O(y/n) matrix such that
the output circuits of D can verify the foregoing conditions and such that every output circuit queries
only 6 rows of the matrix. Observe that arranging 7 in such a matrix would have been easy if we only
wanted to verify only one of the Conditions 3 and 4:

e If we only wanted to verify the Condition 3, we could arrange 7 in a matrix such that for each
a gate g and its outgoing wires (g,91) and (g, g2), the coordinates kg, k(g q,), and kg4, are in
the same row. Using this arrangement, Conditions 3, 1, and 2 could be verified with each output
circuit of D querying only one row of the matrix.

e On the other hand, if we only wanted to verify the Condition 4, we could arrange 7 in a matrix
such that for each a gate g and its incoming wires (g1, ) and (g2, g), the coordinates kg, kg, g),
and kg, ) are in the same row. Using this arrangement, Conditions 4, 1, and 2 could be verified
with each output circuit of D querying only one row of the matrix.

The problem is that we do not know if there is a single arrangement of 7 in a matrix that allows verifying
both conditions simultaneously. Our first step toward solving the problem is to require 7 to contain two
matrices M and N, such that each of M and N contains a copy of the value of each gate and each wire,
and such that M is a arranged in the way that allows verifying Condition 3 (as described above), and
N is arranged in a way that allows verifying Condition 4 (as described above). More specifically,

e For each gate g, the proof string 7 has a coordinate ks, of the matrix M, and a coordinate ky 4 of
the matrix N, where both coordinates should contain the value that g outputs when ¢ is invoked
on the assignment x. The matrices M and NN also have similar coordinates kay (g, 4,) and En, g, g2)
for each wire (g1, g2).

e For each a gate g and its outgoing wires (g,¢1) and (g, g2), the coordinates ks g, ki (g,4:), and
K, (g,g2) are in the same row of M. Similarly, for each a gate g and its incoming wires (gi, g) and
(g2, 9), the coordinates kn. g, kn (g,,9), and Ky (g,,) are in the same row of N.
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This way, the output circuits of D can verify that M satisfies Condition 3 and that NV satisfies Condi-
tion 4, while each output circuit queries only one row of those matrices. By concatenating the matrices
M and N into a single matrix, we arrange 7 in a single matrix such that the two conditions can be
verified while each output circuit queries only one row of this matrix.

Of course, in order for the foregoing construction of D to be sound, we also need to verify that M
and N are consistent. That is, in addition to verifying the above conditions, the decompositionD must
also verify that for each gate g and wire (g1, ¢2) it holds that

Thng = Thng and th{v(ﬂlv!]Q) - WkNv(glvgz)' (31)

Moreover, D must verify that Equality 3.1 holds while maintaining the property that each output circuit
queries at most 6 rows of the proof matrix. Overcoming this issue of verifying the consistency of M
and N while maintaining the matrix access property is the main technical challenge that we deal with
in our construction of D.

Verifying the consistency of M and N. We now describe how D checks the consistency of the
matrices M and N. As a warm-up, consider the following naive solution: For each row of M, the
decomposition D will output a circuit v; that will check the consistency of the coordinates in this row
with the corresponding coordinates in N. This solution does not work, since some of those output
circuits 1; may read too many rows of N. To see it, observe that for the coordinates of a given row of
M , the corresponding coordinates in N may spread over all the rows of N rather then being concentrated
in only 5 rows of N.

On a more intuitive level, the latter naive solution does not work because the order of the coordinates
in M may be very different than the order of the corresponding coordinates in N. Our solution is to
add to the proof matrix auziliary rows that serve as a “bridge” between M and N, and to add output
circuits of D that check the consistency of those auxiliary rows. More specifically, we add auxiliary rows
and output circuits such that:

e Each auxiliary row v consists of coordinates k,, and k, (4, 4,) that correspond to some of the gates

and wires of . As before, m, , is supposed to contain the value that the gate g outputs when ¢ is
invoked on x, and Ty (g1.0) is supposed to contain the value that the wire (g, go) carries when ¢
is invoked on z. However, note that each auxiliary row is of width O(y/n), so it does not contain

a coordinate for every gate and wire.

e For each auxiliary row v, there will be an output circuit of D that checks the consistency of the
row v with at most four other rows of the proof matrix. By saying that an output circuit v; checks
the consistency of two rows u and v, we mean that 1; checks, for every two coordinates k, , and
ky,g of u and v that correspond to the same gate g, that m, , = m, ,, and the same for the wires.

e We will choose the auxiliary rows and additional output circuits such that all the additional output
circuits are satisfied if and only if M and N are consistent.

It remains to explain how to choose for each auxiliary row v:

e For which gates g and wires (g1, g2) does the auxiliary row v have corresponding coordinates k, 4
and kv,(g1,gz)?

e What are the other rows of the proof matrix with which the auxiliary row v is checked for consis-
tency.
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To this end, we use routing networks. Recall that a routing network of order n is a graph with two
special sets S and T, called the “sources” and the “targets”, and that a routing network satisfies the
following property: Suppose that for every source s € S there are d messages that should be sent to
targets in 7', and that every target ¢ € T should receive d messages from sources in S. Then, it is
possible to find a collection of paths P in G such that:

e Every message is routed through some path p € P. We say that the path p routes the message if
its connects the source of the message to its target.

e Every vertex of GG participates in at most d paths in P.

Let G = (V, E) be a routing network of order O(y/n) with in-degree and out-degree upper bounded
by 2, and let S and T be its sources and targets respectively. We identify the vertices of G with the
rows of the proof matrix, and in particular we identify the rows of M with the vertices of S, the rows
of N with the vertices of T', and the auxiliary rows of the proof matrix with the other vertices of G.

Now, for each gate g, we view the value that g outputs (under the assignment x) as a message that
should be sent from the row of M that contains the coordinate kjs 4 to the row of N that contains the
coordinate ky 4, where we view those rows of M and N as a source and a target of G. We also view the
values of wires (g1, g2) as messages in a similar way. Note that, when taking this view, each row of M
needs to send O(y/n) messages and each row of N needs to receive O(y/n) messages.

Our next step is to find a collection of paths P along which the messages can be routed, such that
each auxiliary row participates in the routing of at most O(y/n) messages (i.e., the vertex of G that is
identified with the auxiliary row participates in at most O(y/n) paths in P). For each auxiliary row v
and a gate g, we define the auxiliary row v to contain a coordinate k,, that corresponds to g if and
only if the auxiliary row v participates in routing the message that corresponds to the value of g, and
the same goes for each wire (g1, g2).

Finally, we define the output circuits of D that verify the consistency of the auxiliary rows as
follows. For each vertex v of (G, the decomposition outputs a circuit 1); that acts as follows. Suppose
that v has outgoing edges to the vertices z; and zy of G (recall that the out-degree of G is upper
bounded by 2). Then, the circuit v¢; queries the rows that correspond to v, 21, and 2z, and performs
the following consistency check. For every gate g whose corresponding message is routed through v, the
circuit 1; verifies that my, = m, , if the message of g is routed through z;, and otherwise v; verifies
that 7, , = 7., , (since if the message is not routed through 2; then it must be routed through z).
The circuit ¢; also performs an analogous consistency check for every wire (g1, g2) whose corresponding
message is routed through v.

This concludes the description of our way of verifying the consistency of M and NN, and in particular
our construction of the auxiliary rows and the output circuits of D. It is not hard to see that if all the
output circuits of D accept, then M and N must be consistent. Observe that every output circuit queries
at most three rows. Moreover, note that every auxiliary row contains at most O(y/n) coordinates, since
it participates in the routing of at most O(y/n) messages.

The assignment matrix. Our discussion so far has focused on the proof string 7 and the arrangement
of its coordinates in the proof matrix. However, we still need to describe the arrangement of the
assignment z in the assignment matrix. We choose the assignment to be of width w, = min {6(y/n), m},
and arrange the coordinates of x in this matrix according to their natural order.

Another issue that we ignored so far is that the decomposition D should check the consistency
between the assignment matrix and the proof matrix. More formally, for every tested assignment
coordinate k, € [m] whose corresponding input gate of ¢ is g, the decomposition D should check that
Tk, = Tk, Lo this end, we choose the ordering of the coordinates of the matrix M such that the
assignment coordinate k, is in the j-th row of the assignment matrix if and only if the corresponding
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proof coordinate kjs 4 belongs to the j-th row of M. Then, for each j, the decomposition D outputs a
circuit that checks that all the coordinates in the j-th row of the assignment matrix are consistent with
the corresponding coordinates in the j-th row of the proof matrix.

Conclusion. It can be seen that x is a satisfying assignment if and only if there exists a proof string
7 that makes all the output circuits 1); accept. Moreover, observe that the number and size of output
circuits of D is indeed O(y/n), and that each output circuit queries at most three rows of the assignment
and proof matrices. This concludes our construction of D that ignores the efficiency issues.

Remark 3.7.1. We mention again that the idea of using routing networks in the construction of PCPs
is not new, and already appeared in several works on PCPs (see, e.g., [BFLS91, PS94)).

3.7.1.2 Obtaining a super-fast circuit decomposition

We turn to explain how to modify the foregoing circuit decomposition such that it will have a super-fast
implementation. The main issue that needs to be resolved is the following: Recall that the decomposition
routes messages on the routing network G. More specifically, the decomposition computes a collection
P of paths on GG that connect each coordinate of M to its corresponding coordinate of N, where each
vertex in G participates in at most O(y/n) such paths. However, those paths can not be computed by
a super-fast decomposition, since merely writing those paths down requires writing 2(n) bits, which
would force the decomposition to be of size 2(n) rather than polylogn. In order to resolve this issue,
we modify the decomposition such that it does not compute those paths by itself. Instead, we require
the proof string to contain those paths, and modify the decomposition such that it verifies that the
paths that are given in the proof string are valid.

This idea is implemented as follows: for each coordinate £k, 4 in the proof string, we add to the row
of k, 4 additional logn coordinates that are supposed to be assigned the index of g - we refer to this
index as the label of £, ;. Similarly, for each coordinate k, (4, 4,), Wwe add to the row of k, (4, 4,) additional
2logn coordinates that are supposed to contain the indices of g; and g, and refer to the pair of those
indices as the label of £, (4, 4,)- We note that this modification is also performed on rows of M and N.

Now, we modify the output circuits v; that verify the consistency of the routing as follows. Let 1);
be the output circuit that corresponds to a vertex v, and suppose that v has incoming edges from the
vertices u; and uq, and has outgoing edges to the vertices z; and z,. Then, the output circuit v; reads
the rows that correspond to uq, us, v, 21, 22, and verifies that the following conditions holds:

1. Every label in the row of v is found either in the row of u; or in the row of us.
2. Every label in the row of v is found either in the row of z; or in the row of 2.

3. If a coordinate k in the row of v has the same label as a coordinate &’ in the row of wu;, then
m, = m. The same condition is checked when replacing u; with either of us, 21, or z.

It can be seen that, if all the modified output circuits v; accept, then we are guaranteed that the
matrices M and N are consistent. In addition to modifying the output circuits as above, we also add
new output circuits v); that check that the coordinates of M and N have the correct labels, and in
particular that:

e Every gate and every wire has corresponding coordinates in M and in V.

e For each a gate g and its outgoing wires (g, ¢1) and (g, g2), the coordinates ks g, knr(g,4:), and
Ear(g,90) are in the same row of M.
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e For each a gate g and its incoming wires (g1, g) and (g2, g), the coordinates kn4, kn and

kN, (g2,9) aTe€ in the same row of N.

91,9)"

Note that in the super-fast setting, in which the gate or wire to which a coordinate corresponds is
determined by its label, the latter three conditions must indeed be verified, and can not be assumed
to hold trivially as before. However, it is not hard to construct output circuits of D that verify those
conditions.

It is not hard to see that the decomposition D remains sound after the foregoing modifications.
Moreover, since now D needs not compute the paths P for routing the messages, it can be implemented
in a super-fast way. This concludes the construction.

3.7.2 Proof of the circuit decomposition lemma

Below, we describe how to construct the circuit decomposition D for a given input size n and a given
input representation size n™P. This section is organized as follows: In Section 3.7.2.1, we describe the
block structure of D. In Section 3.7.2.2 we describe the proof strings of D. In Section 3.7.2.3, we describe
the output circuits of D and their queries. The remaining parts of the proof, namely, the construction
of the reverse lister RLp, the construction of the blocks access circuit BAp, and the analysis of the
parameters, are straightforward and will not be discussed.

3.7.2.1 The block structure of D

The assignment blocks. Let w, be the width of the assignment blocks, to be chosen shortly below.
We define the assignment blocks of D on input circuit ¢ as follows: There are [m/w,] assignment
blocks, where the first assignment block consists of the coordinates 1,...,w,, the second assignment
block consists of the coordinates w,+1,...,2-w,, etc. If w, does not divide m, then the last assignment
block consists of the last m mod w, assignment coordinates and of additional w, — (m mod w,) dummy
coordinates.

We now choose w, = min{f(y/n), m}, where the constant in the Big-Theta notation is chosen as
follows: Recall that the definition of block access requires that least % fraction of the coordinates of
every assignment block are non-dummy coordinates. The only assignment block that contains dummy
coordinates is the last block, so we only need to take care of this block. To this end, we need to choose
w, such that, if w, < m, then (m mod w,) > % - w,. It is not hard to show that one can choose such a
value of w, that satisfies w, = min {6(y/n), m}, as required.

The proof blocks. We turn to define the proof blocks of D. Let w, < 3 max {/n, w, }.We denote

by w, the width of the proof blocks, and choose it to be w, o wy- (2 -logn 4 3). the first proof block of
D consists of the coordinates m+1, ..., m+ w,, the second proof block of D consists of the coordinates
m4+w; +1,...,m+ 2w, etc. We view each proof block as consisting of 3 - w, strings of length
2-logn+ 1, to which we refer as the records of the block, and view each record of consisting of two parts:

1. The label of the record, which consists of two elements in [n] U { L} - this part is represented by
the first 2 - (logn + 1) bits of the record.

2. The value of the record, which is a Boolean value, and is represented by the last bit of the record.

Let G ¥ G /m be the routing network of order \/n whose existence is guaranteed by Fact 77, and let S

and T be its sets of sources and targets respectively. We define the proof blocks of D to be in one-to-one
correspondence with the vertices of G, where the j-th proof block corresponds to the j-th vertex of G.
We view the /n proof blocks which correspond to the vertices in S of G as an y/n X w, matrix M, and
the y/n proof blocks which correspond to vertices in T as an \/n X w, matrix N.
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3.7.2.2 The proof strings of D

Let z be a satisfying assignment for ¢. We describe the proof string 7 that convinces D that x satisfies .
We consider the collection of all the records in all of the blocks, and view each record as corresponding to
a gate or a wire of ¢, where each gate (or wire) has many records that correspond to it. The content of
7 at a given record depends on whether the record corresponds to a gate or to a wire, and is determined
as follows:

1. If the record corresponds to a gate g, then the first element of the label of the record contains
the index of g (which is a number from 1 to n), and the second element of the label contains the
symbol 1. The value of the record is set to be the value that g outputs when ¢ is invoked on the
assignment x.

2. If the record corresponds to a wire (g;,¢g2), then first element of the label of the record contains
the index of ¢g; and the second element is of the label contains the index of go (recall that those
indices are numbers from 1 to n). The value of the record is set to be the value that is passed
through (g1, go) when ¢ is invoked on the assignment z.

3. Finally, some records are dummy records that do not correspond to a gate or a wire of ¢. In this
case, both elements of the label of the record are contain the symbol 1, and the value of the record
is arbitrary.

It remains to describe the correspondence between records and gates/wires - note that since the content
of a record is determined by the gate/wire to which it corresponds, this correspondence determines 7
completely. We describe this correspondence separately for the matrix M, the matrix N, and the rest
of the proof blocks.

The matrix M. There is a one-to-one correspondence between the records in M and the gates and
wires of . If there are more records than gates and wires, then the superfluous records are set to be
dummy records.

The order of the records in M is as follows: Each row of M consists of w, /3 triplets of records, where
each such triplet corresponds to a gate g of ¢ and is referred to as the triplet of g in M. Given a gate
g, the triplet of ¢ contains the record that corresponds to g, and also the records that corresponds to
the (at most two) outgoing wires of g. If g has less than two outgoing wires, then the (one or two)
superfluous records are set to be dummy records, which contain only zeroes. The triplets are ordered
in M according to the order of the gates, from the first gate to the last.

The matrix N. The records of N are defined similarly to the records of M, with the following
differences. For each gate g, the triplet of g in N contains the records corresponding to the incoming
wires of g rather than the outgoing wires of g.

The auxiliary rows. Recall that each proof block corresponds to some vertex of the routing network
G, where the matrices M and N correspond to the sources set S and targets set T" of G. The correspon-
dence of records to gates and wires in the auxiliary rows will be determined by routing on G, which will
be performed using Proposition 3.2.22, restated below.

Proposition (3.2.22, routing of multiple messages, restated). Let G = (V, E) be a routing network of
order n, let S,T CV be the sets of sources and targets of G respectively, and let d € N. Let c C S x T
be a relation such that each s € S is the first element of at most d pairs in o, and such that each t € T
15 the second element of at most d pairs in o. We allow o to be a multi-set, i.e., to contain the same
element multiple times. Then, there exists a set P of paths in G such that the following holds:



CHAPTER 3. COMBINATORIAL PCPS WITH EFFICIENT VERIFIERS 88

1. For each (s,t) € o, there exists a path p € P that corresponds to (s,t), whose first vertex is s and
whose second vertex in t.

a) Every vertex of G participates in at most d paths in P.

We turn to describing the routing. We construct a relation ¢ C S x T (actually, a multiset) as
follows: For each gate g of ¢, we add o the pair (s,t), where

1. s € § is the vertex of G that corresponds to the row of M that contains the record of g in M.
2. t € T is the vertex of G that corresponds to the row of N that contains the record of g in N.

We do the same for the wires of ¢. Now, by Proposition 3.2.22, there exists a collection Pof paths such
that

1. For each (s,t) € o, there exists a path p € P that corresponds to (s,t), whose first vertex is s and
whose second vertex in .

2. Every vertex of GG participates in at most w, paths in P.

We now define the records of the auxiliary rows. For each gate g, we define the following records: let
(s,t) be the element of o that corresponds to g, and let p € P be the path that corresponds to (s,t).
Now, for each vertex v on the path p, the auxiliary row v contains a record that corresponds to g. The
same goes for each wire (g1, ¢2) and the corresponding element (s,t) and path p. If a vertex v of G
participates in less than w, paths, then the remaining records of the auxiliary row v are set to be dummy
records.

This concludes the description of the correspondence between the records and the gates/wires, and
hence concludes the description of the proof string 7.

3.7.2.3 The output circuits of D

In this section we describe the output circuits of the circuit decomposition D and their queries. Fix
an input circuit ¢ of size n and over m inputs. Let V denote the vertex set of the routing network G.
We define the outputs’ number Rp of D to be |[V| + 2 - /n. We view the first |V| output circuits
as being in one-to-one correspondence with the vertices of G, the next y/n output circuits as being in
one-to-one correspondence with the rows of M and the last \/n output circuits as being in one-to-one
correspondence with the rows of V.

We describe for each index ¢ € [Rp| what the i-th output circuit checks and what blocks it queries.
We consider the following cases:

1. ¢ < |V]: In such case, the i-th output circuit 1; corresponds to some vertex v of G, which in turn
corresponds to the i-th proof block of D. The goal of the output circuit v; is to check that the
routing at the vertex v is valid - that is, that every record that is routed through v has came
through one of the incoming edges of v and is sent through one of the outgoing edges of v. To this
end, the output circuit ¢); queries the blocks that correspond to v and its neighbors, and performs
the following checks:

a) Let uy,...,uq (for d < 2) be the vertices of G from which v has incoming edges (if v has no
incoming edges, then this check is skipped). Then, 9; checks for each record of the i-th proof
block that one of the blocks that correspond to wuq,...,ug contains a record with the same
label and the same value.
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b) The same check as the first one, but for vertices of G to which v has outgoing edges, instead
of vertices of G from which v has incoming edges. Again, if v has no outgoing edges, then
this check is skipped.

We note that the output circuit 9; can be implemented in size O (y/n) as follows: For the first
check, 1; constructs a list of all the records that appear in the blocks that correspond to uq, ..., ug,
and sorts those records according to lexicographic order of their label. Then, 1; sorts the records
that appear in the i-th block according to their label, thus obtaining a second list of records.
Finally, 1; checks that the second list of records is a sub-sequence of the first list of records. The
second check can be implemented similarly. It can be verified that this implementation indeed
requires a circuit of size O (y/7).

2. |VI4+1<i<|V|+/n: Let j - |V]. In this case, the output circuit ¢; queries the j-th row

of M and checks that it is of the form described in Section 3.7.2.2. That is, 1; checks that the
j-th row of M consists of triplets of records, where each triplet consists of the record of a gate and
of the records of the gate’s outgoing wires, and where the values of the records of each triplet are
equal. More specifically, for every u € [w,], the output circuit ¢; performs the following checks for
the u-th triplet of the j-th row:

a) 1; computes the index h o (7 — 1) - max {wg, v/n} + u of the triplet among all the triplets
of M. Let us denote the h-th gate of ¢ by g.

b) 1; checks that the the first record of the triplet corresponds to g, that is, that the first element
of the label of the first record contains h and that the second element contains L.

c¢) 1; checks that the labels of the two last records of the triplet are the labels of the outgoing
wires of the gate g. If g has only one outgoing wire then g checks that the label of the middle
record is the label of this unique outgoing wire, and that the label of the last record consists
of twice the symbol L. If g has no outgoing wires, then g checks that the labels of both the
last records consist of twice the symbol L.

d) 1); checks that the values of all the three records in the triplet are equal (recall that those
values are supposed to be equal to the value that g outputs when ¢ is invoked on x).

If j < [m/w,]|, then v; also queries the j-th row of the assignment matrix, and checks consistency
between this row and the records of M that correspond to input gates. Specifically, observe
that for each assignment coordinate in the j-th row of the assignment matrix, the record of the
corresponding input gate is found in the j-th row of M. The output circuit ¢; checks for each
such assignment coordinate that it is equal to the value of the corresponding record.

3. NV|+vVn+1<i<|V|+2-y/n: Let j - |V| — /n. In this case, the output circuit ¢; queries

the j-th row of N and checks that it is of the form described in Section 3.7.2.2. That is, v); checks
that the j-th row of N consists of triplets of records where each triplet consists of the record of a
gate and of the records of its incoming wires, and where the value of each gate record is computed
correctly from the values of the records of the incoming wires. To this end, ¢; performs the same
checks as in Case 2, with the following differences:

a) Instead of checking for each triplet that the last two records contain the labels of the outgoing
wires, 1; checks that last two records contain the labels of the incoming wires

b) Instead of checking for each triplet that the values of all the three records are the same, ¢;
checks that the value of the first record, which corresponds to the gate g, contains the value
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that g outputs when ¢ is given as input the values of the two last records. If g has only one
incoming wire, then we take only the value of the middle record, and if ¢ has not incoming
wires, then this check is skipped.

¢) 1; does not check consistency with the tested assignment.

This concludes the description of the output circuits of D. It should be clear that those circuits are
of size O (y/n). It is also not hard to see that both the circuit decomposition D and the reverse lister
RL can be implemented in size poly logn + O(n**P), using the representation v of G. The construction
of the block-access circuit BA is straightforward as well, with one caveat: Recall that the definition
of matrix access (Definition 3.6.3) requires that every output circuit ¢; of D reads the same numbers
of assignment blocks and proof blocks, and that the assignment blocks precede the proof blocks in the
input of ¢;. Thus, we modify the foregoing construction of D such that every output circuit ¢); queries
exactly one assignment blocks and five proof blocks in order to meet this requirement. In particular, if
i > |V, we modify 9; such that it queries the j-th row of M or N five times instead of one. In addition,
if ¢; is not among the circuits that check consistency between M and the assignment matrix, then we
modify 1; such that it queries the first row of the assignment matrix and ignores it. This concludes the
construction.

3.8 Tensor Product Lemma

In this section we prove the general version of the tensor product lemma, restated below.

Lemma (3.6.6, Tensor Product Lemma, restated). There ezists a polynomial time procedure that satis-
fies the following requirements:

o Input:

1. A circuit decomposition D for circuits of size np that has b-matriz access, outputs’ number
Rp, outputs’ size sp, tester size tp, input representation size ny,’, and output representation
. rep
size Sy, .
. An assignment tester or circutts of size ny that has outputs’ number R4, outputs’ size sy
2. A t tester A t that h tputs’ ber R4, outputs’ ,

rejection ratio pa, tester size ta, input representation size n',* and output representation size
rep

Sy’
3. Reverse listers RLp and RL 4 for D and A of sizes at most tp and t, respectively.
4. A block-access circuit BAp for D of size at most tp.

b. Furthermore, the following inequalities should hold:

na > b-sp-sp’-polylog(b,sp) + O(Rp - s%)

rep re

ny’ > O(tp) +poly(sp’,b,logsp) + sa - polylog (Rp, sp,np, Ra,5a,b),

where the degrees of the polynomials and the constants in the big-O notations are unspecified
universal constants.

e Output:

1. An assignment tester A’ for circuits of size np with outputs’ number O(R?), outputs’ size O(s4),
rejection ratio Q (p%/(sa - b)), tester size

t' = O(tp+sa-ta)+ sa-poly(s4¥,logna,log Ra)

rep

+poly (s,°,b,1og sp) + b - polylog (Rp, sp,np, Ra,54,b),
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input representation size ny’°, and output representation size s,° + poly log(sa).

2. An reverse lister RL' for A" of size at most t'.

This section is organized as follows. In Section 3.8.1 we recall the ideas that underlie the construction
of the assignment tester A’, which were explained in Section 3.3, and sketch the technical complications
that arise when realizing those ideas. In Section 3.8.2, we discuss a robustness property for decom-
positions, which differs from the notion of expected robustness defined in Section 3.5.4, and which is
used in the proof of the tensor product lemma. Next, in Section 3.8.3, we describe the construction of
an “intermediate assignment tester”, which is the key step in the proof of the tensor product lemma.
Finally, in Section 3.8.4, we complete the proof of the tensor product lemma using the intermediate
assignment tester.

3.8.1 Proof overview

Let D be a decomposition that has matrix access and A be an assignment tester as in the tensor product
lemma. For the purpose of this overview, we assume that the matrix access parameter b and the outputs’
size s4 of A are constants. We would like to construct an assignment tester A’ for circuits of size np,
which has outputs’ number ~ R%, outputs’ size s4, and rejection ratio Q(p%/b-s4) = Q(p%). We begin
by recalling the construction of A’ that was described in Section 3.3: When given as input a circuit ¢
of size np, the assignment tester A’ takes the following steps.

1. A’ invokes D on ¢, thus obtaining circuits ¢4, ..., ¢¥g,.

2. For eachip € [Rp], the assignment tester A’ invokes A on 1), resulting in circuits &, 1, ..., &, ru-

3. For each iy € [Ra], the assignment tester A’ constructs the circuit 7;, def /\sz:1 &ip.iss Which
corresponds to the i4-th column of the matrix whose entries are ;, ;.

4. For each iy € [R4], the assignment tester A" invokes A on 7;,.

The assignment tester A’ finishes by outputting the output circuits of all the invocations of A on the
circuits n;,,.

In this section, it is more convenient for us to view of the construction of A" in a slightly different
way than the one used in Section 3.3. We first define the “intermediate” assignment tester A; which
on input ¢ produces the circuits 7y,...,nr,, and then define A’ to be the result of composing A; and
A. Tt is not hard to see that those two views are equivalent. We note that the view that is used in this
section is also the view that is used in the work of [DRO6].

It can be verified that A’ has the required input size, outputs’ number and outputs’ size. The non-
trivial issues consist of showing that A’ has the required rejection ratio, and that it has a super-fast
implementation. Below, we discuss those two issues in Sections 3.8.1.1 and 3.8.1.2.

3.8.1.1 The rejection ratio of A’

We show that the rejection ratio of A’ is Q(p%) in two steps: we first argue that the rejection ratio of
the intermediate assignment tester A is (p4), and then we deduce that the rejection ratio of A’, which
is the composition of A; with A, is Q(p?%). Both steps are non-trivial and require some work, and we
discuss each of them separately.
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The rejection ratio of A;. Consider first the step of showing that the rejection ratio of the interme-
diate assignment tester Ay is Q(p4). Fix an assignment x to ¢ that is far from any satisfying assignment,
and fix a proof string 7 for A;. We would like to argue that z o 7 is rejected by Q(pa) fraction of the
circuits 7y, ...,ng,. Observe that since x does not satisfy ¢, there exists a circuit v; that rejects x o .
We would now like to argue that due to the rejection ratio of A, it holds that Q(p4) fraction of the
circuits & 1,...,& r, reject x o m. This, in turn, implies thatQ(p4) fraction of the circuits ny,...,nr,
reject x, as required.

However, in order to establish the claim that Q(p4) fraction of the circuits & 1,...,& g, reject zom,
we need to show that not only that ; rejects x o, but that x o7 is far from satisfying ;. To this end,
we require the decomposition D to have a certain robustness property. We then show how to modify D
to satisfy this property, while using the fact that D has matrix access. After robustizing D, the foregoing
analysis of the rejection ratio of A; goes through.

Both the definition of the robustness property of D, and the way to modify D such that it satisfies
this property, are described in Section 3.8.2.

The composition of A; and A. Next, we consider the step of showing that the composition of A;
with A has rejection ratio Q(p%). To this end, we show that A; is robust, that is, not only that A;
has rejection ratio Q(p4), but it actually has (expected) robustness Q(pa) (as defined in Section 3.5.4),
which implies the required. In order to make A; robust, we show that A; has block access, and then
apply the robustization technique of Section 3.5.6 to A;.

It remains to show that A; has block access. Recall that D has matrix access, and that this means
that the tested assignment x and the proof string mp of D can be arranged in two matrices M, and Mp,
such that each output circuit ¥; queries only few rows of those matrices. We also define an additional
matrix N whose rows are the proof strings of A for each of the invocations of A on a circuit v;,. We
now observe that for each of the output circuits n;, of A, the queries of n;, are contained in a constant
number of columns of M, M., and N. This implies that the assignment tester A; has O(1)-block access,
with the blocks being the columns of M,, Mp, and N, as required.

We still need to show that the queries of each output circuit 7;, are contained in few columns of M,,
M., and N. It will be easier to justify this claim after we discuss the efficient implementation of Aj;.
Thus, we postpone this discussion to Section 3.8.1.3 below.

3.8.1.2 Implementing A; efficiently

We turn to discuss the efficiency of the implementation of A;. As was mentioned in Section 3.3.4, the
main challenge in coming up with a super-fast implementation of A; is the need to represent the circuits

M,...,Nr, succinctly. Recall that n;, o /\iDzlfiD,i ., and observe that while each of the circuits
€14, ---,&Rp.i, has a succinct representation, this does not imply that the circuit 7;, has a succinct

representation. In particular, a representation of n;, must represent all the circuits & ,;,,...,&r,.i,, and
if those circuits are very different from one another, it may not be possible to have a sufficiently succinct
representation that describes all of them simultaneously.

In order to resolve this issue, we use the notion of universal circuit U of Section 3.5.7.2. Recall that
a universal circuit U takes as input a representation ("P of a circuit (, an assignment y to (, and verifies
that £ accepts y (using an auxiliary witness z). For simplicity, we ignore the auxiliary witness z for the
rest of this overview.

The basic idea of our solution is roughly the following. Fix a tested assignment x and a proof
string 7p for D, and let QP ... ,QgD be the query functions of D that correspond to v1,...,%g,
respectively. Now, for every ip € [Rp], instead of invoking A on the circuit v;, and on the tested
rep

assignment (x o WD)‘QD , we invoke A on the circuit U and on tested assignment that consists of ¢;
*D
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and of (z o 7p)gp . Note that the latter invocation of A verifies essentially the same claim as the first
D
invocation of A, namely, that v, is satisfied by (z o 7TD)|QD . However, we did gain something: Instead
D

of invoking A on the Rp different circuits vy, ...,%r,, we now invoke A only on one circuit U, each
time with a different tested assignment. Intuitively, the fact that all the invocations of A are made on
the same circuit U causes the outputs circuits &;;,,...,&r,,i, to be similar to each other, which allows
. . . . Rp

to construct a succinct representation for the circuit \; 2 &, -

More specifically, this idea is implemented as follows: Let us denote by &;, the i4-th output circuit
of A when invoked on the circuit U. Note that each output circuit §;, may make queries to either (*P,
y, or to the proof string of A (here we refer to the proof string of the invocation of A on U). We now

redefine &;,, ;, to be the circuit that is obtained from §;, by modifying ¢;, as follows:

1. We hardwire the representation ;" to the inputs of §;, that correspond to queries to ¢**P. That
is, if the k-th query of &;, queries the u-th coordinate of (**?, then we hardwire the u-th bit of the
description of ;. to the s-th input gate of &, ;,.

2. We redirect the queries of §;, to y to (z o 7TD)|QD , that is, if the x-th query of &;, queries the u-th
D

coordinate of y, then the r-th query of &, ;, queries the u-th coordinate of (z o 7p) oo -
D

3. We redirect the queries of &;, to the proof string of A to the ip-th row of the matrix N. That is,
if the x-th query of &;, queries the u-th coordinate of the proof string of A, then the x-th query
of & ., queries the u-th coordinate of the ip-th row of N.
Here, we use a slightly different definition of the matriz N, and require the ip-th row of N is
contain the proof string that convinces A that the assignment (5", (x o 7TD)|Q% ) satisfies U.
Next, we construct and output the circuits 1, . .., ng,, which are defined as before by 7;, o /\531’:1 Eipia-
It should be clear that this modified version of the circuits 7;, is essentially equivalent to the original
construction of those circuits, and hence the previous analysis of the rejection ratio of A; still applies.
We can now construct a succinct representation n;“j}’ of a circuit 7;, as follows. Suppose that the
representation nfzp is required to retrieve information about a gate g of 7;,. Observe that 7, , consists of
circuits &1, ...,&rp.i, that are all identical to &;, except for their input gates, which are determined
as listed above. Thus, if g is an internal gate of one of the circuits &, ;,, the representation 7;” simply
invokes the representation Efjp of &, to retrieve the information about the corresponding gate of §;, and
outputs it. The only non-trivial case is when ¢ is an input gate one of the circuits §;, ;,, in which case
we consider the following two sub-cases:

1. If g is an input gate that corresponds to a query to (*P in the input of U, then we would like
to hardwire g to the corresponding bit of the representation ¢;>". To this end, 7" invokes D to

compute wfzp, and hardwires ¢ to the corresponding bit.

2. If g is an input gate that corresponds to a query to y or z in the input of U or to the proof string
of A, then we redirect the query to the corresponding coordinate of the matrices M,, Mp, or N.
This redirection can be computed efficiently using the block-access circuit of D.

This concludes the super-fast implementation of A;.

Remark 3.8.1. The above description ignored the fact that the universal circuit U takes as an additional
input an auxiliary witness z. In the actual proof, we will expect the matrix N to contain the auxiliary
witnesses in addition to the proof strings of A. In particular, for each ip, we will require the ip-th row
of N to contain an auxiliary witness for the ¢p-th invocation of A. Then, in the construction of ;.
we will redirect queries of §;, to z the ip-th row of N.

A
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Remark 3.8.2. We mention that due to technical considerations that were discussed in Section 3.5.7.1,
in the actual construction we use the augmented universal circuit U instead of the universal circuit U.
Recall that U is similar to U , but also takes as input multiple copies of the encoding of (*P via an error
correcting code, as well as multiple copies of y.

3.8.1.3 Showing that the queries of A; are contained in columns

Recall that in Section 3.8.1.1, we claimed the the queries of every output circuit 7; , queries are contained
in a constant number of columns of the matrices M,, Mp and N, where M, is the assignment matrix,
MTp is the proof matrix of D, and N is the matrix whose rows are the proof strings of all the invocations

of A. In this section, we establish this claim and thus conclude this overview.

To this end, recall that the circuits 7;, are defined as 7;, et /\fjf:1 s, Where each circuit &, 4,

makes at most s4 = O(1) queries to the matrices M,, Mp, and N. We show that for each circuit &, ;,,
the columns of M,, Mp, and N to which the queries of &;,, ;, belong depend only on the index i4 and
not on the index 7p, and this will imply the required claim. In order to show the latter assertion, recall
that the queries of &;,;, are obtained from the queries of §;,. Now, for each query of §;, we consider
three cases, depending on the part of the input of U at which the query is directed:

e The query of ¢, queries the u-th coordinate of the proof string of A: In this case, the
corresponding query of every circuit &;,,, queries the u-th coordinate of the ip-th row of the
matrix N. In other words, the corresponding query of every circuit &, ;, always queries the u-th
column of the matrix NV, regardless of the the index ip, as required.

e The query of ¢, queries the u-th coordinate of y: In this case, the corresponding query
of each circuit &, ,;, queries the u-th coordinate of (z o WD)IQZ-D‘ Now, since D has matrix access
(Definition 3.6.3), it holds that (z o 7TD)|QZ,D consists of few rows of M, followed by few rows of
Mp, where the numbers of rows of M, and Mp in (z o 7TD)|QiD are independent of the index 7p.
It can be seen that this implies that the u-th coordinate of (x o WD)‘QZ,D is always mapped to the
same column of M, or Mp, regardless of the index ip.

e The query of &, queries ("P: In such case, the circuit &;,, ;, does not make any corresponding
query, and the corresponding input gate &;,;, is hardwired to the corresponding bit of the de-
scription of ;7. This means that in this case no column of M,, Mp or N is queried, regardless
of the index ip.

It follows that in all the three cases, the the columns of M,, Mp, and N to which the queries of &;, ;,
belong depend only on the index 74 and not on the index ip. We conclude that the queries of every
output circuit 7;, are contained in at most s4 = O(1) columns of M, and Mp, as required.

3.8.2 Robustization of decompositions with matrix access

As discussed in Section 3.8.1.1, in order to establish the rejection ratio of A;, we require the decompo-
sition D to have a certain robustness property. Specifically, for our argument to go through, D should
satisfy the following property: Whenever D is invoked on an assignment z that is far from satisfying the
input circuit ¢ and on proof string 7, there exists at least one output circuit 1;, such that x o is far
from satisfying zom. This leads to the following definition of “existential robustness” of decompositions.

Definition 3.8.3. We say that a decomposition D has existential robustness p if the following holds
for every input circuit ¢: Let 91,...,1¥r be the output circuits of D on ¢, and let Q1,...,Qr be the
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corresponding query functions. Then, for every assignment x to ¢ and any proof string 7 for D, there
exists ¢ € [R] such that

dist ((x 0 ), - SAT (@z)i)) > p - dist (z, SAT()) . (3.2)

Remark 3.8.4. The difference between ewistential robustness and expected robustness (of Defini-
tion 3.5.6) is that the definition of existential robustness requires Equation (3.2) to hold for some ¢ € [R],
while the definition of expected robustness requires Equation (3.2) to hold for a random i € [R] in ex-
pectation. Note that in general it is unlikely that a decomposition would have expected robustness,
since for a decomposition, it is not even guaranteed that a random output circuit will reject, let alone
that a random output circuit will be far from being satisfied.

We now observe that we can use the robustization technique of Section 3.5.6 to transform decom-
positions into existentially robust ones. We actually use the following variant of the procedure of
Section 3.5.6, which maintains the matrix access property of the decomposition. This is important since
in the construction of the intermediate assignment tester A; we need D to both be ezistentially robust
and have matriz access.

Proposition 3.8.5 (Robustization of decompositions with matrix access). There exists a polynomial
time procedure that satisfies the following requirements:

o Input:

1. A circuit decomposition D for circuits of size n that has b-matrix access. Furthermore, we
assume that D has outputs’ number R, outputs’ size s, tester size t, input representation size
n*P, and output representation size s™P.

2. A reverse lister RL for D.
3. A block access circuit BA for D.

o QOutput:

1. A circuit decomposition D' for circuits of size n with existential robustness p’ = Q (1/b), out-
puts’ number R' = 2- R, outputs’ size s' = O(b-s), tester sizet' = O (t)+b-polylog (R, s,n,¥),
input representation size n'P’ = n'P, and output representation size s = s + b -
poly log (s).

2. A reverse lister RL' for D' of size at most t'.

3. A block access circuit BA" for D'.

Furthermore, D' has b'-matriz access (for some arbitrarily large b', which in particular may depend on

Remark 3.8.6. We stress that the parameter o’ of the matrix access of D’ may be very large. However,
this does not harm our construction, since we only use the decomposition D" of Proposition 3.8.5 in the
construction of the intermediate assignment tester A; (Proposition 3.8.7, stated shortly below), and for
this use the value of the parameter b’ has no effect.

Proof sketch. Let us denote by ¢ and ¢ the proof lengths of D and D’ respectively. It is not hard to
prove that if we apply the procedure of Theorem 3.5.23 to a decomposition D that has b-block access,
then the resulting decomposition will have existential robustness €2 (1/b). This can be done using roughly
the same argument used to establish the expected robustness in the proof of Theorem 3.5.23.
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For the “furthermore” part, we need to define for D’ a partition of the coordinates set [m + ¢'] to
blocks B, ..., B, and show that this partition satisfies the requirements of the definition of matrix
access (Definition 3.6.3). To this end, let By, ..., B, be the partition of [m + ¢] defined by D (that
is, by the matrix access of D). We begin the definition of the partition of [m + ¢'] for D’ by setting
the first p blocks Bj,..., B, of D’ to be equal to the blocks B, ..., B, respectively. It remains to
define a partition B, 4,...,B,, of the set [m + ]\ [m + (] to blocks. Recall that the coordinates in
[m + £']\ [m + ¢] consist of encodings E; of the blocks B; of D. The straightforward choice of blocks
B! B}, would be to choose the block By, ; of D’ to be the encoding Ej;. However, such choice

bi1s e B
violates the requirement that all the proof blocks would be of the same width, in two ways:

1. The encodings E; that encode proof blocks of D are wider than the proof blocks of D themselves.
This issue can be resolved rather easily, by adding dummy coordinates to the original proof blocks
of D such that the resulting blocks will be of the same width as the encodings £;.

2. The encodings E; that encode the assignment blocks of D may be much shorter than those that
encode the proof blocks of D. This could be the case if the assignment blocks of D are much shorter
than the proof blocks of D. In order to resolve this issue, for each encoding F; that encodes an
assignment block, we define the corresponding block B, ; of D’ to consist of many distinct copies
of Ej, such that B, ; has the same width as the encodings of the proof blocks.

The latter definition of B}, ; can be implemented by redefining the proof string of D’ to contain

many copies of the encoding Ej;. Note that we can not define the block B, ; to contain multiple

queries to the same copy of E;, because the definition of blocks forbids a block to contain multiple
queries to the same coordinate.

After performing the foregoing modifications to the construction of D’, as well as few other minor

modifications, the decomposition D’ can easily be shown to have matrix access. |

3.8.3 The intermediate assignment tester A;

In this section we describe the construction of the intermediate assignment tester A;, which is summa-
rized in the following proposition. We assume that the given circuit decomposition D is existentially
robust, and will later obtain this property by applying the robustization technique (Proposition 3.8.5)
to D.

For reasons that have to do with the efficient implementation of the reverse lister, we also assume
that the assignment tester A is input-uniform (Definition 3.5.11), and we will later obtain this property
by applying the generic transformation that was described in Lemma 3.5.13 in Section 3.5.4.

Proposition 3.8.7. There exists a polynomial time procedure that acts as follows:

o Input:

1. A circuit decomposition D for circuits of size np that has outputs’ number Rp, outputs’
size sp, existential robustness pp, tester size tp, input representation size n'5’, and output
representation size sp°. Furthermore, D is required to have b'-matrix access (for arbitrarily
large V).

2. An input-uniform assignment tester A for circuits of size n that has outputs’ number Ry,
outputs’ size sa, rejection ratio pa, tester size ta, input representation size n'y" and output
representation size s’ .

3. Reverse listers RLp and RLA for D and A of sizes at most tp and ta respectively.

4. A block-access circuit BAp for D of size at most tp.
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5. Furthermore, the following inequalities should hold:

na > sp-sp -polylog(sp)

ny,” > polylog(sp)
e Output:

1. An assignment tester Ay for circuits of size np with outputs’ number Ry def R4, outputs’ size

Sy et O(Rp - sa), rejection ratio Q2 (pp - pa), tester size

t; <0 (tp 4+ 54 -ta) + 54 -poly (s3") + poly (si") + poly log (Rp, sp,np, Ra, 54)

input representation size ny, and output representation size

sP o

I (tp + 54 -log sp) + poly (s5,°) + polylog (Rp, sp,np, Ra, 54) -

Furthermore, A; has sa-block access.
2. An reverse lister RL' for A; of size at most ty.

3. A block-access circuit BA; for A; of size at most t;.

Remark 3.8.8. We note that in the above proposition, we stress that the parameter b’ of the matrix
access of D does not affect the parameters of A;. In particular, ¥’ may be arbitrarily large, and may
depend on np. The reason that ' does not affect the parameters of A; is that for the construction of
Ay, we only use the following property from the definition of matrix access:

e he tested assignment and proof string of D can be arranged in matrices, such that every output
circuit of ¢); reads the same number of rows from each matrix, and such that the rows of the
assignment matrix precede the rows of the proof matrix in the input of each ;.

The parameter b’ of matrix access is only important for purposes of robustization, and in the above
proposition, D is already assumed to be robust.

Remark 3.8.9. Throughout this section, we use the family of error correcting codes {Cj},-, whose
existence was stated in Fact 3.5.14 in Section 3.5.5. Recall that for each k£ € N, the code C; has message
length k. With a slight abuse of notation, for every string « € {0,1}" we denote C(z) = C,(z), and in
general, we drop k& whenever k is clear from the context.

Recall furthermore that all the codes in the family has relative distance that is lower bounded by a
universal constant d¢, and that for each k& € N, the block length of Cy is denoted by I = O(k).

The rest of this section is dedicated to the proof of Proposition 3.8.7. Let D, A, RLp, RL4, BAp
be as in the proposition, and let £ and ¢4 be the proof lengths of D and A respectively. Observe that
since D has matrix access, all its output circuits have the same input length (i.e. queries number), let
us denote this length by ¢p.

Let U = UsD’srgqu be the augmented universal circuit of Corollary 3.5.28, and recall that U has
size sp - s5¥ - polylog (sp) < na and has representation U™P of size poly log (sp) < nlyP. Furthermore,
recall that U takes as input a representation (**P of a circuit ¢ over ¢p inputs, strings c!,. .., c®, which
are supposed to be the encoding C'((*P) of (**P, strings y',...,%y" € {0,1}? that are supposed to be
equal to each other and to be an assignment to (, and string z of length ¢ o O(sp) that is supposed
to “convince” U that ¢ accepts y'. More formally, we require that if y' = ... = 3% is a satisfying
assignment of ¢, then U accepts for some choice of z, and otherwise U rejects for every choice of z.
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In the rest of this section, we describe the action of D on a fixed input circuit ¢ of size np over
m inputs that has representation ¢™P of size nj,". Let ¢1,...,1%g, be the output circuits of D when

invoked on ", and let ¢, ... x> and Q7, ..., QR be the corresponding representations and query

functions. Furthermore, let &;,...,&g, be the output circuits of A when invoked on U P and let
1y, &Rl and QL ...,Q% ., be the corresponding representations and query functions. Note that by
our assumption on the input size and input representation size of A it is indeed possible to invoke A

on U.

3.8.3.1 The proof strings of A;

Fix a satisfying assignment = of ¢. We describe the proof string 7; that convinces A; to accept x.
Recall that ¢p and ¢4 denote the proof lengths of D and A respectively, and that ¢y is the length of the

witnesses of U. The proof string 7; is of length ¢; dof {p+ Rp - (Ly + £4) and consists of the following
parts:

1. 7 contains a proof string mp that convinces D that x satisfies .

2. For each ip € [Rp], the proof string 7 contains a witness 2’2 that convinces U that (z o TD) P
D

satisfies ;.
3. For each ip € [Rp], the proof string 7; contains a string 7’2 defined as follows. Let ¢ = C(1;)
be the encoding of the binary description of v;" via the code C. Then, 7% is the string that

convinces A that U accepts the input which consists of the binary description of w;gp , of o copies
of ¢, of 3 copies of (z 0 mp) oo , and of 2D,
*D

We denote by M, and Mp the assignment matrix and proof matrix in which x and 7p can be arranged
due to the fact that’D has matrix access, and denote by N the Rp x (¢ + ¢4) matrix whose ip-th row
is the string z'? o 7'.

3.8.3.2 The block access circuit BA;

We describe the behavior of the block access circuit BA;. Let us denote by a and w, the number and
width of the assignment blocks of D respectively, let us denote by wp the width of the proof blocks of D,
and observe that a, w,, and wp can be computed using BAp. As discussed in the the proof overview,
the blocks of A; consist of the w, columns of the matrix M,, the wp columns of the matrix Mp, and
the 47 + €4 columns of the matrix V.

Recall that BA; has five modes of operation. It is easy to implement efficiently the first four modes
of BAy, namely, the Number of Blocks mode, the Block to Coordinate mode, the Coordinate to Block
mode, and the Number of Assignment Blocks mode, and we do not elaborate on their implementation.
It remains to describe the implementation of the Circuit to Blocks mode, in which BA; is given an index
ia € [R4], and is required to output the indices of the blocks that are queried by 7;,, the is-th output
circuit of A;.

In the rest of this section, we describe the action of BA; in Circuit to Blocks mode on a fixed
index ig € [Ra]. As was explained in the overview in Section 3.8.1.3, the output circuit 7;, is defined

by 1, = Nipeirp) Sinsia» Where the circuits &, are obtained by redirecting the queries of §;,. In
particular, the columns of M,, Mp and N that are queried by n;, are determined by the queries of the
circuit &; ,, where each column that is queried by 7;, corresponds to one query of & ,. The block access
circuit BA; thus begins its action by computing the queries oy,...,0,, € [gp + £4] of &, to the input

of U and to the proof string of A.
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We now explain, for each query oy, what is the column of M,, Mp or N that corresponds to o, that
is queried by 7;,. The block access circuit BA; computes the indices of those columns for each of the
queries oy, and outputs the indices of all of those columns. Fix a query oy, and recall that the input
of U consists of four parts: the description of ¢**P in binary, « strings which are supposed to be equal
to the encoding C'(¢™P) of (*P, B supposed copies of the assignment y to ¢, and an auxiliary witness z.
The query o, may be directed at any of those parts, or to the proof string of A for its invocation on U.
We consider each case separately:

1. o), is directed at z or at the proof string of A: In this case, if 0), is directed at the u-th
coordinate of z, then 7,, queries the u-th column of N. Similarly, if o, is directed at the u-th
coordinate of z, then n;, queries the (¢ + u)-th column of N.

2. o0y, is directed at one of the supposed copies of y: In this case, the circuit 7;, queries one of
the columns of M, or Mp. As explained in the overview, when constructing the circuit &;, ;,, the
queries of &;, to the supposed copies of y are redirected to (x o 7TD)|Q_D . Recall that since D has

*D

matrix access, the string (x o 7rD)|Qp consists of rows of M, followed by rows of Mp, where the

numbers of rows of M, and Mp do not depend on ip. Let us denote by r, and rp the numbers
of rows of M, and Mp respectively that are queried by every output circuit ¢;, (again, r, and rp
are independent of ip). In addition, recall that we denote by w, and wp the widths of M, and
MD-

Let us view the assignment y as consisting of r, blocks of length w, followed by rp blocks of
length wp. It can be seen that queries of &;, to the first r, blocks are redirected by &;,;, to the
corresponding rows of M, and that the following rp blocks are always mapped to the rows of Mp.
Now, suppose that the query oy, is directed at the v-th coordinate of one of the supposed copies
of y. We consider two sub-cases:

a) If v is the u-th coordinate of one of the first r, blocks of y, then the output circuit 7;, queries
the u-th column of M,.

b) On the other hand, if v is the u-th coordinate of one of the last rp blocks of y, then the
output circuit 7;, queries the u-th column of Mp.

3. oy, is directed at the description of (P or at one of its supposed encodings: In this
case, the circuit n;, does not query any column that corresponds to oy, since, as explained in the
overview, the queries of §;, to (" and its supposed encodings are hardwired to the descriptions and
encodings of the corresponding representations ¢; ”. This means that the h-th input gate of each
circuit &, ;, is hardwired to constants, and hence 7;, does not make any query that corresponds
to oy,.

This concludes the description of the columns that n;, queries, and the description of BA;. Observe
that A; indeed satisfies all the requirements for having s4-block access: every output circuit n;, queries
at most s4 columns since s is an upper bound on the number of queries of &;,. Furthermore, all
the assignment blocks of A; are of the same width a. Finally, since D has matrix access, and by the
definition of matrix access, it holds that every assignment block of A; (i.e., column of M,) contains
(1/3) fraction of non-dummy coordinates. It follows that A; has s4-block access, as required.

3.8.3.3 The implementation of A;

We proceed to describe the assignment tester Aj itself. It suffices to describe the circuit mode of Ay,
since the query mode of A; is determined by the Circuit-to-Blocks mode of BA; (see Section 3.8.3.2),
and can be implemented by using BA;. Thus, it suffices to describe, for every index i4, what is the
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ia-th output circuit 7;, of A;, how its representation 7;” is implemented, and how the representation
n;. is computed by A;. For the rest of this section, fix an index i4 € [R4]. We focus on the descriptions

of n;, and of 7;"", and skip the description of how A; computes 7;.", which is straightforward.

The output circuit 7;,. We begin by describing the output circuit 7;,. As explained in the overview,
the basic idea that underlies the definition of 7;, is the following: Recall that &, is the i4-th output
circuit of A when invoked on U. For every ip € [Rp|, we obtain a circuit &, ;, from &;, by fixing some
of the queries of &, to the description of +;7 and its encoding, and by redirecting the other queries of
&, into the matrices M,, Mp, and N. Next, we observe that all the queries of the circuits &, ;, are
contained in few columns of M,, Mp, and N. Finally, we define 7;, to be the circuit that queries the
aforementioned columns of M,, Mp, and N and checks that that all the circuits §;,, ;, are satisfied.
More formally, the output circuit 7;, is defined as follows. The circuit 7;, consists of three parts:

1. Input gates.
2. An output gate which is an AND gate.

3. A collection of Rp circuits, such that the ip-th circuit &, ;, is obtained from §;, by modifying &;,
as follows:

a) Modifying the input gates of &, ;, that correspond to queries to the (*P part in the input of
U to be constant gates that contain the description of the output circuit 15"

b) Modifying the input gates of &;,;, that correspond to queries to the supposed encodings
of (P in the input of U to be constant gates that contain the encoding of the description
of ¥

c¢) Connecting the output gate of &, ;, to the output gate of 7 ,.

d) Connecting each input gate of &, ;, to the corresponding input gate of 7;,: As explained

above, every query of §;, should be redirected to some coordinate o of the matrices M,, Mp,
and N, and 7, queries the column inside which the coordinate o is found. We thus connect
each input gate of §;, ;, that should be directed to a coordinate o to the corresponding input
gate of 7;, that queries o.
More specifically, recall that the assignment to U consists of ¢"P and its encodings, supposed
copies of an assignment y to (, and of an auxiliary witness z. Furthermore, we view y as
consisting of r, blocks of length w, followed by rp blocks of length wp (see Section 3.8.3.2).
Let g;, be the number of input gates o &;,. For each j € [¢;,], we consider the following
cases for the j-th input gate of & ,:

i. Suppose that the j-th input gate of &;, corresponds to a query to the u-th coordinate of
the h-th block of y (for one of the supposed copies of y). Suppose furthermore and the
h-th block that is queried by the output circuit ¢;, is the v-th row of M, or Mp. Then,
we connect the j-th input gate of &, ;, to the input gate of n;, that corresponds to the
v-th coordinate of the j-th column that is queried by 7;, (which is the u-th column of M,
or MD)

ii. Suppose that the j-th input gate of &;, corresponds to a query to the u-th coordinate of
z or to the u-th coordinate of the proof string of A. In this case, we connect the j-th
input gate of §;, to the input gate of n;, that corresponds to the ip-th coordinate of the
j-th column that is queried 7;, (which is the u-th column of N).

This concludes the description of n;,.
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The representation 7;". Recall that ;" computes the following functionality: the representation
n;, takes as input the index of a gate g of n;, and an index h, and ;" is required to retrieve the
function of g (one of AND, OR, NOT, or one of the constants 0 and 1), the index of the gate from which
the h-th incoming wire of g comes, and the index of the gate to which the A-th outgoing wire of g goes.
This functionality is straightforward to compute for most of the gates and wires of 7, ,, but is non-trivial
in the following cases:

1. Suppose that g is one of the constant gates of a circuit &;,, ;, that should be fixed to the description
of 1" or its encodings. In this case, the representation 7;” should determine whether this gate
is the constant 0 or the constant 1. The straightforward way to implement this functionality is
to hardwire to the representation nfjp the descriptions of all the representations wf;p for every
ip € [Rp]. However, this would cause the representation 7;.” to be of size at least Rp, which is
too large.

We therefore use the following alternative solution: We hardwire into rﬁjp the input representa-
tion ¢™P and the decomposition D itself. Then, whenever ;" needs the description of ;> for
any ip € [Rp], the representation 7;” invokes D on ¢"P in order to generate ;.
We stress that the fact that 7;” can compute the description of ¢; ¥ using D is a key point in our
construction of A;, and is one of the central ideas of this chapter. What is actually happening
here is that we use the fact that the circuits ", ... ;" are in a way “similar” and “uniform”,
in the sense that they can all be generated using D.

We note that when 7;°” needs the encoding of the description of 45" , it computes the description
of ¥;7” and encodes it via C, which can be done using a circuit of size poly (‘wigp ) = poly (s1P).

2. Suppose that g is an “input gate” of a circuit §;, ;,, that is, g is one of the gates of §;,;, that
are obtained redirecting a query of &, to an input gate of 7;,. The representation 7;.” should
determine the gates of 7;, from which ¢ has incoming wires, which are all input gates of 7.
The key issue here is that if g corresponds to a query of &;, that is redirected to M, or Mp,
then in order to determine the relevant input gates of 7;,, we should determine the queries of the
circuit 9;,,. This can be done by invoking the decomposition D on the input representation ¢"P
in query mode to obtain the queries of v;,, using again the fact that the descriptions of D and

rep

¢*P are hardwired into 7; "

3. Suppose that g is one of the input gates of 7 ,. The representation »;” should determine the gates
of ;, to which g has outgoing wires. All of those gates are “input gates” of circuits &;,, ;,, that is,
gates of &, ;, that are obtained redirecting a query of &;, to an input gate of n;,. The challenge
is to determine which are the relevant circuits &;,, ;,, that is, for which indices ip the gate g has
an outgoing wire to a gate of &, ,.

The key issue here is that if g corresponds to a query to a coordinate o of M, or Mp, then we need
to determine for which indices ip the output circuit ¢;,, queries the coordinate o. Fortunately, this
can be done easily by invoking the reverse lister RLp, and therefore we hardwire the description
of RLp into nsz as well. Once we determined those indices ip, the rest of the implementation is
straightforward.

Interestingly, we note that, except for the proof of Dinur’s amplification theorem, this is the only
place in this chapter where we use the fact that our assignment testers have super-fast reverse
listers”.

We mention that we also hardwire the description of the circuit §;, and its queries into the representa-
tion n;"". The representation 7; " uses this information to compute the descriptions of the internal gates

9We also use this fact in order to upper bound the proof length, as in Section 3.5.2, but this is done only for convenience
and can be avoided.



CHAPTER 3. COMBINATORIAL PCPS WITH EFFICIENT VERIFIERS 102

of the circuits &, ;,. This concludes the implementation of 7; ", and the description of the circuit mode
of A].

Remark 3.8.10. We note that instead of hardwiring the circuit &, and its queries into the represen-
tation 7", we could have also hardwired the assignment tester A into 7;;” and use it to compute the
queries of & ,. However, hardwiring A into nfip would cause the output representation size of A; to be
at least t4, which in turn would have caused problems in the proof of the tensor product lemma (see

Remark 3.8.11).

3.8.3.4 The reverse lister of A;

We turn to describe the construction of the reverse lister RL; of A;. This construction is not central
to the understanding of the proof of the tensor product lemma, and can be skipped at first reading.
We also note that the construction is straightforward except for one subtle point in which we use the
assumption that the assignment tester A is input-uniform.

Fix a coordinate k € [m + ¢;], and consider the action of RL; on input representation ™ and
coordinate k. For simplicity, we assume that k£ belongs to the matrix M,, while the cases where k
belongs to one of the matrices Mp and N can be handled similarly.

Recall that the columns of M, and Mp that an output circuit 7, queries are determined as follows
(see also Section 3.8.3.2): for each query of &;, to one of the 5 supposed copies of y in the input of U ,
the output circuit n;, queries either a column of M, or a column of Mp. The exact column of M, or
Mp that is queried depends on the place of the query within the supposed copy of y. In particular if
the query belongs to one of the first r, blocks of y (each of length w,), then 7;, queries a column of M,,
and if the query belongs to one of the last rp blocks of y (each of length wp), then 7;, queries a column
of Mp.

Now, let u be the index of the column of M, to which the coordinate k belongs. It can be seen that
there exist § - r, coordinates oy, ...,0s., in the input of U such that an output circuit n;, queries the
u-th column of M, exactly once for each query of &, to a coordinate o;. Observe that the coordinates

o1,...,08,, can be computed efficiently from u, r,, w,, 7p, wp, and ¢p o Tq We +7p-wp. We turn
to describe the action of RL; on the coordinate & in each of its modes:

1. Counting mode: In this mode, RL; is given as input ¢™P and k, and is required to output
|RevList 4, , (k)|. By the above discussion, it can be seen that

=

“Ta

IRevList 4, ., (k)| = ’RevListA’U (ah))
1

>
Il

Now, since the assignment tester A is assumed to be input-uniform, it holds that

‘RevListAﬁ (01)‘ = ‘ReVListAﬁ (02)‘ =... ’RevListAﬁ (0Bra)

Thus, in order to compute |RevList 4, , (k)|, the reverse lister RL; invokes RL, on U and o, to

determine ‘RevListAVU (01)], and outputs - ry - ‘RevListAU (01)‘.

2. Retrieval mode: In this mode, RL; is given as input ¢*?, k, and v € [|RevListy,, (k)|], and
is required to output the v-th element (i, ) of RevListya, , (k). Recall that |RevListy, , (k)| =

Bre- ‘RevListAﬁ (1) ‘, so the index v can be viewed as a pair of indices (h,v") where h € [ - 1,]

and v € HRevListAﬂ (01)

] The reverse lister RL; begins by invoking RL 4 in retrieval mode
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to compute the v'-th element (74, /4) of ReVListA’U (on)-
Now, observe that the desired value of i is i 4. Furthermore, observe that the place x of the query
to the coordinate k within the input of n; can be computed efficiently using BA;. Hence, the

reverse lister RL; computes this value of x and outputs (i, k) (where ¢ &t A)-

3. Reverse retrieval mode: In this mode, RL; is given as input ¢*P, k, and a pair (i,k) €
RevList 4, 0 (k), and is required to output the index v such that (i,x) is the v-th element of
RevListy, , (k). Recall that s is a coordinate in the input of 7;, and suppose that it belongs to
the j-th column that is queried by n;. Thus, the query of §; that corresponds to this column is
the j-th query of &; that is not directed at the representation (**P or to its supposed encodings
in the input of U - suppose that this is the k4-th query of &. Now, the reverse lister RL;
first invokes the assignment tester A in query mode on k4 to determine the coordinate oy, at
which the ka-th query of & is directed. Then, RL; invokes RL, in reverse retrieval mode to

find the index v" such that (é,03) is the v'-th element of RevList , ;; (05). Finally, RL; outputs

v (h—1) - [RevList, ;s (o1)| + v".

This concludes the description of the action of RL; on a coordinate k of M,. The cases where k belongs
to the matrix Mp or to the matrix N are handled similarly. We note that if k£ belongs to the matrix IV,
instead of M, or Mp, then the implementation is actually simpler, since the coordinates o7, ..., 04, in
the input of U are replaced with only one coordinate o.

3.8.3.5 The parameters of A;

It is easy to verify that A; has the input size, input representation size, outputs’ number, and outputs’
size that are stated in the lemma. In addition, as noted in Section 3.8.3.2, the assignment tester A;
indeed has s4-block access. We now argue that A; has the correct output representation size

50

p (tp + sa - logsp) + poly (s157) + poly log (Rp, sp,np, Ra, Sa) -

To see it, note that the actions of a representation 7,°"

;. consist of invoking the decomposition D to
compute a representation 1" and its queries (which is a reason for the O(tp) term), computing the
encoding of ¢;? (which is the reason for the poly (s}5") term), invoking the reverse lister RLp and
the block access circuit BAp (which is another reason for the O(tp) term), and performing calcula-
tions on numbers in the sets [Rpl, [sp], [np], [¢p], [¢4] and [sa] (which is the reason for the term

polylog (Rp, $sp,np,{p,€a,s4)). Furthermore, the representation 77:1’ contains the description of &;,

and all of its queries into the input of U , which is the reason for the O (s4 - log sp) term.
Next, we claim that A; indeed has tester size

tr = s+ 0(sa-ta)+ sa-poly(sy)
= O(tp+sa-ta)+sa-poly(s4”) + poly (sp") + polylog (Rp, sp,np, Ra, sa)

To see it, note that the actions of A; on index i4 consist of computing the representation ffzp(which
accounts for a term of O(t4)), computing the description of &, from &” (which is the reason for the
sa-poly (s47) term), computing the queries of &;, (which accounts for a O(s4-t4) term), and outputting
the resulting representation 7;, (which accounts for the s} term).

It remains to show that the rejection ratio of A; is Q(pp - pa). Let x be an assignment to ¢ that
is e-far from any satisfying assignment, and let 7; be a proof string for A;. As before, we view 7; as
consisting of a proof string mp for D, of a collection of witnesses 2* for U , and of a collection of proof

strings 7y for A. By the existential robustness of D, there exists ip € [Rp| such that (z o TD) P 1S
'D
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(pp - €)-far from satisfying v;,. Now, let ¢ = C(¢;”") be encoding of the binary description of v;"", and

ip )
consider the following assignment y to U:
def

w;;poco...oco(;pOWD)|Q%¢o,,,o(q;oWD)@%q;ozm’

o N TV
B
It is not hard to see that y is Q (pp - €)-far from satisfying U, and therefore for at least Q (pa - pp - €) frac-
tion of the circuits ;, reject y o 7Tf4D . It follows that at least Q (pa - pp - €) fraction of the circuits &, ;,
reject their corresponding assignment, and this, in turn, implies that at least 2 (p4 - pp - €) fraction of
the circuits 7;, reject x o 77, as required.

3.8.4 Proof of the Tensor Product Lemma

In this section, we complete the proof of the tensor product lemma, by describing the procedure of
the tensor product lemma that constructs the assignment tester A from the decomposition D and the
assignment tester A’. We note that the description of the procedure and the analysis of the parameters
is technical, and contains no new ideas.

When given as input a circuit decomposition D and an assignment tester A as in the lemma, as well
as circuits RLp, BAp, and RL 4, the procedure takes the following steps:

1. The procedure applies the robustization technique of Proposition 3.8.5 to D, thus obtaining an
existentially robust decomposition D*P.

2. The procedure applies the transformation of Lemma 3.5.13 to A, thus obtaining an input-uniform
assignment tester A",

3. The procedure applies Proposition 3.8.7 to D™ and A"™ to construct the intermediate assignment
tester Aj.

4. The procedure applies Theorem 3.5.23 (the robustization theorem) to A;, yielding a robust as-
signment tester Aj.

5. the procedure composes Ay with A using the composition theorem (Theorem 3.5.7), thus obtaining
the assignment tester A’.

6. The procedure outputs A’ and the corresponding reverse lister RL’, which is obtained in the process
of constructing A’.

We turn to analyze the parameters of A’ by analyzing the parameters obtained in each of the foregoing
steps:

1. By Proposition 3.8.5, it holds that D™ is a circuit decomposition for circuits of size np with
def def

outputs’ number Rpon = 2 - Rp, outputs’ size sprob dof O(b - sp), existential robustness ppror =
Q(1/b), tester size tprob o (tp) + b - polylog (Rp, sp,np), input representation size ny", and

output representation size s37,, o spY 4 b-polylog (sp). Furthermore, D has b'-matrix access for

some arbitrary b'.

2. By Lemma 3.5.13, it holds that A™ is an assignment tester for circuits of size n, with with
outputs’ number R mi = 2 - Ry, outputs’ size sguni def O(sa), rejection ratio 411 - pa, tester size
t quni = t4+polylog (n4, Ra), input representation size n'y”, and output representation size s'yh; =

sy’ + poly log(na).
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3. By Proposition 3.8.7, it holds that A; is an assignment tester for circuits of size np with outputs’
number Ry % Ryum = O(Ra4), outputs’ size sy oo O(Rprob - Sqmi) = O(Rp - s4), rejection ratio

Q (pprob + pawi) = Q(pa/b), tester size

t[ déf O (tDrob + SAuni N tAuni) + SAuni : pOly (Sljfni)

+poly (s5m) + poly log (Rprov, S prob, Mprob, R guni, § guni)
= Of(tp+sa-ta)+ sa-poly (s, logna,log Ra)
+poly (sp", b, log sp) + b - polylog (Rp, sp,np, Ra,54,b),

input representation size ny°, and output representation size

Sr" o (tprov + 8 quni - 10g s prov) + poly ( Drob) + poly log (Rprob, $prov, np, L guni, 5 guni)

= O(tp+sa-log(sp-b))+poly (sp’, b,logsp) + polylog (Rp, sp,np, Ra, 54,b) .
Furthermore, A; has s uwi-block access. We also note that by our assumption on the input size
and input representation size of A, it is indeed legal to apply Proposition 3.8.7 to D™" and A"
(recall that this proposition requires a lower bound on the input size and input representation size

of A).

4. By Theorem 3.5.23, it holds that Ay is an assignment tester for circuits of size np with outputs’
number Ry Lt . R; = O(Ry,), outputs’ size sy def O(sa - s1) = O(Rp -s?%), robustness pp def

Q(pr/sam) =Q(pa/b- sa), tester size

tr = O(sam 11) + 54 - polylog (Ry, s1,mp)

rep ep

= 0O (SA tp + 8% - tA) + poly (sa, 84", sp°,b) - polylog (Rp, sp,np, Ra, sa,n4),
input representation size ny", and output representation size

spP o s + s quni - poly log (sr)

= O(tp)+ poly (sp’,b,logsp) + sa - polylog (Rp, sp,np, Ra,sa,b).

5. Finally, by the composition theorem (Theorem 3.5.7), it holds that A’ is an assignment tester for
circuits of size np with outputs’ number R’ ety R;- R4y = O(R%), outputs’ size s’ def O(sa),
rejection ratio p/ o 21 pa=Q(p4/b- sa), tester size

t dof O (t[/ + tA) + poly log (nD, Ry by, Rya, €A>
@) (sA tp+ 84 - tA) + poly (sa4, $%47, sp', b) - polylog (Rp, $p,np, Ra, Sa,n4),

input representation size n,’, and output representation size s’ def s% + polylog(sa). Further-
more, RL’ is of size at most t’. We also note that applying the comp051t10n theorem to Ay and A
is legal, since by our assumption on A, its input size is larger than sy, and its input representation
size is larger than sp,”

The required result follows.

Remark 3.8.11. We would like to highlight the fact that the output representation size s, of A; does
not depend on the tester size t4 of A, even though the tester size t; of A; does depend on t4. This is an
important and non-trivial fact that results from our particular implementation of A;. To see why this
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fact is important, observe that had s} depended on t4, we would not have been able to perform the
last composition step, since the output representation size sy, of Ay would have been greater than the
input representation size n'y" of A.

While it is tempting to try to solve this problem using the input representation lemma (Lemma 3.5.13),
it is not clear that this solution would have worked, since this would have introduced a non-trivial de-
pendency into our iterative construction in Section 3.6.



Chapter 4

Combinatorial PCPs with Short Proofs

4.1 Introduction

4.1.1 Background and Our Results

A PCP (Probabilistically Checkable Proof) is a proof system that allows checking the validity of a claim
by reading only a constant number of bits of the proof. The PCP theorem asserts the existence of
PCPs of polynomial length for any claim that can be stated as membership in an NP language. In this
chapter, we consider the length of the proofs, and provide a combinatorial construction of PCPs that
are almost as short as the ones obtained from the algebraic constructions.

Let L be a language in NP, and recall that there is a polynomial-time algorithm V' that verifies the
membership of a string x in L when given an additional NP-witness. Let ¢t : N — N denote the running
time of V. The original PCP theorem asserts that in order to verify that x € L, the PCP verifier
needs to use a proof of length poly (¢(|z|)). However, using algebraic techniques, one can construct PCP
verifiers that use a proof of length only ¢ - polylog(t) [BSS08, Din07]. It is not known whether one can
construct such PCPs using a combinatorial approach such as Dinur’s'.

In this chapter, we present an (almost) combinatorial construction of PCPs that use proofs of length
t - (log t)o(log 8t thus coming very close to the state of the art algebraic constructions. Namely, our
main result is the following

Theorem 4.1.1 (Main theorem). For every time-constructible t : N — N and every language L €
NTIME(t), there exists a PCP verifier for L with proof length t(n) - (log (t(n)))°"&" 5™ " guery com-
plexity O(1), and rejection probability 2(1).

In order to prove Theorem 4.1.1, we develop a few generic PCP techniques that may be of independent
interest, and are discussed in Section 4.1.2.

Our use of polynomials. As mentioned above, our construction is only “almost” combinatorial. The
only exception is that our construction does use low degree polynomials at one point. However, our use
of polynomials is a very restricted one, and is confined to the construction of error correcting codes with
a certain simple property. Specifically, we only use polynomials to construct a triplet (C4, Cp, Cys) of
linear codes that have the following “multiplication property”:

e For every two codewords ¢4 € Cy and cg € Cp, it holds that cy4 - cg is a codeword of C'y;, where
c4 - cp is obtained by coordinate-wise multiplication of ¢4 and c¢g. The multiplication is done in
the finite field over which the codes are linear.

'We mention that the construction of PCPs that have proof length ¢ - poly log (t) uses Dinur’s combinatorial techniques
in addition to the algebraic techniques. Still, the main part of this construction is algebraic.

107
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Such a triplet (C4,Cp,C)) can easily be constructed using low-degree polynomials. Moreover, if the
codes C'y, Cg, and C); are allowed to have quadratic length, then they can also be constructed without
using polynomials (see Section 2.3.2 of Chapter 2). However, for our purposes we need the codes Cjy,
Cp, and C); to have quasi-linear length, and we do not know how to construct such codes without using
polynomials. Still, a combinatorial construction of such codes is conceivable.

Extensions of our result. It can be shown that our PCPs have randomness complexity of logt +
O(log?logt), which matches the length of the proofs. In addition, as in previous works in the area, our
construction of PCPs can be extended to yield the stronger notion of PCPPs [BSGHT06, DR06]. We
do not elaborate on those claims in this preliminary version.

4.1.2 Our techniques

Below, we sketch the main steps of our construction and the main techniques that we use.

Constructing PCPs from linear PCPPs. Our first step is reducing the construction of PCPs to
the construction of a simpler object, called linear PCPPs [BSHLMO09]. Informally, a linear PCPP is
a verifier that, when given a linear subspace W C F" and oracle access to a vector w € F", verifies
that w € W by making few queries to w and to an alleged proof. In other words, a linear PCPP is
the restriction of the notion of a PCPP [BSGHT06, DR06] to the verification of membership in linear
subspaces.

We show that any construction of a linear PCPP implies a construction of a full-fledged PCP, with
a poly-logarithmic loss in the parameters. The construction of the full-fledged PCP is generic, and uses
the linear PCPP as a black box. We believe that this construction is interesting in its own right, and
may be useful for future works?.

Our construction of PCPs from linear PCPPs is performed by combining the linear PCPP with the
multiplication codes that were discussed in Section 4.1.1. Intuitively, the multiplication codes allow us
to go from verifying linear claims to verifying non-linear claims.

Robustization via tensor product codes. Our next step is to note, following [BSGH"06, DR06,
BSS08, Din07], that it suffices to construct a linear PCPP that makes O(y/n) queries to its oracle and
has proof length O(n). Such a linear PCPP can then be composed with itself for O(loglogn) times to
yield® a linear PCPP with a constant number of queries and proof length n - (log n)o(log logn),

In order for us to be able to apply such composition, the linear PCPP is required to have a property
called robustness [BSGH*06, DR06]. The robustness property was achieved in several previous works by
a technique called “robustization” [BSGH'06, DR06] (also “alphabet reduction” or “parallelization”).
The robustization technique allows one to transform every PCP with a “block-access” property into a
robust PCP. Specifically, the latter property may be viewed as follows: It is required that the PCP proof
can be partitioned to blocks, such that the PCP verifier always queries only a constant number of the
blocks.

2We note that the work of [BSS08] has shown a stronger result, namely that one can construct a full-feldged PCP
from a linear PCPP that can only verify membership in a Reed-Solomon code (rather than a general linear subspace).
However, their construction is signicantly more complicated than ours, and relies heavily on algebraic machinery.

We also note that other works in this area (e.g. [AS98, ALM*98, BSGH'06]) start by reducing the construction of a
full-edged PCP to the construction of a PCP for a specic algebraic problem. However, in all of those works, the latter
algebraic problem is NP-complete, while the problem we consider (checking membership in a linear subspace) is in P.
Hence, there is a fundamental dierence between those reductions and ours.

3We mention that after the composition one also needs to apply a query reduction technique and the gap amplification
theorem of Dinur.
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In our context, we do not know how to construct a PCP that satisfies the foregoing block-access
property. We therefore generalize the robustization technique such that it can be applied to PCPs which
satisfy a weaker requirement.

To this end, instead of partitioning the proof to blocks, we arrange the proof coordinates in a matrix.
From this point of view, the foregoing block-access property may be viewed as restricting the PCP verifier
to reading a constant number of rows of the matrix. We now generalize the robustization technique by
allowing the PCP verifier to query both rows and columns of the aforementioned matrix, as long as it
queries a constant number of rows and columns.

Both the standard robustization technique and our generalization use error correcting codes. The
standard robustization technique transforms a “block-access PCP” into a robust one by encoding each
of the blocks by an error correcting code. In our a generalization, we transform the “row/column-access
PCP” into a robust one by encoding the corresponding matrix via a robust tensor product code [BSS06].
This means, roughly, that we first encode the rows of the matrix by an error correcting code, and then
encode the columns of the new matrix by an error correcting code.

We stress that this generalization of the robustization method is generic, and may be useful for future
constructions of PCPs.

Constructing linear PCPPs that make O(y/n) queries. It remains to construct a linear PCPP
that makes O(y/n) queries to its oracle, has proof length O(n), and satisfies the relaxed robustization
requirement discussed above. To this end, we first define a notion called “Simultaneous Linear Ver-
ifier” (abbreviated SLV). Informally, an SLV is a verifier V' that when given as input y/n subspaces
W', ...,WV® C FV™ and oracle access to /n vectors w',...,wV™ € FV" verifies that all the claims
of the form w* € W* hold simultaneously. Here, “simultaneously” means that if for at least one index
i € [m] it holds that w' is far from W7, the verifier V rejects with significant probability?.

We proceed by showing how to construct the required linear PCPP while assuming the existence of
an SLV that uses O(y/n) queries and proofs of length O(n). This is done by transforming a claim of the
form w € W (for w € F") to an equivalent collection of claims of the form w? € W (for w' € FV™). The
latter transformation is performed by embedding the claim w € W on a structured routing network,
following [BFLS91, PS94] and in particular Chapter 3.

Finally, we show how to construct the required SLV. We begin by considering the special case in
which all the subspaces W' are equal (say, to a subspace W), and show how to handle this case using
error correcting codes. Finally, we show how to decompose the general case to a constant number of
instances of the foregoing special case, and handle those instances as before. The latter decomposition
is performed via a novel application of routing networks and of the multiplication codes discussed in
Section 4.1.1.

In the author’s opinion, the introduction of SLVs and their construction is the most interesting part
of this chapter.

Organization of this chapter. In Section 4.2 we recall the preliminaries that are required for this
chapter. In Section 4.3, we define the notion of linear PCPPs, and show to construct a PCP based on
a linear PCP. In Section 4.4, we show our generalization of the robustization technique. In Section 4.5,
we show the construction of linear PCPPs with O(y/n) queries. Finally, in Section 4.6, we show how to
use the foregoing tools to construct the required PCPs and prove the main theorem (Theorem 4.1.1).

4Note that the notion of SLV differs from a linear PCPP: if we used a linear PCPP verifier to verify all of the claims
w' € W simultaneously, then the verifier would have rejected only if the vectors w?, ..., wV™ were far from W1, ..., WVv"

on average. On the other hand, a linear PCPP is capable of handling a a subspace of F" and not just a collection of
subspaces of FV™.
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4.2 Preliminaries

For any n € N we denote [n] of {1...,n}. For a string € {0,1}" and a set S C [n], we denote by z|g
the projection of x to the coordinates in S.

4.2.1 PCPs

Below we give the formal definition of PCPs.

Definition 4.2.1. Let L C {0,1}" be a language, and let ¢, ¢ : N — N, p: N — (0,1). A PCP verifier V
for L with query complexity ¢, proof length ¢, and rejection probability p, is a probabilistic oracle machine
that satisfies the following requirements:

1. On every input z € {0,1}" and every sequence of coin tosses, V makes at most ¢(|x|) queries to
its oracle.
2. Completeness: For every z € L, there exists a string 7 € {0, 1}**) such that Pr[V™(z) accepts] = 1.

3. Soundness: Forevery z ¢ L and every astring m € {0, 1}*1*V it holds that Pr [V™(z) rejects] > p(|x|).

4.2.2 Error Correcting Codes

All the error correcting codes that we consider in this extended abstract are binary linear codes, to be
defined next. A (linear) code C' with message length & and block length ¢ is an injective linear function
from {0,1}* to {0,1}" (where linearity is over GF(2)). We will sometimes identify C' with its image
C'({0,1}"). Specifically, we will write ¢ € C' to indicate the fact that there exists = € {0,1}" such that
¢ = C(z). In such case, we also say that c¢ is a codeword of C. The rate R¢ of the code C' is the ratio
k/e.

For any two strings z,y € {0, 1}6, the relative Hamming distance between x and y is the fraction of
coordinates on which x and y differ, and is denoted by 0(z,y) o {x: # v :ie€[l]}] /0. The relative
distance of a code C is defined as dc < ming, ze,ec {0(c1, ¢2)}. For every code C': {0,1}* — {0,1}" and

a string w € {0, 1} we denote §(w, C) © mingec {6(w, c)}. We say that w is e-far from C' (resp. e-close
to C) if §(w,C) > ¢ (resp. 6(w,C) < ¢e).

A code C': {0,1}* — {0,1}" is said to be systematic if for every 2 € {0, 1}" it holds that C (@) = -
By Gaussian elimination, every linear code may be assumed to be systematic without loss of generality.
All the codes in this chapter are assumed to be systematic.

4.2.3 Routing networks

In our construction of PCPs, we use a special kind of graphs called permutation routing networks (see,
e.g., [Lei92]). In order to motivate this notion, let us think of the vertices of the graph as computers
in a network, such that two computers can communicate if and only if they are connected by an edge.
Suppose that there is some set S of computers in the network such that each computer in S needs to
send a message to some other computer in S, and furthermore that each computer in S needs to receive
a message from exactly one computer in S (in other words, the mapping from source computers to
target computers is a permutation). Then, the property of the routing network says that we can route
the messages in the network such that each computer in the network forwards exactly one message.
Formally, we use the following definition of routing networks.

Definition 4.2.2. A routing network of order n is a graph G = (V, E') along with a special set of vertices
S C V of size n, such that the following requirement holds: For every permuation ¢ on S, there exists
a set P of vertex-disjoint paths in G that connect each v € S to o(v) € s.
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Routing networks were studied extensively in the literature of distributed computing, and several
constructions of efficient routing networks are known. In particular, we use the following fact on routing
networks, whose requirements are satisfied by several constructions.

Fact 4.2.3 (see, e.g, [Lei92]). There exists an infinite family of routing networks {G,},-,, the network
G, being of order n such that the following properties hold.

1. G, has O(n) vertices.

2. The edges of Gy, can be colored using 4 colors such that no two edges of the same color share a
vertex.

3. There exists an algorithm that on input n, runs in time poly (n) and outputs G,,.

4. There exists a polynomial time algorithm that when given as input G, and a bijection o : S — T
oulputs a set P of vertex-disjoint paths that connect each v € S to o(v) € T.

4.3 PCPs and Linear PCPPs.

In this section we define the notion of linear PCPPs, and show how to construct a full-fledged PCP
using a linear PCPP as a building block.

4.3.1 Linear PCPPs

We begin by defining the notion of linear PCPPs (originally defined in [BSHLMO09]). For simplicity, in
this overview we restrict our attention to linear PCPPs over GF(2), but it is possible to generalize this
definition to larger fields, and in fact we do use such a generalization in the actual proof.

Informally, a linear PCPP is a verifier that checks that a vector w satisfies a linear assertion by
reading a small part of w, and of an alledged proof. Little more specifically, a linear PCPP is an oracle
machine that takes as explicit input a linear subspace W C {0,1}"™, gets oracle access to a vector
w € {0,1}™ and to an additional string 7 € {0,1}", accepts with probability 1 if w belongs to W,
and rejects with significant probability if w is far from W. The subspace W is represented by a linear
circuit [Val77], to be defined next.

A linear circuit (over GF(2)) is a circuit that contains only gates that compute the XOR of their
inputs®. The size of the circuit is defined to be the number of wires in the circuit. Note that every
output of the circuit is a linear non-affine function® of the inputs, and that every linear function over
GF(2) can be computed by such circuits. We note that in some previous works the definition of linear
circuits is little different, and allows the circuits to compute affine functions. The reason we choose not
to allow affine functions is that it allows us to state a stronger result (Theorem 4.3.6).

We will usually consider linear circuits that have multiple outputs. We say that a linear circuit
@ : 0,1} — {0,1}" accepts an input w € {0,1}" if p(w) = 0 € {0,1}". Observe that the set of
inputs accepted by a linear circuit ¢ : {0,1}™ — {0,1}" is a linear subspace of {0,1}" of dimension at
least m —t. We denote the latter subspace by W, and say that ¢ accepts W.,.

Definition 4.3.1 (Variant of [BSHLMO09]). Let ¢,/ : N - N, p : N — (0,1). A linear PCPP verifier
V' with query complexity g, proof length ¢, and rejection ratio p, is a probabilistic oracle machine that
satisfies the following requirements:

5In the generalization of this definition to larger fields, every gate computes a linear combination of its inputs.
8The function is non-affine because we did not allow constant gates.



CHAPTER 4. COMBINATORIAL PCPS WITH SHORT PROOFS 112

1. V takes as input a linear circuit ¢ : {0, 1} — {0,1}" of size n, and gets oracle access to a vector
w € {0,1}™ as well as to an additional string = € {0, 1}™.

2. On every input circuit ¢ and every sequence of coin tosses, V' makes at total number of at most
q(n) queries to its oracle. The queries are made non-adaptively.

3. Completeness: Forevery z € W, , there exists a string 7 € {0, 1} such that Pr [V=7 () accepts] = 1.

4. Soundness: For every z € {0,1}™ that is e-far from W,, and every string 7 € {0, 1}, it holds
that Pr[V*7™(p) rejects] > p(n) - .

Remark 4.3.2. In order to be able to compose linear PCPPs, we also need to require that after the
linear PCPP gets the answers it gets to its queries, it may only apply linear predicates to those answers.
However, we ignore this issue in this extended abstract.

Remark 4.3.3. Our notion of linear PCPP is a special case of the notion of PCPP of [BSGH*06, DR06]
(a.k.a assignment tester). It is also related to the notion of linear inner verifier of [GS06].

4.3.2 Constructing PCPs from linear PCPPs

We turn to show a construction of PCPs that uses linear PCPPs as a building block. This is formalized
in Theorem 4.3.6 below.

Before getting to the theorem and its proof, we note that the proof relies on the existence of “multi-
plication codes”, which are codes with a certain multiplication property. For simplicity, in this overview
we assume the existence of multiplication codes over {0, 1}, while in the actual proof we use such codes
over a larger field, and construct them using the Reed-Solomon code. More specifically, we assume the
following:

Assumption 4.3.4. For every k € N, there exists a triplet of systematic codes (Ca,Cp, Cyr) of constant
rate and relative distance, such that C'4 and Cp have message length k, and such that the following
holds: For every cy € Cy and cg € Cp, it holds that c4 - cg € Cyy, where cy4 - cg s the coordinate-wise
multiplication of c4 and cpg.

Remark 4.3.5. In fact, our construction would work even if the rate and distance of C'y, C'g, and C),
were only 1/polylogk. However, we preferred to use constants for simplicity and because it can be
achieved (over larger fields). While we only know how to construct such codes by using polynomials, it
is plausible that such codes can be constructed in other ways.

In the rest of this section, we sketch the proof of the following theorem, based on Assumption 4.3.4.

Theorem 4.3.6. Suppose that there ezists a linear PCPP verifier V with query complexity q(n), proof
length £(n), and rejection ratio p(n). Then, for every time-constructible t : N — N and every language
L € NTIME(t), there exists a PCP verifier V' for L with proof length O (t + ¢ (O(t))) query complexity
O (q(O(t)) -logn),, and rejection probability Q2 (p (O(t))).

Remark 4.3.7. The extra logn factor in the query complexity comes from the use of large fields in
the construction of the multiplication codes, and is not apparent in this extended abstract. In our final
construction of PCPs this logn factor is reduced in a later stage using known query reduction techniques.

Intuitively, the idea that underlies the proof of Theorem 4.3.6 is that the multiplication codes allow
us to go from verifying linear claims to verifying non-linear claims. Little more specifically, we begin by
noting that it suffices to construct a PCP for the language of satisfiable systems of quadratic equations.
Given a system of quadratic equations E, the PCP proof will be expected to contain a satisfying
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assignment x to the system, as well as a string y that should contain the value under = of each quadratic
term that appears in . Now, F may be viewed as a system of linear equations over x and ¥, so
we can use the linear PCPP verifier V on x and y to check that it is satisfied. It remains to verify
that y is indeed consistent with z, and the point is that this consistency can be verified by using the
multiplication codes together with V.

To be more concrete, the verifier V' acts as follows. Let Cy4, Cp, and Cj; be as in Assumption 4.3.4.
The verifier V' constructs two projections of the string x, denoted a and b, such that y = a - b (where

the multiplication is coordinate-wise). The verifier V' expects the prover to provide the encodings

a < Ca(a) and ¥’ o Cg(b), as well as the vector ¢ o Ca(a) - Cp(b) € Cy. Note that the string y is a

substring of ¢, since Cy, Cp, and Cj; are systematic. Now, V' invokes V' to verify that the system F
is satisfied as a linear system over x and y, where vy is retrieved from ¢’

Finally, the verifier V' checks that the vectors o/, ¥, and ¢ provided by the prover are constructed as
expected. To this end, observe that C4(a) and Cp(b) are obtained from z via a linear transformation,
and hence V' verifies the consistency of @’ and b’ with x simply by invoking V. In order to verify the
consistency of ¢, the verifier V'’ checks that the vectors ¢ and a’ -0’ agree on a random coordinate. The
soundness of the latter check is proved using the relative distance of C),.

Remark 4.3.8. One may argue that using the language of quadratic equations is an “algebraic step”.
However, it is not hard to adjust the proof to work with the language CIRCUITSAT instead of quadratic
equations. We chose the language of quadratic equations for technical convenience.

We now turn to give a somewhat more rigorous proof description of We begin by recalling that it
suffices to construct a PCP for proving that a system of quadratic equations is satisfiable, due to the
NP-completeness of the quadratic equations problem, and via the efficient reduction of Turing machines
to circuits of [PF79]. We turn to construct a PCP verifier V' for quadratic equations. For simplicity,
we consider only equations that do not contain constant terms - it is not hard to extend the proof to
the general case.

The proof strings of /. Let E denote a satisfiable system of quadratic equations, and let x be a
satisfying assignment of E. We describe how to construct the proof string of V’ that corresponds to FE
and z.

We first arrange the quadratic terms that appear in F in an arbitrary fixed order, and define y to be
a string whose i-th bit is the value of the i-th quadratic term (of E) under z. Observe that E induces
a system of linear equations over x and y (since by assumption £ does not contain constant terms).

Let (Ca,Cp,Cyr) be the multiplication codes of Assumption 4.3.4. We now define two strings a and
b as follows: The i-th bit of a is the value under z of the first factor of the i-th quadratic term in F
(according to some arbitrary order of the factors), and b is defined similarly for the second factors. We
define ¢* and ¢’ to be the encodings of a and b via Cy and C respectively, and define ¢™ = ¢ - c. Note
that since C4, Cp, and C) are systematic, for each i € [|y|] it should hold that y; = (¢™),.

Finally, we define ¢* to be the encoding of z via Cy. The proof string of V’ that corresponds to F
and z is now defined to be the concatenation of ¢*, ¢, ¢, ¢™, and an additional string 7 to be described
next. The string 7 is a proof string of the linear PCPP verifier V' that proves that:

1. ¢, ¢, ¢, and ¢™ are all legal codewords of the corresponding codes.

2. x and y satisfy the system of linear equations induced over them by F, where x and y are retrieved
from ¢ and ¢™, respectively.

3. The strings a and b are consistent with the string x, where x, a, and b are retrieved from ¢*, ¢,
and c?, respectively. Here, consistency means that the occurences of the value of each z; in a and
b are indeed consistent with x;.
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The behavior of V'. Fix a system of quadratic equations E. We describe the action of V' on input
E when given access to a purported proof 7’ of the form ¢ o ¢® o ¢’ o ¢™ o . The verifier V’/ performs
the following checks:

1. V" invokes V' to perform the linear checks listed above.
2. V' chooses uniformly at random i € [|c*|] and checks that (c¢%), - (Cb)i = (™),

The completeness of V' is clear. Proving the soundness of V'’ and analyzing its other parameters is not
hard and is deferred to the full version of this work.

4.4 A Generalization of the Robustization Technique

Our construction of PCPs uses the composition technique in order to reduce the query complexity of
our linear PCPPs (see details in Section 4.6). In order to apply composition, we need our linear PCPPs
to have a property called robustness [BSGHT06, DR06]. As discussed in Section 4.1.2, this property was
achieved in previous works by a technique called “robustization”, which can not be applied to our linear
PCPPs. In order tor resolve this issue, we generalize the robustization technique so it can be applied to
our linear PCPPs.

In Section 4.4.1 below, we define the notion of robustness and describe the standard robustization
method. Then, in Section 4.4.2, we describe our generalization of the robustization method.

4.4.1 Background on robustness and robustization

Below we provide some background on the robustness property, and a more detailed information may
be found in [BSGH*06, DR06]. All the definitions and results discussed here are stated in terms of
linear PCPPs, although they were originally developed for PCPs. Informally, a linear PCPP verifier V/
is robust if, when V' is given oracle access to a vector x that is far from satisfying the linear assertion
being checked, the answers to V'’s queries are far from making V' accept.

Definition 4.4.1 (Views and accepting views). Let V' be a linear PCPP verifier with proof length ¢. Fix
an input circuit ¢ : {0,1}™ — {0,1}" of size n, a vector z € {0,1}™, and a proof string 7 € {0, 1}*".
For every possible invocation of V', we refer to the answers that V' gets to its queries as the view of V.
If V' accepts, then the corresponding view is said to be an accepted view.

Definition 4.4.2 (Robustness). Let p: N — (0,1), and let. V' be a linear PCPP verifier. The verifier
V' is said to have robustness p if whenever z is e-far from W,,, the expected relative distance of the view
of V' from the closest accepted view is at least p(n) - €.

Remark 4.4.3. Observe that if a linear PCPP has robustness p then it in particular has rejection ratio
p. Thus, when discussing robust linear PCPPs we do not mention their rejection ratio.

A common technique in the PCP literature, called “robustization” (also “alphabet reduction” or
“parallelization”), allows transforming every PCP with a certain query structure into a robust PCP.
Specifically, the technique requires the following property:

Definition 4.4.4. We say that a linear PCPP verifier V' has k-block access if for every circuit ¢, the
coordiantes of the oracle xom can be partitioned into blocks, such that V' always queries at most s blocks.

The robustization technique yields the following result.
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Theorem 4.4.5 (Robustization, special case proved in [BSGH'06, DR06]). Suppose that there exists
a linear PCPP wverifier V. with query complexity q(n), proof length £(n), and rejection ratio p(n), which
has k-block access. Then, there exists a linear PCPP verifier V' with query complexity O(q), proof length
O({), and robustness Q(p/k).

The verifier V' is constructed roughly as follows. The prover is expected to provide V' with the
encoding of each of the blocks via an error correcting code. The verifier V' emulates the verifier V', but
whenever V' queries a block, the verifier V' also queries the purported encoding of the block, and verifies
that it is indeed the legal encoding of the block.

To see that V' is robust, observe that whenever V' rejects, at least one of the blocks that V' queries
must be modified in order to make V accept. Hence, in order to make V' accept, the prover must
modify both the aforementioned block and its encoding. However, modifying the latter encoding to
another legal encoding requires flipping many coordinates, and therefore the view of V' is far from any
accepting view.

4.4.2 QOur generalized robustization

Unfortunately, we do not know how to make our linear PCPPs to have k-block access. In order to
resolve this issue, we define a relaxation of the block access property, which we call row/column access,
and prove a more general robustization theorem that applies to PCPs with the latter property.

Definition 4.4.6. We say that a linear PCPP verifier V' has k-row/column access if for every circuit ¢
and every strings x, w, the string x o 7w can be arranged in a matrix M, such that V queries at most k
rows and columns of M.

We now have the following result.

Theorem 4.4.7 (Generalized robustization). Suppose that there exists a linear PCPP verifier V with
query complexity q, proof length {, and rejection ratio p, which has k-row/column access. Then, there
exists a linear PCPP verifier V' with query complezity O(q), proof length O({), and robustness Q(p/k).

It is tempting to try to prove Theorem 4.4.7 using the same argument as for Theorem 4.4.5. Such a
construction would ask the prover to provide the encoding of every row and column of M via an eror
correcting code. Then, the verifier V/ would read the encoding of every row and column that are queried
by V and check that it is a legal encoding.

However, the foregoing argument fails. The reason is that the purported encodings of the rows and
columns of M may be inconsistent. That is, the prover might provide us with encodings whose encoded
messages do not agree on the intersections of the rows and columns. Such an inconsistency may fail the
soundness of V.

In order to resolve this issue, we use tensor codes, to be defined next.

Definition 4.4.8 (Tensor codes, see, e.g., [Sud01, Lect. 6 (2.4)]). Let C : {0,1}* — {0,1}" be a code.
The tensor code C? is a code with block length n?, whose codewords are exactly the n x n matrices N
such that every row and every column of N is a codeword of C'.

Fact 4.4.9. Let C : {0, 1}k — {0,1}" be a code of relative distance 6. Then, C* has message length k*
and relative distance §%. Furtheremore, if C is systematic, then the message encoded by a codeword N
of C? is the top-left k x k submatriz of N.

The critical property of tensor codes that we use is the following: Let N’ be a matrix that is close
to a codeword N of C?. Then, for most of the rows and columns of N’, the closest codeword of C is the
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corresponding row or column of N. In particular, this means that the messages encoded by most rows
and columns of N’ are consistent with each other.

Now, we construct the verifier V'’ such that the prover is required to provide the encoding of the
matrix M via tensor code C?. The soundness analysis goes roughly as follows. Let N’ be the purported
encoding of M provided by the prover. We first note that if N’ is close to C?, then we can use the
foregoing property of C? to argue that the rows and columns are mostly consistent, and perform roughly
the same analysis as in Theorem 4.4.5.

It remains to verify that N’ is close to C?. To this end, we require C? to have a robust tester.
This means, roughly, that there exists a robust linear PCPP verifier that is only capable of verifying the
assertion that a matrix is close to C? (rahter than verifying any linear assertion). Tensor codes satisfying
this requirement can be constructed combinatorially using a few methods (see [BSS06, DSW06, BSV09b,
BSV09a]). The verifier V/ will invoke the robust tester of C? to verify that N’ is close to C?, and then
proceed as before.

Remark 4.4.10. The foregoing description oversimplifies things a little. In particular, note that the
property of C? only guarantees that most of the rows and columns are consistent, and not all of them.
Thus, in general it could be the case that V always queries the inconsistent rows and columns. In
order to handle this issue, we begin the construction by invoking the expander-replacement technique
of [PY91], which guarantees that V' queries rows and columns according to the uniform distribution,
and then proceed as before.

4.5 Construction of Linear PCPPs with /n Queries

In this section, we explain how to construct a linear PCPP that have proof length O(n), query complex-
ity O(y/n), and rejection ratio 1/polylogn, and that has O(1)-row/column access. Later, in Section 4.6,
we will compose this linear PCPP with itself for O(loglogn) times to obtain a linear PCP with constant
query complexity:.

This section is organized as follows: In Section 4.5.1 below, we define an auxiliary object called
simultaneous linear verifier (SLV). Then, in Section 4.5.2, we describe how to construct linear PCPPs
based on the existence of SLVs. Finally, in Section 4.5.3, we show a construction of SLVs, which in turn
yield linear PCPPs.

In the author’s opinion, the introduction of SLVs, as well as the ways they are constructed and used
for constructing linear PCPPs, are the most interesting part in this chapter.

4.5.1 Simultaneous linear verifiers

Intuitively, an SLV is a variant of a linear PCPP verifier, which verifies \/n linear assertions of size /n
instead of verifying one linear claim of size n. The verification is simultaneous, in the sense that if at
least one of the y/n linear assertions is far from being correct, then the SLV rejects with noticeable
probability.

To see the difference between SLVs and linear PCPPs, observe that if a linear PCPP verifier is
invoked on a linear assertion of size n that consists of \/n concatenated linear assertions of size y/n, then
the verifier is required to reject only if the y/n linear assertions are far from being correct on average
(i.e., a random assertion is far from being correct).

Definition 4.5.1. Let ¢,/ : N — N, p: N — (0,1). A simultaneous linear verifier (SLV) V' with query
complexity ¢, proof length ¢, and rejection ratio p, is a probabilistic oracle machine that satisfies the
following requirements:
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1. V takes as input y/n linear circuits ¢1, ..., 5 : {0,1}™ — {0,1} of size at most \/n, and gets
oracle access to \/n vectors z1,...,x 5 € {0,1}"™ as well as to an additional string = € {0, 134,

2. For every input circuits ¢1,...,¢ m and every sequence of coin tosses, V makes at most q(n)
non-adaptive queries to its oracle.

L(n)

3. Completeness: For every z; € W,,,...,x 5 € Wwﬁ , there exists a string 7 € {0,1} such

that Pr[V*#va™ accepts| = 1.

4. Soundness: For every x1,...,z 5 € {0,1}"™ such that for some i € [\/n] it holds that ; is e-far

from W, , and for every string = € {0, 1} it holds that Pr [V*1*va™ rejects] > p(n) - .

Recall that our goal is to construct linear PCPPs that have the row/column access property (Defi-
nition 4.4.6), which is important since we use it later to make the linear PCPP robust. To this end, we
will also want our SLVs to have row/column access as well. Recall that a linear PCPP verifier is said to
have k-row/column access if the coordinates of its oracle can be arranged in a matrix M, such that the
verifier always queries at most x rows and columns of M. The same definition can be applied to SLVs.
Actually, we will want our SLVs to satisfy the following stronger property, which will be used shortly
below in Theorem 4.5.2.

Definition 4.5.2. An SLV V is said to have k-row/column access with assignments sub-matrix if it has
O(1)-row/column access, and furthermore satisfies the following requirement: Let M be the matrix with
respect to which the SLV has row/column access. Then, the matrix whose rows are the assignments
T1,...,T /7 is a sub-matrix of the matrix M, where zy, ...,z s are as in Definition 4.5.1.

4.5.2 Linear PCPPs from simultaneous linear verifiers

As discussed above, the importance of SLVs is that we are able to construct a linear PCPP using an
SLV as a building block. More specifically, we have the following result.

Theorem 4.5.3. Suppose that there exists an SLV' V' with query complexity q(n), proof length £(n), and
rejection ratio p(n). Then, there exists a linear PCPP verifier V' with query complexity O (q <O(n)>>,

proof length O (O(n) +/{ <O(n)>), and rejection probability (p (é(n))) Furthermore, if V has k-

row/column access with assignments sub-matriz, then V' has O(k)-row/column access.

Proof sketch. The basic idea of the proof is to decompose the linear assertion that should be verified
to a collection of O (y/n) linear assertions of size O(y/n) by using a decomposition method of Section ??
in Chapter 3, and then applying the SLV to verify the latter linear assertions. Details follow.

We begin by recalling the notion of circuit decomposition of Chapter 3 in our terms. A circuit
decomposition may be thought as a linear PCPP verifier that satisfies only the following trivial soundness
requirement: For every x ¢ W, and every 7, it is required that the decomposition rejects with non-zero
probability. The circuit decomposition D of Chapter 3 has proof length O(n) and query complexity
O(v/n).

For our purposes, it is more convenient to define the decomposition a little differently: Instead
of viewing D as a probabilistic oracle machine, we view D as a deterministic algorithm that takes a
linear circuit ¢ as an input, and outputs linear circuits vy, ... ,wo( ) of size O(\/ﬁ), where each ;
takes as input a part of the string x o 7 (where the inputs of different ¢);’s may overlap). The linear
circuits 1, . .. ,wé( ) correspond to all the possible tests that D may perform. In this terminology, the
soundness of D requires that for every x ¢ W, and every =, there exists at least one circuit ¢; that does
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not accept its input (which is derived from z and 7). We mention that the term “circuit decomposition”
was chosen since D may be thought as decomposing ¢ into smaller circuits 1)y, . .. ,w@( VoL

It is important to note that, as argued in Chapter 3, the circuit decomposition D can be strengthened
to have the following robustness property: for every x that is far from W,, and for every 7, there exists
at least one circuit v); whose input is far from any string accepted by ;. This is done using the standard
robustization technique.

Now, we construct V' as follows. When given as input a circuit ¢, the verifier V' first applies the
circuit decomposition D of Chapter 3 to ¢, resulting in a collection of circuits 91, . .. s o (ym)- Then, the
verifier V'’ invokes the SLV V' to verify that all the circuits in 1, . .. s o m are satisfied simultaneously.
The idea that underlies the soundness analysis is that if V' is given oracle access to a vector = that is
far from W, then for at least one circuit ¢;, the input of ¢; is far from a satisfying assignment to ).
Therefore, the SLV V' is expected to reject with high probability.

It remains to show the “furthermor” part of the theorem. To this end, we note that, as observed in
Chapter 3, the decomposition D has O(1)-block access, so the coordinates of its oracle can be arranged
in a matrix NV, such that each circuit ¢); queries at most O(1) rows of N. Now, let M be the matrix
with respect to which V' has row/column access with assignments sub-matrix, so V' always queries at
most O(1) rows and columns of M. By assumption, the assignments to the circuits v, . .. Yo (m) form
a submatrix of M. When combining this property with the block access property of D, we get that
whenever V' queries a row of M, the verifier V' can emulate this query by querying O(1) rows of N, and
an additional row from the proof string of V. Moreover, whenever V' queries a column of M, the verifier
can emulate this query by querying one column of N, and an additional column from the proof string
of V. By a careful choice of the implementation details of V', the foregoing considerations can be used
to guaranteed that V' has O(1)-row/column access. |

4.5.3 Construction of simultaneous linear verifiers

In the rest of this section, we finish the construction of linear PCPPs by showing the following result.

Theorem 4.5.4. There exists an SLV with proof length O(n), query complexity O(y/n), and rejection
ratio 1/poly logn.

By combining the latter result with Theorem 4.5.3, we obtain as a corollary the required linear

PCPPs.

Corollary 4.5.5. There exists a linear PCPP with proof length O(n), query complezity O(\/n), and
rejection ratio 1/poly logn.

We first describe how to construct an SLV for the simple special case in which all the circuits
©1,...,9,m are the same. Then, we show how to construct an SLV for a more interesting case, which
we call colorable constraint systems, by reducing it to few instances of the foregoing simple case. Finally,
we show how to reduce the general case to the case of colorable constraint systems.

4.5.3.1 A simple case

We begin with describing how to construct an SLV V' for case in which all the circuits ¢1,..., ¢ 5 are
the same. Let W C {0,1}" denote the subspace that is accepted by the circuit ¢ = @2 = ... = ¢ 5.

In order to verify that x1,...,z 5 € W, we consider a y/n x m matrix A whose rows are exactly the
vectors x1,...,z 5. Let A" be the matrix obtained by encoding each column of M by some systematic
linear code C' with constant rate and relative distance. The proof string 7 of V' is expected to contain
all the rows of A’ that do not belong to A.
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Observe that if z1,...,2 5 € W, then all the rows of A’ belong to W, including the rows that are
not in A. This is true since all the rows of A’ are linear combinations of rows of A.

Now, when given oracle access to vectors z1,...,7 5 and to a purported proof 7, the verifier V acts
as follows. The verifier V' views its oracle as a purported matrix A’, and performs the following checks:

1. V chooses a row of A" uniformly at random and checks that it belongs to W.
2. V chooses a column of A" uniformly at random and checks that it is a legal codeword of C.

V' accepts if and only if both checks accept. It is easy to see that the query complexity and proof length
of V are as required. Furthermore, it is easy to see that V has 1-row/column access with assignments

sub-matrix - here, V has 1-row/column access with respect to the matrix M O p , and the assignments
T1,...,7 5 form the matrix A, which is indeed a sub-matrix of A’. It remains to analyze the rejection
ratio of V. Suppose that V' is given oracle access to a purported matrix M’, and that one of the rows
of M’ (say, the i-th row) is e-far from W.

First, as a warm-up, assume that all the columns of A" are legal codewords of C'. Observe that in this
case, if at least one row of A" does not belong to W, then at least dc fraction of the rows of A’ do not
belong to W, where ¢ is the relative distance of C: To see it, let w' be any vector that is orthogonal
to W but is not orthogonal to the i-th row of A’ (such w* must exist, since by assumption the i-th row
of A’ does not belong to W). Now, let v = A’ - w™, and note that

1. v is a codeword of C', since v is a linear combination of columns of A’ which are codewords of C.

2. v is a non-zero vector, since the i-th row of A’ is not orthogonal to w™, and hence the i-th coordinate
of v is non-zero.

We conclude that v is a non-zero codeword of C, and therefore at least dc fraction of its coordinates are
non-zero. However, for each non-zero coordinate of v, the corresponding row of M’ is not orthogonal to
w* and thus does not belong to W. Hence, at least d¢ fraction of the rows of A’ do not belong to W,
and V therefore rejects in this case with probability at least dc.

Next, assume that some of the columns of A" are not legal codewords of C, and let T" denote the set
of those columns. If the density of T is at least ¢, then V rejects with probability at least €, and we are
done. Suppose otherwise. Let A be the matrix obtained from A’ by removing the columns in 7', and
let Wy be the vector space obtained by projecting the vectors of W to the coordinates in [m]\T.

Now, observe that the i-th row of Aj can not belong to Wy, or otherwise the i-th row of A" would
have belonged to W. Thus, Aj is a matrix whose columns are all legal codewords of C, and such that
one of the rows of Aj, does not belong to W,. We therefore conclude as before that at least d¢ fraction
of the rows of A{, do not belong to Wj. The latter assertion implies that at least d¢c fraction of the rows
of A" do not belong to W, and hence V' rejects with probability at least d¢c, as required.

4.5.3.2 The case of colorable constraint systems

We proceed to show a construction of an SLV for circuits ¢1,..., ¢, 5 that are a colorable constraints
system (CCS), to be defined below. We will later show that any sequence of circuits ¢, ...,y s can be
transformed to a CCS.

Informally, we say that a collection of circuits @y, ..., ¢ : {0,1}™ — {0,1}" forms a CCS if the
subspaces W, ,...,W,, can be described by a collection & of linear constraints that can be “legally
colored” using few colors. We say that a coloring of the constraints in S is legal if constraints of the
same color do not share coordinates. The idea that underlies our construction of an SLV for a CCS is
that in a CCS can be decomposed to few monochromatic systems of constraints, such that each system
can be reduced to the simple case discussed above. Some details follow.

For the following definitions and constructions, it will be convenient for us to describe linear subspaces
by sets of linear constraints, defined next, rather than by linear circuits.
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Notation 4.5.6. Let S C {0,1}". We say that a subspace W C {0,1}" is the subspace described by S
if W contains exactly the vectors that are orthogonal to all the vectors in S. We refer to the vectors of
S as constraints. We say that a constraint s € S touches a coordinate i € [m] if s; = 1.

Observe that every linear circuit ¢ : {0,1}" — {0,1}" can be transformed in polynomial time to a
set S, of constraints which describes W, such that |S,| = t. This is done simply by taking, for each
output of ¢, the constraint which touches exactly the coordinates that affect this output. We turn to
define the notion of CSS.

Definition 4.5.7 (Colorable constraints system). Let x € N, let ¢y, ..., ¢ : {0, 1} — {0, 1} be linear
circuits, and let Si,..., S, C {0,1}"™ be the corresponding sets of constraints. We say that ¢1, ..., @

form a x-colorable constraints system (abbreivated x-CCS) if the union S ©_ 5 U...US, satisfies the
following requirement: The constraints in & can be colored by x colors, such that no two constraints in
S of the same color touch the same coordinate.

A construction of SLV for a CCS. We turn to describe a construction of an SLV V for a CCS.

Suppose that the verifier V' is given as input circuits ¢y, ..., ¢ 5 and is also given oracle access to vectors
L1, 5 €4{0,1}™. Let Sy,...,S 5, and x be as in Definition 4.5.7.
Our strategy is to construct for each color ¢ € [x] a collection of vectors zf, ... 2 € {0,1}™ and

a subspace U¢ C {0,1}" such that the following holds: The circuits ¢1,...,¢ 5 accept x1,...,2 5
(respectively) if and only if the vectors z5, . .. ,xf/ﬁ all belong to U¢ for every color ¢ € [x]. The point
is that verifying that zf, ... ,x‘\:/ﬁ belong to U¢ can be done as in the simple case of Section 4.5.3.1. The

prover will be expected to provide the vectors z{, . .. ,xf/ﬁ, as well as additional information that allows
verifying their consistency with z1,...,z .
For each color ¢ € [x], we define the vectors xf, ... ,xf/ﬁ to be the vectors obtained from zy,..., 2 5

by zeroing every coordinate that is not touched by a constraint of color ¢. More formally, for each

xj, we define (9[:5)Z o (z;), if S; contains a constraint of color ¢ that touches the coordinate i, and

(a:j)Z 1) otherwise. We define the subspace U¢ C {0,1}™ to be the subspace that is described by
all the constraints in § of color c. It is not hard to see that he circuits ¢1,..., ¢ & accept x1,..., 7 5
(respectively) if and only if the vectors z§, ... ,xf/ﬁ all belong to U® for every color ¢ € [x]. Thus, if the

prover indeed provides vectors zf, . .. ,xf/ﬁ that are constructed as defined above, we are done.

It remains to verify that the vectors x{, ... ,xf/ﬁ are obtained from 1, ..., s as expected. To this
end, observe that the vectors z{, ... ,:cf/ﬁ can be obtained from zy,...,x 5 using multiplication. More

specifically, for every ¢ € [x] and j € [y/n], we define a vector z§ by setting (z]c)l ©F 1 if S; contains

a constraint of color ¢ that touches the coordinate i, and (xj)l 1) otherwise. We then observe that
2§ = x; - 2§ (where the multiplication is coordinate-wise).

Let (Ca,Cp,Chr) be the multiplication codes of Assumption 4.3.4. Now, the verifier checks the
equality 2§ = x; - 2§ by checking that the encodings Cy(z§) and Ca(z;) - Cp(z§) agree on a random
coordinate. To this end, the verifier expects the prover to provide Ca(z;) and Cys(x§) (for every ¢ and
j), while C(2§) is computed by the verifier itself.

Finally, the verifier should verify that the purported vectors Ca(z;), Ca(x§) that are provided by
the prover are indeed legal codewords of C'y and C);, and this should be done for all j’s simultaneously.
However, this check can again be done as in the simple case of Section 4.5.3.1. This concludes our

construction of the SLV.

An SLV that has row/column access. Recall that we want our SLV to have O(1)-row/column
access with assignments sub-matrix. To this end, we modify the foregoing construction by a little.
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Recall that for every j and ¢ € [x], the verifier V' checks that 2§ = x; - 2§ by checking that Cy(x)
and Ca(z;) - Cp(2§) agree on a random coordinate. We now modify V' such that it chooses the same
random coordinate for all j and ¢ € x. It is not hard to see that this modification does not harm the
soundness analysis. However, as we will now show, the modified SLV indeed has row/column access
with assignments sub-matrix. We also mention that this modification is required in order to save in the
randomness complexity of V.

In order to show that the modified SLV has row/column access with assignments sub-matrix, consider
the matrix M whose rows are the following:

1. For each j € [\/n], the matrix M contains the row that consists of z; concatenated with Cs(x;).

2. For each j € [y/n] and ¢ € [x], the matrix M contains the row that consists of 2§ concatenated
with Cpr(x5).

3. The matrix M contains all the additional rows that are needed for the invocations of the simple
case of Section 4.5.3.1.

We proceed to show that the modified SLV has row/column access with assignments sub-matrix with
respect to M. First, observe that the assignments z1,...,r 5 indeed form a sub-matrix of M. Next,
note that each invocation of the the simple case of Section 4.5.3.1 can be emulated by querying exactly
one row or column of M. Finally, recall that except for the invocations of the simple case, the only
check made by the SLV is the checks that the codewords Cy/(7$) and Ca(z;) - Cp(2§) agree on a random
coordinate, for all j € [/n] and ¢ € [x]. Now, observe that since the same random coordinate is used for
all j and ¢, this check can be done by querying exactly one column of M (the column that corresponds to
the chosen random coordinate). It follows that the SLV has (x + 1)-row/column access with assignments
sub-matrix, as required.

Remark 4.5.8. We note that the foregoing description slightly oversimplifies things. In particular,
the encoding Cy(z§) is not well-defined because the message length of C); is larger than ‘xﬂ Thus,
in the actual construction, the prover is not required to provide C’M(:c§) but is rather required to
provide C4(7;)-Cp(z§). We then use the fact that ¢ is a prefix of the message encoded by Ca(z;)-Cp(25),

due to the fact that Cy, Cg, and C}; are systematic.

4.5.3.3 The general case

We conclude our construction of SLVs by showing that the general case can be reduced to the case of
6-CCS (i.e., CCS with 6 colors). The basic idea of the reduction is that every constraint system can
be embedded on any routing network, and in particular one may choose a routing network whose edges
can be colored using few colors. It should be mentioned that while the idea of embedding a constraint
system on a routing network has been used in several prior works (e.g. [BFLS91, PS94]), the use of this
technique for reducing a general constraint system to a CCS is new.

In order to embed a system of linear constraints on a routing network, we add auxiliary variables to
the system in a way that essentially does not change the solution space. This notion of adding auxiliary
variables while “essentially” not changing the solution space is captured by the following notion of
extension.

Definition 4.5.9. Let W C {0,1}™ and let | € N. We say that a subspace W’ C {0,1}"" is an
extension of W if it satisfies the following property: A vector z € {0,1}" belongs to W if and only if
there exists a vector y € {0,1}" such that z oy € W'

In the foregoing Definition 4.5.9, the vector y represents the assignment to the auxiliary variables,
and the fact that the solution space remains intact is captured by the fact that the m long prefix of each
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vector in W’ is in W, and by the fact that every vector in W has a corresponding vector in W’. Our
reduction of a general constraint system to a CCS can now be stated as follows.

Claim 4.5.10. Let @y, ..., ¢ : {0,1}" — {0,1}" be linear circuits of size n. Then, one can transform
©1,. .., ¢k in polynomial time to circuits ..., o, : {0,1}" — {0,1}" that form a 6-CCS, such that
for ecl,ch i € [k] the subspace W, ~z's an extenfion of W, Furthermore, the circuits ¢\, ..., ¢}, are of
size O(n), and it holds that m’ = O(n), ' = O(n).

Proving Claim 4.5.10 essentially finishes our work, since it is not hard to use it to construct SLVs
for arbitrary linear circuits given this claim and the construction of Section 4.5.3.2. Moreover, the
resulting SLV will have 7-row/column access with assignment sub-matrix, as required. In the rest of
this section we sketch the proof of Claim 4.5.10. Fix a collection of circuits o1, ..., @, let Wy, ... Wy be
the subspaces accepted by those circuits, and let Si,..., Sk be sets of linear constraints corresponding

to ¢1,..., k. For each W;, we denote by W/ o W, the extension of W; that we seek to construct.

Warm-up. As a warm-up, consider the case in which every set S; is a collection of disjoint equality
constraints. That is, we consider the case in which every constraint in S; touches exactly two coordinates,
and every coordinate is touched by exactly one constraint. We show that that such sets S; can be
extended to a 4-CCS - note that we use two colors less than in Claim 4.5.10, a fact that will be used
later.

We would like to construct for each W; a subspace W/ C {0, 1}m/ which is an extension of the subspace
W;, such that W, ..., W, form a 4-CCS. The idea that underlies the construction is the following. We
identify every coordinate in [m’] with a vertex of a routing network G (see Section 4.2.3). We then
embed each equality constraint of the set S; on a path in G that connects the coordinates touched by
the constraint. The 4-colorability of the corresponding constraints system follows from the fact that G
is 4-edge colorable. Some details follow.

Let G be a routing network with m’ = m-poly log m vertices. We now construct a set S; of constraints
that describes the subspace W/ C {0, 1}m/ as follows. We begin by identifying each coordinate in [m/]
with a vertex of G, and in particular identify the coordinates in [m] with vertices of G. Next, we find a
collection P of vertex-disjoint paths on G, such that for each equality constraint s € S;, there is a path
in P that connects the coordinates that s touches. Finding such paths is possible by the fact that G
is a routing network. Finally, for each edge e of G, we put in S! an equality constraint between the
endpoints of e if and only if e participates in one of the aforementioned vertex-disjoint paths.

It should be clear that W/ is an extension of W;. To see that W{,..., W/ form a 4-CCS, let &' o
S} U...US, and observe that every constraint in &’ is an equality constraint between the endpoints
of some edge of G. Now, we can choose the network G to be 4-edge colorable, in which case the
constraints in &’ can be colored using 4 colors such that no two constraints of the same color touch
the same coordinate. Thus, W7, ..., W/ and &' satisfy Definition 4.5.7 with x = 4. This concludes the

construction.

Handling arbitrary linear circuits. It remains to show how to transform arbitrary linear circuits
©1, ..., to a 6-CCS as in Claim 4.5.10. Let ¢y, ..., ¢ : {0,1}" — {0,1}" be linear circuits of size n,
and assume for simplicity that every gate in @1, ..., ¢, has exactly two incoming and two outgoing wires
(it is not hard to remove this assumption). The proof strategy is to construct for each subspace W;
an extension U; C {0,1}*" that is described by constraints of two types: The constraints of the first
type form a 2-CCS. The constraints of the second type are equality constraints. We then complete the
proof by handling the second type equality constraints in the same way as in the “warm-up” case of
Section 4.5.3.3.
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We turn to describe how to construct the subspace U; C {0,1}*". For each wire v of ;, we associate

n

v with two coordinates in [2n], denoted v'™ and vOUt . The subspace U; is described by two types of

constraints:

1. Computation constraints: For each gate g in ¢;, whose incoming wires are vy, vo and whose

outgoing wires are vs, v4, we have two linear constraints of the form vQU = M 4 I and

oQUE = I 4 0 Ty addition, for each output wire v of ;, we have a constraint of the form
out
v =0.

2. Consistency constraints: For every wire v in ¢;, we have the linear constraint v = yOut,

Observe that each U; is indeed an extension of W;.

Now, let us re-arrange the coordinates in [2n] such that, if a gate g of ¢; has incoming wires vq, vy

and outgoing wires vs, vy, then the coordinates v, v, USUt, w9 are consecutive as numbers. The

critical observation is that when using this ordering, the computation constraints are the same for every
subspace U;. In other words, the only difference between distinct subspaces U;, U; is the consistency
constraints. In addition, observe that the computation constraints can be colored using two colors such
that no two computation constraints of the same color touch the same coordinate. The latter two
observations imply that the computation constraints already satisfy the requirements of a 2-CCS.

We have seen that the computation constraints already satisfy the requirements of a CCS, so it
remains to handle the consistency constraints. This is done as in the “warm-up” case of Section 4.5.3.3,
by embedding the consistency constraints on a routing network, and coloring them using 4 colors. Note
that this embedding requires to construct for each U; an extension W/ C {0,1}™ for m’ = O(n). Finally,
we take W7, ..., W/ to be the required 6-CCS. Note that each W/ is indeed an extension of W;, since
W is an extension of U; which is in turn an extension of W;.

4.6 Proof of the main theorem

In this section, we show how to prove our main theorem, restated below, by combining the tools that
were developed in the previous sections.

Theorem (4.1.1, main theorem, restated). For every time-constructible t : N — N and every language
L € NTIME(%), there exists a PCP verifier for L with proof length £(n) = t(n) - (log (t(n)))°tsle )
query complezity O(1), and rejection probability Q(1).

Fix a time-constructible function t. We construct PCPs with the required parameters for NTIME(?).
Our starting point is the linear PCPP constructed in Corollary 4.5.5, which we denote here V;. The
verifier Vi has proof length O(n), query complexity O(y/n), and rejection ratio 1/polylogn. In addi-
tion, V; has O(1)-row/column access. We thus apply the robustization technique of Theorem 4.4.7 to
V4, resulting in a linear PCPP verifier V, that has proof length O(n), query complexity O(,/n), and
robustness 1/poly logn.

Our next step is to compose V5, with itself for loglogn times, resulting in a linear PCPP veri-
fier V3 that has proof length n - (log n)o(loglog ") query complexity (logn)?™°8™ and rejection ratio
1/ (logn)?"&8™ " Then, we apply the transformation of linear PCPPs to (general) PCPs of Theo-
rem 4.3.6, resulting in a PCP verifier V; for NTIME(¢), which has proof length ¢ - (log t)°"#°8? query
complexity (logt)?"8°8 and rejection probability 1/ (log t)°"'¢")

We proceed by reducing the query complexity of V; to O(1) by applying a standard query reduction
technique that works roughly like the reduction of CIRCUITSAT to 3SAT. This technique increases the
proof length by a factor that is polynomial in the original query complexity, and decreases the rejection

probability by a similar factor. We are left with a PCP verifier V5 for NTIME(¢), which has proof

length ¢ - (logt)?1#16"  constant query complexity, and rejection probability 1/ (log ¢)°!s'8%).
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Finally, we apply the gap amplification technique of Dinur [Din07] to V5. This technique can be
applied to PCPs with constant query complexity, and increases the rejection probability of a PCP
verifier to a constant, while increasing the proof length by a factor that is inversly polynomial in the
original rejection probability, and maintaining the constant query complexity. We therefore obtain a
PCP verifier V5 for NTIME(¢), which has proof length ¢ - (log t)o(log logt), constant query complexity,
and constant rejection probability. Vg is the required PCP verifier.

Remark 4.6.1. The foregoing description oversimplifies things a little. In particular, a few of the steps
taken above require bounds on the randomness complexity and the decision complexity of the verifiers.
However, such bounds can be proved.



Chapter 5

Combinatorial PCPs with Low Soundness
Error

5.1 Introduction

A PCP (Probabilistically Checkable Proof) is a proof system that allows checking the validity of a claim
by reading only a constant number of bits of the proof. The PCP theorem asserts the existence of
PCPs of polynomial length for any claim that can be stated as membership in an NP language. In this
chapter, we consider the soundness error of PCPs, which is the probability that a false claim is accepted,
and give a new construction of a PCP with sub-constant soundness error and two queries. This setting
is particularly important for inapproximability, as will be discussed shortly below. Formally, we prove
the following result.

Theorem 5.1.1 (Two-query PCP with small soundness). There exists a constant k > 0 such that for
every function € : N — (0,1) satisfying 1/n" < e(n) < 1/polylogn the following holds: Every language
L € NP has a two-query PCP system with perfect completeness, soundness error 1/polylogn, alphabet
size 21/PWE) proof length poly (n), and randomness complexity O(logn). Furthermore, the verifier in
this PCP system makes only ‘projection’ queries.

This theorem matches the parameters of the folklore “manifold vs. point” construction which has
been the only construction in the literature for this parameter range. The technical heart of that
construction is a sub-constant error low degree test [RS97, AS03], see full details in [MROS|.

Our proof of Theorem 5.1.1 is based on the elegant derandomized direct product test of [[KWO09]. In
a nutshell, our construction is based on applying this test to obtain a “derandomized parallel repetition
theorem”. While it is not clear how to do this for an arbitrary PCP, it turns out to be possible for PCPs
with certain structure. We show how to convert any PCP to a PCP with the required structure, and then
prove a “derandomized parallel repetition theorem” for such PCPs, thereby getting Theorem 5.1.1. The
derandomized parallel repetition theorem relies on a reduction from the derandomized direct product
test of [IKWO09.

The Moshkovitz-Raz Construction. Recently, Moshkovitz and Raz [MRO08] constructed even stronger
PCPs. Specifically, they managed to remove the limitation ¢(n) < 1/polylogn from Theorem 5.1.1,
thus allowing any function £(n) > 1/n*. This allows constructing PCPs with sub-constant error and
any alphabet size smaller than 2P°Y1°8™ at the expense of a suitable increase in the soundness error.
Being able to reduce the alphabet size has strong consequences for inapproximability, see [MRO8] for
details. The technique of [MROS] (as explained in the later simplification of [DHO09]) is essentially based
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on the composition of certain PCP constructions. In fact, their main building block is the “manifold vs.
point” construction mentioned above.

Our construction can be extended to yield a so-called decodable PCP [DH09], which is an object
slightly stronger than a PCP. This can be plugged into the scheme of [DH09] to give a nearly! combi-
natorial proof of the following result of [MRO08]. Namely,

Theorem 5.1.2 ([MRO08|). There ezists a constant k > 0 such that for every function (n) > 1/n"
the following holds: Every language L € NP has a two-query PCP system with perfect completeness,
soundness error €, alphabet size at most 2Y/°°%E) - proof length poly (n), and randomness complexity
O(logn). Furthermore, the verifier in this PCP system makes only ‘projection’ queries.

We note that the result of [MRO8] is in fact even stronger than claimed above since their verifier has
almost-linear proof length (specifically n'*+°(")), and has randomness complexity of only (1 + o(1))logn
random bits, see also Remark 5.6.27.

Organization of the introduction. In the following four sections we outline the background and
main ideas of this chapter. We start by describing the parallel repetition technique in general and
its relation with direct product tests. We proceed to describe our technique of derandomized parallel
repetition. We then describe our notion of “PCPs with linear structure”, to which the derandomized
parallel repetition is applied.

After the foregoing outline, we discuss relevant works and possible future directions, and describe
the organization of this chapter.

Parallel repetition and Direct Products

A natural approach to reducing the soundness error of a PCP verifier is by running it several times
independently, and accepting only if all runs accept. This is called sequential repetition. Obviously, if
the verifier is invoked k times the soundness error drops exponentially in k. However, the total number
of queries made into the proof grows k-fold, and in particular, it is greater than 2. Since our focus is on
constructing PCPs that make only two queries, we can not afford sequential repetition.

In order to decrease the soundness error while maintaining the query complexity, one may use parallel
repetition. For the rest of this discussion, we consider only PCPs that use only two queries. Let us briefly
recall what parallel repetition means in this context. As in the case of sequential repetition, one starts
out with a PCP with constant soundness error, and then amplifies the rejection probability by repetition
of the verifier. However, in order to save on queries, the prover is expected to give the k-wise direct
product encoding of the original proof. Formally, if 7 : [n] — X describes the original proof then its
direct product encoding, denoted by 7*, is the function 7®* : [n]* — ¥ defined by

T (wy, .. ay) = (m(w), ..., w(2g)).

The new verifier will simulate the original verifier on k independent runs, but will read only two symbols
from the new proof, which together contain answers to k independent runs of the original verifier.

Of course, there is no a priori guarantee that the given proof is a direct product encoding 7% of
any underlying proof 7, as intended in the construction. This is the main difficulty in proving the
celebrated parallel repetition due to Raz [Raz98] that shows that the the soundness error does go down
exponentially with k.

One may try to circumvent the difficulty in analyzing the parallel repetition theorem by augmenting
it with a direct product test. That is, making the verifier test that the given proof II is a direct product

Tt is debatable whether our use of “linear structure” disqualifies the result from being considered purely combinatorial.
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encoding of some string 7, and only then running the original parallel repetition verifier. This can
sometimes be done without even incurring extra queries. Motivated by this approach Goldreich and
Safra [GS00] suggested and studied the following question:

DP testing: Given a function F : [n]® — X test that it is close to f®* for some f : [n] — 2.

Let us now describe a two query direct product test. From now on let us make the simplifying assumption
that the function F : [n]® — ¥* to be tested is given as a function of k-sized subsets rather than
tuples, meaning that F'(z1,...,xy) is the same for any permutation of z1, ..., x;. The test chooses two
random k-subsets Bi, By € ([Z]) that intersect on a subset A = B; N By of a certain prescribed size

and accept if and only if F'(B1) 4, = F (B2) 4. This test was analyzed further in several works, see
[GS00, DR06, DG08, IKW09].

Remark 5.1.3. An expert reader may note that the above direct product test is not a projection test,
while we need a projection test for Theorem 5.1.1. Indeed, in our actual proof we use a variant of the
above direct product test which is a projection test (see Section 5.2.1 for details).

Derandomized Direct Product Testing

Recall that our goal is to construct PCPs with sub-constant soundness error. Note, however, that
since the parallel repetition increases the proof length exponentially in k£ (and the randomness of the
verifier grows k-fold), one can only afford to make a constant number of repetitions if one wishes to
maintain polynomial proof length and logarithmic randomness complexity. On the other hand, obtaining
sub-constant soundness error requires a super-constant number of repetitions.

This leads to the derandomization question, addressed already 15 years ago [FK95]. Can one recycle
randomness of the verifier in the parallel repetition scheme without losing too much in soundness error?

Motivated by this question, Impagliazzo, Kabanets, and Wigderson [IKW09] introduced a method
for analyzing the direct product test which allowed them to derandomize it. Namely, they exhibited
a relatively small collection of subsets K C ([Z}), and considered the restriction of the direct product
encoding f®* to this collection. They then showed that this form of derandomized direct product can
be tested using the above test. The collection K is as follows: identify [n] with a vector space F™, let
k= |]F|d for constant d, and let K be the set of all d-dimensional linear subspaces.

A natural next step is to use the derandomized direct product of [[IKW09] to obtain a derandomized
parallel repetition theorem. Recall that the parallel repetition verifier works by simulating k£ independent
invocations of the original verifier on 7, and querying the (supposed) direct product IT on the resulting
k-tuples of queries. However, in the derandomized setting, the k-tuples of queries generated by the
verifier may fall outside IC. This is the main difficulty that we address in this chapter.

This is where the structure of the PCP comes to our aid. We show that for PCPs with a certain linear
structure, the k-tuples of queries can be made in a way that is compatible with the derandomized direct
product test of [IKW09]. More specifically, the k-tuples of queries always belong to the collection K,
and are distributed like queries of the derandomized direct product test. This allows us to prove a
derandomized parallel repetition theorem for the particular case of PCPs with linear structure. Our
main theorem is proved by constructing PCPs with linear structure (discussed next), and applying the
derandomized parallel repetition theorem.

PCPs with Linear Structure

We turn to discuss PCPs with linear structure. The underlying graph structure of a two-query PCP
is a graph defined as follows. The vertices are the proof coordinates, and the edges correspond to all
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possible query pairs of the verifier. (See also Section 5.2.3). We say that a graph has linear structure
if the vertices can be identified with a vector space F™ and the edges, which clearly can be viewed as
a subset of F?™_ form a linear subspace of F?™ (see also Definition 5.3.1). A two-query PCP has linear
structure if its underlying graph has linear structure.

As mentioned above, an additional contribution of this chapter is the construction of PCPs with
linear structure. That is, we prove the following result.

Theorem 5.1.4 (PCPs with linear structure). Every language L € NP has a two-query PCP system
with a linear structure which has perfect completeness, soundness error 1—1/poly logn, constant alphabet
size, proof length poly (n), and randomness complezity O(logn).

We believe that Theorem 5.1.4 is interesting in its own right: For known PCPs, the underlying graph
structure is quite difficult to describe, mostly due to the fact that PCP constructions are invariably based
on composition. In principle, however, the fact that a PCP is a “complex” object need not prevent the
underlying graph from being simple. In analogy, certain Ramanujan expanders [LPS88] are Cayley
graphs that are very easy to describe, even if the proof of their expansion is not quite so easy. It is
therefore interesting to study whether there exist PCPs with simple underlying graphs.

Philosophically, the more structured the PCP, the stronger is the implied statement about the class
NP, and the easier it is to exploit for applications. Indeed, the structure of a PCP system has been used
in several previous works. For example, Khot constructs [Kho06] a PCP with quasi-random structure
in order to establish the hardness of minimum bisection. Dinur [Din07] imposes an expansion structure
on a PCP to obtain amplification.

We prove Theorem 5.1.4 by embedding a given PCP into the de Bruijn graph and relying on the
algebraic structure of this graph. We remark that the de Bruijn graph has been used in constructions of
PCPs before, e.g. [PS94, BFLS91], in similar contexts. We believe that structured PCPs are an object
worthy of further study. One may view their applicability towards proving Theorem 5.1.1 as supporting
evidence. An interesting question which we leave open is whether Theorem 5.1.4 can be strengthened
so as to get constant soundness error. By simply plugging such a PCP into our derandomized parallel
repetition theorem one would get a direct proof of the aforementioned result of [MROS8], without using
two-query composition.

Remark 5.1.5. Our notion of PCPs with linear structure should not be confused with the notion of
“linear PCPPs” that appeared in the literature before (see [BSHLMO09], and the related “linear inner
verifier” of [GS00]). A linear PCPP is, roughly, a PCP system for checking the membership of a vector
in a given linear subspace, in which the proof is required to be a linear function of the aforementioned
vector. This requirement is unrelated to our definition, which does not restrict the claim to be verified
or the proof, and on the other hand restricts the query structure of the PCP verifier.

Decodable PCPs

We extend our results to also yield a new construction of decodable PCPs (dPCPs). A dPCP gives a
way to encode NP witnesses so that a verifier (called a decoder in this context) is able to both locally
test their validity as well as to locally decode bits from the encoded NP witness. Decodable PCPs? were
introduced in [DHO09] towards simplifying and modularizing the work of [MRO08] on two-query PCPs with
small soundness. In [DHO09] the result of [MRO8] was reproved assuming the existence of two building
blocks, a PCP and a dPCP, which were used as a black box. Until this work there has been only one
known construction of a dPCP, based on the manifold vs. point construction. In this chapter we give

2Decodable PCPs generalize the notion of “locally decode/reject codes” of [MRO8] and the even earlier notion of “LDF
readers” of [DFK199].
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a new construction of a dPCP which is obtained by applying derandomized parallel repetition in an
analogous way to Theorem 5.1.1. We prove

Theorem 5.1.6 (dPCP, informal version). There ezists a two-query PCP decoder with perfect complete-
ness, soundness error 1/poly logn, list size poly log n, proof alphabet 2P°Y1°8™ - proof length poly (n), and
randomness complexity O(logn).

The notion of dPCPs is described in detail in Section 5.6, and in particular in Section 5.6.2. The-
orem 5.1.6 is stated and proved in Section 5.6.4 based on two main lemmas, which are proved in
Sections 5.7 and 5.8.

In order to prove this theorem we generalize each of the steps of the proof of Theorem 5.1.1. First,
we construct a dPCP with linear structure but with relatively high soundness error in an analogous
way to our proof of Theorem 5.1.4 (PCPs with linear structure). Next, we apply derandomized parallel
repetition to get the desired dPCP. The two steps are described in Sections 5.7 and 5.8 respectively.

An additional contribution of this chapter is an extension of the definitions of [DH09], of dPCPs that
work with low soundness error, to one that works with high soundness error. This is necessary because
plugging in a higher value for the soundness error parameter into the existing definition of [DH09] turns
out to be useless. Instead, we give a variant which we call uniquely decodable PCPs (udPCPs). We show
that udPCPs are in fact equivalent to PCPs of Proximity (PCPPs). This allows us to rely on known
constructions of PCPPs [BSGH'06, DR06] as our starting point. For more details see Section 5.6.2.

Together, Theorem 5.1.1 and Theorem 5.1.6 imply Theorem 5.1.2 (the [MROS§] result). This is
sketched in Section 5.6.5.

Remark 5.1.7. In fact, Theorem 5.1.6 can be proved for any soundness error £(n) satisfying 1/n" <
g(n) < 1/polylogn (for some constant £ > 0. As in Theorem 5.1.1, the alphabet size in such case
is 21/PoW() “and furthermore the list size becomes 1/poly (¢). However, in this chapter we only prove
Theorem 5.1.6 for e(n) = 1/poly log n, since this is all we need to in order to prove Theorem 5.1.2 (the
[MROS] result).

Related Work and Future directions

Our final construction of a two-query PCP has exponential relation between the alphabet size and the
error probability (that is, |3 = 2!/P°Y()). In general, one can hope for a polynomial relation, and
this is the so-called “sliding scale” conjecture of [BGLR93]. Our approach is inherently limited to an
exponential relation both because of a lower bound on direct product testing from [DGO08], and, more
generally, because of the following lower bound of Feige and Kilian [FK95] on parallel repetition of games.
Feige and Kilian prove that for every PCP system and k& = O(logn) invocations of the original verifier, if
one insists on the parallel repetition using only O(logn) random bits, then the soundness error must be
at least 1/polylogn (and not 1/poly(n) as one might hope). For the choice of & = O(logn), the results
of this chapter match the [FK95] lower bound by exhibiting a derandomized parallel repetition theorem,
albeit only for PCPs with linear structure, that achieves a matching upper bound of 1/polylogn on the
soundness error.

Nevertheless, for three queries we are in a completely different ball-game, and no lower bound is
known. It would be interesting to find a derandomized direct product test with three queries with
lower soundness error, and to try and adapt it to a PCP. We note that there are “algebraic” construc-
tions [RS97, DFK*99] that make only three queries and have much better relationship between the error
and the alphabet size.

It has already been mentioned that while our result matches the soundness error and alphabet size
of the [MRO8] result, it does not attain nearly linear proof length. Improving our result in this respect
is another interesting direction.
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Structure of the chapter

The chapter has two main parts, the first part is concerned with proving the main result for PCPs, and
the second part generalizes this result to dPCPs.

e Part 1. The structure of the proof is “top to bottom”. Our main theorem for PCPs is based on
two main steps: (i) embedding a PCP into a PCP with linear structure, and (ii) a derandomized
parallel repetition theorem for such PCPs. We begin, in Section 5.3, by stating the two main
lemmas corresponding to the two steps above, and then proving the main theorem, assuming
correctness of the lemmas. We then proceed to prove each main lemma. In Section 5.4 we show
how to embed a PCP into one with linear structure (by routing it on a de Bruijn like graph).
In Section 5.5 we prove the “derandomized parallel repetition” theorem for PCPs with linear
structure. This is done by reduction to the derandomized direct product test of [IKW09]. More
accurately, our analysis relies on a specialized variant of this test which we call an S-test, which
is analyzed in Section 5.9.

e Part 2. The second part of the chapter adapts our PCP construction to a dPCP. In Section 5.6
we discuss and define dPCPs, and prove Theorem 5.1.6. We also show how to use this theorem
to derive the [MRO8] result (Theorem 5.1.2) as a corollary. The two main steps in the proof of
Theorem 5.1.6 are described in Sections 5.7 and 5.8 and are analogous to the two main steps of
proving Theorem 5.1.1.

e Finally, we analyze the specialized direct product test (called the S-test) in Section 5.9, based on
the work of [IKW09].

5.2 Preliminaries

Let g : U — X be an arbitrary function, and let A C U be a subset. We denote by g4 the restriction of
g (as a function) to A. We also use the following convention.

Notation 5.2.1. Given two functions f,g: U — X, we denote f ~ g (f % g) to mean that they differ
on at most (more than) « fraction of the elements of U.

We refer to a d-dimensional linear subspace of an underlying vector space simply as a d-subspace.
For two linear subspaces A; and A,, the standard notation A; + Ay denotes the smallest linear subspace
containing both of them. We say that A;, Ay are independent if and only if A; N Ay = {0}. If A; and
Ag are disjoint, the standard notation A; @ A, is used to denotes A; + As,.

Let G = (V, E) be a directed graph. For each edge e € E we denote by left (e) and right (e) the left
and right endpoints of e respectively. That is, if we view the edge e € F as a pair in V' x V| then left (e)
and right (e) are the first and second elements of the pair e respectively. Given a set of edges Ey C E,
we denote by left (Fy) and right(Fy) the set of left endpoints and right endpoints of the edges in Ej
respectively.

5.2.1 Direct product testing [IKWO09]

Let us briefly describe the setting in which we use the derandomized direct product test of [[KW09]. In
[IKW09] the main derandomized direct product test is a so-called “V-test”. We consider a variation of
this test that appears in [IKW09, Section 6.3] to which we refer as the “P-test” (P for projection).
Given a string 7 € ¥, we define its (derandomized) P-direct product II as follows: We identify [/]
with ", where [ is a finite field and m € N, and think of 7 as an assignment that maps the points in
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1. Choose a uniformly distributed d;-subspace B C F™.

2. Choose a uniformly distributed dy-subspace A C B.

3. Accept if and only if I1(B) , = II(A).

Figure 5.1: The P-test

F™ to 3. We also fix dy < d; € N. Now, we define II to be the assignment that assigns each dy- and
di-subspace W of F to the function 7y : W — ¥ (recall that my is the restriction of 7 to W).

We now consider the task of testing whether a given assignment II is the P-direct product of some
string 7 : "™ — >. In those settings, we are given an assignment to subspaces, i.e. a function II that
on input a dy-subspace A C F™ (respectively d;-subspace B C F™), answers with a function a : A — %
(respectively, b : F™ — ). We wish to test whether II is a P-direct product of some 7 : F” — >, and
to this end we invoke the P-test, described in Figure 5.1.

It is easy to see that if II is a P-direct product then the P-test always accepts. Furthermore, it can
be shown that if II is “far” from being a P-direct product, then the P-test rejects with high probability.
Formally, we have the following result.

Theorem 5.2.2 (Soundness of the P-test[IKWO09]). There ezists a universal constant h € N such that

the following holds: Lete > h-d0-|IF|7dO/h, o™ h-d0-|]F|7d°/h. Assume that dy > h-dy, m > h-dy. Suppose

that an assignment I1 passes the P-test with probability at least €. Then, there exists an assignment m
such that
Pr[[I(B), =T1(A) and T1(B) & mp and TT(A) & m] = Q(eY), (5.1)

where the probability is over A, B chosen as in the P-test.
Theorem 5.2.2 can be proved by adapting the analysis of [TKW09] (in particular, Sections 3.4 and 4)

to the setting of the P-test, while relying on a lemma of [IKW09]. The proof can be found in [DM10,
App. Al.

Working with randomized assignments. As observed by [IKW09], Theorem 5.2.2 works in even
stronger settings. Suppose that II is a randomized function, i.e., a function of both its input and some
additional randomness. Then, Theorem 5.2.2 still holds for II, where the probability in (5.1) is over
both the choice of A and B, and over the internal randomness of I1. We will rely on this fact in a crucial
way in this chapter.

5.2.2 Sampling tools

The following is the standard definition of a sampler, stated in the terminology of graphs, see e.g.
[LJKWO08].

Definition 5.2.3 (Sampler Graph). A bipartite graph G = (L, R, E) is said to be an (e, §)-sampler if,
for every function f : L — [0, 1], there are at most § | R| vertices u € R for which

|EUEN(U) [f(v)] — EveL[f<U)H > €.

Observe that if G is an (e, d)-sampler, and if F' C L, then by considering the function f = 1r we get
that there are at most J |R| vertices v € R for which

Pr ve F]— Prlve F|| >«

vEN (u) veL
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The following lemma is stated in [IKW09, Lemma 2.2] and is proved implicitly in [[JKWO08, Lemma
2.9]. For completeness, we include its proof.

Lemma 5.2.4 (Subspace-point sampler [IJKWO08]). Let d' < d be natural numbers, let V' be a linear
space over a finite field F, and let W be a fized d'-subspace of V. Let G be the bipartite graph whose left
vertices are all points of V' and whose right vertices are all d-subspaces of V' that contain W. We place
an edge between a d-subspace X and x € V if and only if v € X. Then G is an (T + ‘]F‘dl,d,, - L )-

d’72.7_2

sampler for every T > 0.

Proof. Fix a function f: V — [0, 1]. We show that for a uniformly distributed d-subspace X C V' that
contains W it holds with probability at least 1 — ———— that

|]F|d—d/—2_7_2

1
Erex [f(z)] — Evev [f(v)]| <7 p——T
[Erex [f(2)] [f] <7+ F

Let W be a fixed subspace of V for which V.= W @ W. Let fyr : W — [0,1] be the function that
maps each vector W of W to E,cqw [f(v)], and observe that E,cy [f(v)] = Ey oy [fw (W)]. Furthermore,
observe that every d-subspace X that contains W can be written as X = W & U where U is a (d — d')-
subspace of W, and moreover that E,cy [f(2)] = Eyev [fw(w)]. Thus, it suffices to prove that for a
uniformly distributed (d — d')-subspace U of W it holds with probability at least 1 — W that

[Bueu [fw (W)] = Eger [fw (@) <7+ (5.2)

1
|F‘d—d"

To that end, let U be a uniformly distributed (d — d’)-subspace of W. Let S; be a uniformly distributed

d—d’
set of Q) dof ‘F‘m_l—l vectors of U such that every two vectors in S; are linearly independent®. For every

a € F* let S, be the set obtained by multiplying every vector in S; by a. Observe that all the sets S,
have the property that every two vectors in S, are linearly independent, and that the sets S, form a

partition of U\ {0}. We will show that for every o € F* it holds with probability at least 1 — m
that

[Bues, [fw(w)] = Egew [fw(@)]] < 7,

and the required result will follow by taking the union bound over all @ € F*, and by noting that the

vector 0 contributes at most W to the difference in Inequality 5.2.

Fix o € F*, and let sq,...,5¢9 be the vectors in S,. It is a known fact that sq,...,sq are pair-wise
independent and uniformly distributed vectors of W (over the random choice of U). This implies that
fw(s1),..., fw(sq) are pair-wise independent random variables with expectation E [ fw ()], and

therefore by the Chebyshev inequality it follows that
1

1
P >7| < < ; ,

as required. [

1 Q
) Z Tw(si) — Egew [fw(W)]

3Such a set can be sampled, for example, by iteratively choosing a uniformly distributed vector of U that is linearly

independent from each of the previously chosen vectors individually. It is not hard to see that such a process will halt

. def |F|4-4'_1
after choosing @ = ‘ |“F|_1

vectors.
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5.2.3 Constraint graphs and PCPs

As discussed in the introduction, the focus of this chapter is on claims that can be verified by reading a
small number of symbols of the proof. A PCP system for a language L is an oracle machine M, called a
verifier, that has oracle access to a proof m over an alphabet Y. The verifier M reads the input x, tosses
r coins, makes at most ¢ “oracle” queries into 7, and then accepts or rejects. If x is in the language
then it is required that M accepts with probability 1 for some 7, and otherwise it is required that M
accepts with probability at most e for every w. More formally:

Definition 5.2.5. Let r,q : N — N, and let X be a function that maps the natural numbers to finite
alphabets. A (r,q)y,-PCP verifier M is a probabilistic polynomial time oracle machine that when given
input z € {0,1}", tosses at most r(|z|) coins, makes at most ¢ (|z|) non-adaptive queries to an oracle
that is a string over X(|z|), and outputs either “accept” or “reject”. We refer to r, ¢, and ¥ as the
randommness complexity, query complezity, and proof alphabet of the verifier respectively.

Remark 5.2.6. Note that for an (r,q)s-PCP verifier M and an input z, we can assume without loss
of generality that the oracle is a string of length at most 270D . ¢(|z|), since this is the maximal number
of different queries that M can make. Hence, it is unnecessary to keep track of the proof length of the
verifier.

Definition 5.2.7. Let r, ¢ and ¥ be as in Definition 5.2.5, let L C {0,1}" and let ¢ : N — [0,1). We say
that L € PCP. 5 [r, ¢] if there exists an (7, ¢)»-PCP verifier M that satisfies the following requirements:

e Completeness: For every x € L, there exists 7 € X (|z|)” such that Pr[M™(x) accepts| = 1.
e Soundness: For every x ¢ L and for every 7 € X (|x])" it holds that Pr [M™(x) accepts] < e (|z]).
One possible formulation of the PCP theorem is as follows.

Theorem 5.2.8 (PCP Theorem [AS98, ALM198]). There exist universal constant e € (0,1) and a finite
alphabet 3 such that NP C PCP, 5, [O(logn), 2].

PCPs that have query complexity 2 correspond to graphs in a natural way: Consider the action of

an (r,2)y-verifier M on some fixed string x, and let r o r(|x]),2 o Y(|z|). The verifier M is given

access to some proof string 7 of length ¢, and may make 2" possible tests on this string, where each such
test consists of making two queries to 7 and deciding according to the answers. We now view the action
of M as a graph in the following way. We consider the graph G whose vertices are the coordinates
in [¢], and that has an edge for each possible test of the verifier M. The endpoints of an edge e of
G are the coordinates that are queried by M in the test that corresponds to e. We also associate an
edge e with a constraint ¢, € ¥ x ¥, which contains all the pairs of answers that make M accept when
performing the test that corresponds to e. We think of 7 as an assignment that assigns the vertices of
G values in 3, and say that 7 satisfies an edge (u,v) if (7(u), 7(v)) € cruw). If © € L, then it is required
that there exists some assignment 7 that satisfies all the edges of G, and otherwise it is required that
every assignment satisfies at most e fraction of the edges. This correspondence is called the FGLSS
correspondence [FGL*96]. We turn to state it formally:

Definition 5.2.9 (Constraint graph). A (directed) constraint graph is a directed graph G = (V, E)
together with an alphabet ¥, and, for each edge (u,v) € E, a binary constraint ¢,, C 3 x X. The size
of G is the number of edges of G. The graph is said to have projection constraints if it is bipartite with
all the edges directed from the left to the right, and every constraint c,, has an associated function
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fuw © 2 — X such that ¢,, is satisfied by (a,b) if and only if f, ,(a) = b.
Given an assignment 7 : V' — 3, we define

SAT(G,7) = Pr [(n(u),7(v)) € cu] and SAT(G)= mgx(SAT(G, m)).

(u,v)EE
We also denote UNSAT(G,m) =1 — SAT(G, 7) and similarly UNSAT(G) = 1 — SAT(G).

Remark 5.2.10. Note that Definition 5.2.9 uses directed graphs, while the common definition of con-
straint graphs refers to undirected graphs.

Remark 5.2.11. Note that if the graph G has projection constraints, then this is simply a label cover
instance with projection constraints [AL96].

Proposition 5.2.12 (FGLSS correspondence [FGLT96]). The following two statements are equivalent:
e L e PCP.+ |12

o There exists a polynomial-time algorithm that transforms strings v € {0,1}" to constraint graphs
G of size 27020 with alphabet X (|z|) such that: (1) if v € L then SAT(G,) =1, and (2) if x ¢ L
then SAT(G,) < e.

Given a PCP system for L, we refer to the corresponding family of graphs {G.} where x ranges over all
possible instances as its underlying graph family. If the graphs {G.} have projection constraints then
we say that the PCP system has the projection property.

Using the [FGLT96] correspondence, we can rephrase the PCP theorem in the terminology of con-
straint graphs:

Theorem 5.2.13 (PCP Theorem for constraint graphs). There exist universal constant € € (0,1) and a
finite alphabet 3 such that for every language L € NP the following holds: There exists a polynomial time
reduction that on input x € {0,1}", outputs a constraint graph G such that if x € L then SAT(G,) =1
and otherwise SAT(G,) < e.

Remark 5.2.14. The connection between PCPs and approximation problems (such as Proposition 5.2.12)
was discovered by [FGL196]. However, the precise correspondence between PCPs and constraint graphs

that is given in Proposition 5.2.12 was only stated for the first time by [ALM™98]. Still, in the rest of

this chapter we refer to Proposition 5.2.12 as the [FGL196] correspondence.

Remark 5.2.15. Note the tight relationship between the randomness complexity of the PCP and the
size of the corresponding constraint graphs. In particular, observe that PCP verifiers with randomness
complexity O(logn) correspond to constraint graphs of polynomial size. This relationship is one of the
main reasons for the study of the randomness complexity of PCP verifiers.

Moreover, recall that the work of [MRO8| constructs PCPs that are very randomness efficient, i.e.,
have randomness complexity (1 + o(1))logn (see also Remark 5.6.27). This randomness efficiency is
translated into constraints graphs of almost-linear size, namely n'+°®),

5.2.4 Basic facts about random subspaces

In this section we present two useful propositions about random subspaces. The following proposi-
tion says that a uniformly distributed subspace is independent from every fixed subspace with high
probability.
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Proposition 5.2.16. Let d,d € N such that d > 2d’, and let V be a d-dimensional space. Let W7 be a
uniformly distributed d'-subspace of V', and let Wy be a fized d’'-subspace of V. Then,

PrWy N Wy = {0} >1—-2-d/|F*“ >

Proof. Suppose that W is chosen by choosing random basis vectors vy,...,vs one after the other. It
is easy to see that Wi N Wy # {0} only if v; € span (Wy U {vq,...,v;1}) for some i € [d']. For each
fixed i, the vector v; is uniformly distributed in V\span {vy,...,v;_1}, and therefore the probability that
v; € span (Wy U {vy,...,v;_1}) for a fixed 7 is at most

span (Wo U {vr, ..., v 0})]  [FIPH!
[V\span {vi,...,vi0}  |F|* = [F|""
9. ’]F‘d/—i-i—l
7|
2 . |]F|2-d’—1
7|

2
< FE

where Inequality 5.3 can be observed by noting that |[F|™" < |F|*" < :- IF|”. By the union bound,
the probability that this event occurs for some i € [d'] is at most “Fﬁ'%. It follows that the probability

that Wy N W, # {0} is at most Wﬁfd,d, as required. [
The following proposition says that the span of d’ uniformly distributed vectors is with high proba-
bility a uniformly distributed d’-subspace.

Proposition 5.2.17. Let V be a d-dimensional space over a finite field F, let wy, ..., wy be independent
and uniformly distributed vectors of V', and let W = span{wy, ..., wa}. Then, with probability at least
1-d/ \IF|d7d/ it holds that dim W = d'. Furthermore, conditioned on the latter event, W is a uniformly
distributed d' -subspace of V.

Proof. The fact that dim W = d’ with probability at least 1—d’/ [F|*" can be proved in essentially the
same way as Proposition 5.2.16. To see that conditioned on the latter event it holds that the subspace W
is uniformly distributed, observe that since wy, . . ., wg were originally chosen to be uniformly distributed,
all the possible d’-sets of linearly independent vectors have the same probability to occur. |

Finally, the following proposition shows the equivalence of two different ways of choosing subspaces
Ay, Ay C B where A; and A, are independent.

Proposition. Let V' be a linear space over a finite field F, and let dy,d; € N be such that dy < d <
dim V. The following two distributions over dg-subspaces Ay, As and a dy-subspace B are the same:

1. Choose B to be a uniformly distributed d,-subspace of V', and then choose Ay and As to be two
uniformly distributed and independent dy-subspaces of B.

2. Choose Ay and Ay to be two uniformly distributed and independent dy-subspaces of V', and then
choose B to be a uniformly distributed d,-subspace of V' that contains A, and A,.
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Proof. Observe that choosing A;, Ay, B under the first distribution amounts to choosing d; uniformly
distributed and linearly independent vectors in V' (those vectors will serve as the basis of B), and then
choosing two disjoint subsets of those vectors to serve as the basis of A; and as the basis of A;. On
the other hand, choosing A;, As and B under the second distribution amounts to choosing dy uniformly
distributed and linearly independent vectors in V' to serve as the basis of A;, then choosing another d
uniformly distributed and linearly independent vectors in V' to serve as the basis of Ay while making
sure that this basis is also linearly independent from the basis of A;, and then completing the basis of
Ay and the basis of As to a basis of B. It is easy to see that those two distributions over a set of d;
vectors and its two disjoint subsets are identical. [

5.2.5 Similarity of distributions

In this section we introduce a notion of “similarity of distributions”, which we will use in the second
part of the chapter. Let X; and X5 be two random variables that take values from a set X', and let
v € (0,1]. We say that X; and X, are -similar if for every = € X it holds that

v-Pr[X; =2 <Pr[Xo=2] < - -Pr[X; =ux.

==

Note that if X; and X, are y-similar then actually it holds for every S C X that
1
v-PriX; eS| <Pr[X,eS| <—-PriX;ed],
Y
The following claim says roughly that if f is a randomized function, then the random variable f(X;) is
v-similar to f(X5).

Claim 5.2.18. Let X; and X5 be two random variables that take values from a set X that are y-similar.
Let Y| and Ys be two random variables that take values from a set Y such that for everyx € X, y €Y
it holds that

PrYi =y|Xi =2]| =Pr[Ys = y| Xy = 2].

Then, the variables Yy, Yo are y-similar.

Proof. It holds that

PriYi=9y] = ZPI[Y1:y|X1::L’]'PI[X1:I]

reX

= ZPI[YQZQAXQ:m]-Pr[Xl:x]
zeX

> ZPr[YQ:y|X2::U]-’y-Pr[X2:x]
zeX

= 7 -PrYa=yl.

Similarly it can be proved that Pr[Y; = y] < = - Pr[Ys = y]. |

2=

5.2.6 Expanders

Expanders are graphs with certain properties that make them extremely useful for many applications
in theoretical computer science. Below we give a definition of expanders that suits our needs.
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Definition 5.2.19. Let G = (V, E) be a d-regular graph. Let F (S, §) be the set of edges from a subset
S C V to its complement. We say that G has edge expansion h if for every S C V such that |S| < |V]/2
it holds that

|E(S,S)| > h-do-|S].

A useful fact is that there exist constant degree expanders over any number of vertices:

Fact 5.2.20. There exist dy € N and hy > 0 such that there exists a polynomial-time constructable
family {Gp},cn of do-regular graphs G, on n wvertices that have edge ewxpansion hg (such graphs are
called expanders).

5.3 Main theorem

In this section we prove our main PCP theorem (Theorem 5.1.1), which asserts the existence of two-
query PCPs with soundness error £(n) for any function 1/n" < e(n) < 1/polylogn. To that end, we use
the PCP theorem for graphs (Theorem 5.2.13) to reduce the problem of deciding membership of a string
x in the language L to the problem of checking the satisfiability of a constraint graph with constant
soundness error. We then show that every constraint graph can be transformed into one that has “linear
structure”, defined shortly below. This is done in Lemma 5.3.3, which directly proves Theorem 5.1.4
(the existence of PCPs with linear structure). Finally, in Lemma 5.3.4 we prove a derandomized parallel
repetition theorem for constraint graphs with linear structure. Theorem 5.1.1 follows by combining the
two lemmas. We begin by defining the notion of a graph with linear structure.

Definition 5.3.1 (Linear Structure). We say that a directed graph G has a linear structure if it satisfies
the following conditions:

1. The vertices of G can be identified with the linear space F™, where F is a finite field and m € N.

2. We identify the set of pairs of vertices (Fm)2 with the linear space F?™. Using this identification,
the edges E of G are required to form a linear subspace of F*™.

3. We require that left (F) = right (E) = F™. In other words, this means that every vertex of G is
both the left endpoint of some edge and the right point of some edge.

Remark 5.3.2. We mention that although it is not required by Definition 5.3.1, a graph with linear
structure must be regular, i.e., all the vertices in the graph have the same in-degree and out-degree.
This is a straightforward corollary of Items 2 and 3 of the definition.

The following lemmas are proved in Sections 5.4 and 5.5 respectively.

Lemma 5.3.3 (Linear Structure Embedding). There exists a polynomial time procedure that satisfies
the following requirements:

o Input:

— A constraint graph G of size n over alphabet 3.
— A finite field F of size q.

e Output: A constraint graph G' = (F™, E') such that the following holds:

— @' has a linear structure.

— The size of G’ is at most O (¢* - n).
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— G’ has alphabet $.0U08,("))
— If G is satisfiable then G’ is satisfiable.
! 1
— IfUNSAT (G) > p then UNSAT (G') > Q (m : p).
Lemma 5.3.4 (Derandomized Parallel Repetition). There exist a universal constant h and a polynomial
time procedure that satisfy the following requirements:
o Input:

— A finite field F of size q
A constraint graph G = (F™, E) over alphabet ¥ that has a linear structure.

— A parameter dy € N such that dy < m/h*. This parameter will determine the dimension of
linear subspaces used in the derandomized parallel repetition, and thus together with q will
determine the number of repetitions used in the derandomized parallel repetition.

A parameter p € (0,1) such that p > h - dy - ¢~%/". Intuitively, the parameter p should be
chosen such that 1 — p is an upper bound on the soundness error of G.

e Output: A constraint graph G' such that the following holds:

— G’ has size nP)

— &' has alphabet 17

If G is satisfiable then G’ is satisfiable.

If SAT (G) < 1 — p then SAT (G") < h - dy - g~ %/".
G' has the projection property.

We turn to prove the main theorem from the above lemmas.

Theorem (5.1.1, restated). There exists a constant k > 0 such that for every function ¢ : N — (0,1)
satisfying 1/n" < e(n) < 1/polylogn the following holds: Every language L € NP has a two-query
PCP system with perfect completeness, soundness error 1/polylogn, alphabet size 21/°°Y®) proof length
poly (n), and randomness complezity O(logn). Furthermore, the verifier in this PCP system makes only
‘projection’ queries.

Proof. Let x > 0 be a constant to be chosen later, and let ¢ : N — (0,1) be a function satisfying
1/n" < e(n) < 1/polylogn. Fix a language L € NP. We show that L has a two-query PCP system
with perfect completeness, soundness error £(n) and alphabet size 2!/P°V() which has the projection
property. By the [FGLT96] correspondence (Proposition 5.2.12), it suffices to show a polynomial time
procedure that on input z € {0,1}", outputs a constraint graph G’ of size poly (n) such that the
following holds: If x € L then G’ is satisfiable (i.e. SAT(G’) = 1), and if ¢ L then SAT(G’) < e(n).
The procedure begins by transforming x, using the PCP theorem for constraint graphs (Theorem 5.2.13),
to a constraint graph G of size n = poly |z| such that if + € L then SAT (G) = 1 and if « ¢ L then
SAT (G) < &g, where gy € (0,1) is a universal constant that does not depend on z. Let n = poly (|z])
be the size of G, and let py = 1 — &.

Next, the procedure sets F to be the smallest field of size at least 1/ (£(n))® for some constant ¢ > 1 to
be determined later, and sets ¢ = |F|. Note that ¢ > poly logn. The procedure now invokes Lemma 5.3.3
(linear structure embedding) on input G and F, thus obtaining a new constraint graph G;. Note that

by Lemma 5.3.3 if UNSAT (G) > po, then p; % UNSAT (G,) > (m : p0>.
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Finally, the procedure sets dy to be an arbitrary constant such that p; > h-dy - ¢~%/* . Note that
this is indeed possible, since log, (1/p1) is a constant that depends only on p (here we use the fact
that ¢ > polylogn). Finally, the procedure invokes Lemma 5.3.4 (derandomized parallel repetition) on
input G, F, p;, and dy, and outputs the resulting constraint graph G’. We note that we use here the
assumption that e(n) > n", and choose k to be sufficiently small, in order to guarantee that G; satisfies
the requirements of Lemma 5.3.4.

It remains to analyze the parameters of G’. It is not hard to see that G’ has size n®@) and
alphabet %77 = $1/poly(e) - Fyurthermore, if UNSAT (G) > p, then UNSAT (G1) > p;. Therefore, by
Lemma 5.3.4 and by the choice of dy, it holds that SAT(G’) < O(1/¢®*™V). Since ¢ = 1/ (¢(n))¢, it holds
for sufficiently large ¢ that SAT(G’) < e(n), as required. |

Remark 5.3.5. Recall that [MROS8] prove a stronger version of the main theorem, saying that for every
soundness error £(n) > n", not necessarily upper bounded by 1/polylogn, it holds that NP has a
PCP system with soundness ¢ and alphabet size exp (1/poly(¢)) (Theorem 5.1.2). If one could prove a
stronger version of Lemma 5.3.3 (Linear Structure Embedding) in which the soundness of G’ is p/poly (q)
and the alphabet size is \E\pOIY(q) then the stronger Theorem 5.1.2 would follow using the same proof
as above, without using a composition technique as in [MR08, DH09], by choosing ¢ to be sufficiently
small.

Remark 5.3.6. The reduction described in Theorem 5.1.1 yields graphs of polynomial size, but not
of nearly-linear size as in [MRO8] (see Remark 5.2.6). In fact, the construction of graphs with linear
structure (Lemma 5.3.3) is nearly linear size (taking an instance of size n to an instance of size ¢* - n).
The part that incurs a polynomial and not nearly-linear blow-up is the derandomized parallel repetition
(Lemma 5.3.4) that relies on the derandomized direct product. It is possible that a more efficient
derandomized direct product may lead to a nearly-linear size construction in total.

5.4 PCPs with Linear Structure

In this section we prove Lemma 5.3.3 (linear structure embedding), which implies Theorem 5.1.4 (the
existence of PCPs with linear structure) by combining it with the PCP theorem (Theorem 5.2.13). The
lemma which says that every constraint graph can be transformed into one that has linear structure. To
this end, we use a family of structured graphs called de-Bruijn graphs. We show that de-Bruijn graphs
have linear structure, and that every constraint graph can be embedded in some sense on a de-Bruijn
graph. This embedding technique is a variant of a technique introduced by Babai et. al. [BFLS91]
and Polishchuk and Spielman [PS94] for embedding circuits on de-Bruijn graphs. We begin by defining
de-Bruijn graphs.

Definition 5.4.1. Let A be a finite alphabet and let m € N. The de Bruijn graph DBy ,, is the directed
graph whose vertices set is A™ such that each vertex (a1, ...,q,,) € A™ has outgoing edges to all the
vertices of the form (ao, ..., a,, ) for § € A.

Remark 5.4.2. We note that previous works used a slightly different notion, the “wrapped de Bruijn
graph”, which is a layered graph in which the edges between layers are connected as in the de Bruijn
graph. Also, we note that previous works fixed A to be the binary alphabet, while we we use a general
alphabet.

Lemma 5.3.3 follows easily from the following two propositions. Proposition 5.4.3 says that de Bruijn
graphs have linear structure. Proposition 5.4.4 says that any constraint graph can be embedded on a
de Bruijn graph.
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Proposition 5.4.3. Let F be a finite field and let m € N. Then, the de Bruijn graph DBg,, has linear
structure.

Proof. Items 1 and 3 of the definition of linear structure (Definition 5.3.1) follow immediately from the
definition of de Bruijn graphs. To see that Item 2 holds, observe that in order for a tuple in F?™ to
be an edge of DBy,,, it only needs to satisfy equality constraints, which are in turn linear constraints.
Thus, the set of edges of DB, form a linear subspace of F*™. [

Proposition 5.4.4 (Embedding on de-Bruijn graphs). There exists a polynomial time procedure that
satisfies the following requirements:

o Input:

— A constraint graph G of size n over alphabet 3.
— A finite alphabet A.

— A natural number m such that |[A|™ >2-n
e Output: A constraint graph G' such that the following holds:
— The underlying graph of G' is the de Bruijn graph DBy .
The size of G' is |A|™.
G’ has alphabet ¥
— If G is satisfiable then G’ is satisfiable.

If UNSAT (G) > p then UNSAT (G') > Q (W+m . p>'

Lemma 5.3.3 (linear structure embedding) is obtained by invoking Proposition 5.4.4 with A = F,
m = [logq (2- nﬂ and combining it with Proposition 5.4.3. The rest of this section is devoted to
proving Proposition 5.4.4, and is organized as follows: In Section 5.4.1 we give the required background
on the routing properties of de Bruijn graphs. Then, in Section 5.4.2, we give an outline of the proof of
Proposition 5.4.4. Finally, we give the full proof of the proposition in Section 5.4.3.

5.4.1 de Bruijn graphs as routing networks

The crucial property of the de Bruijn graphs that we use is that the de Bruijn graph is a permutation
routing network. To explain the intuition that underlies this notion, let us think of the vertices of the
de Bruijn graph as computers in a network, such that two computers can communicate if and only if
they are connected by an edge. Furthermore, sending a message from a computer to its neighbor takes
one unit of time. Suppose that each computer in the network wishes to send a message to some other
computer in the network, and furthermore each computer needs to receive a message from exactly one
computer (that is, the mapping from source computers to target computers is a permutation). Then,
the routing property of the de Bruijn network says that we can find paths in the network that have the
following properties:

1. Each path corresponds to a message that needs to be sent, and goes from the message’s source
computer to its target computer.

2. If all the messages are sent simultaneously along their corresponding paths, then at each unit of
time, each computer processes exactly one message. By “processing” we mean that the computer
receives the message from one of its neighbors and sends it to one of its neighbors.
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3. The paths are of length exactly 2 -m. This means that if all the messages are sent simultaneously
along their corresponding paths, then after 2 - m units of time all the messages will reach their
destination.

Formally, this property can be stated as follows.

Fact 5.4.5. Let DBy, be a de-Brujin graph. Then, given a permutation jv on the vertices of DBy
one can find a set of undirected paths of length | = 2m which connect each vertex v to p(v) and which
have the following property: For every j € |[l], each vertex v is the j-th vertex of exactly one path.
Furthermore, finding the paths can be done in time that is polynomial in the size of DBy .

Fact 5.4.5 is proved in [Lei92] for the special case of A = {0,1}. The proof of the general case
essentially follows the original proof, except that the looping algorithm of Benes is replaced with the
decomposition of d-regular graphs to d perfect matchings. The proof of the general case can be found
in [DM10, App. BJ.

Remark 5.4.6. Note that the paths mentioned in Fact 5.4.5 are undirected. That is, if a vertex u
appears immediately after a vertex v in path, then either (u,v) or (v,u) are edges of DBj .

5.4.2 Proof overview

Suppose we are given as input a constraint graph G which we want to embed on DB = DBy ,,,. Recall
that the size of G is at most |[A|™, so we may identify the vertices of G with some of the vertices of DB.

Handling degree 1 As a warm up, assume that G has degree 1, i.e., G is a perfect matching. In

this case, we construct G’ as follows. We choose the alphabet of G’ to be X! for [ © om. TFix any

assignment w to G. We describe how to construct a corresponding assignment 7’ to G'. We think of
the vertices of G as computers, such that each vertex v wants to send the value 7(v) as a message to
its unique neighbor in GG. Using the routing property of the de Bruijn graph, we find paths for routing
those messages along the edges of G’. Recall that if all the messages are sent simultaneously along those
paths, then every computer has to deal with one packet at each unit of time, for [ units of time. We now
define the assignment 7’ to assign each vertex v of G’ a tuple in X! whose j-th element is the message
with which v deals at the j-th unit of time.

We define the constraints of G’ such that they verify that the routing is done correctly. That is,
if the computer u is supposed to send a message to a vertex v between the j-th unit of time and the
(j 4 1)-th unit of time, then the constraint of the edge between u and v checks that 7' (u); = 7'(v)41.
Furthermore, for each edge (u,v) of G, the constraints of G’ check that the values 7’ (v), and 7’ (v),
satisfy the edge (u,v). This condition should hold because if 7" was constructed correctly according to
7 then 7’ (v), = 7(u) and 7’ (v); = w(v). It should be clear that the constraints of G’ “simulate” the
constraints of G. We discuss the exact behavior of the soundness error in the detailed proof.

Handling arbitrary degree graphs Using the expander replacement technique of Papadimitriou
and Yannakakis [PY91], we may assume that G is d-regular for some universal constant d. The d-
regularity of G implies that the edges of G can be partitioned to d disjoint perfect matchings p1,. .., pq
in polynomial time (see, e.g., [Cam98, Proposition 18.1.2]). Now, we set the alphabet of G’ to be

(El)d, and handle each of the matchings p; as before, each time using a “different part” of the alphabet
symbols. In other words, the alphabet of G’ consists of d-tuples of ¥, and so the constraints used to
handle each matching p; will refer to the i-th coordinates in those tuples. Finally, for vertex v, its
constraints will also check that the message it sends in each of the d paths is the same. In other words,
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if 7’ (v) = (01,...,0q4) € (Zl)d then the constraints will check that (o1), = ... = (04),. As before, the
constraints of resulting graph G’ “simulate” the constraints of the original graph G.

Remark 5.4.7. Observe that the foregoing proof used only the routing property of de Bruijn graphs,
and will work for any graph that satisfies this property. In other words, Proposition 5.4.4 (embedding
on de-Bruijn graphs) holds for any graph for which Fact 5.4.5 holds.

5.4.3 Detailed proof

We use the following version of the expander-replacement technique of [PY91].

Lemma 5.4.8 ([Din07, Lemma 3.2]). There exist universal constants ¢,d € N and a polynomial time
procedure that when given as input a constraint graph G of size n outputs a constraint graph G' of size
2 -d-n over alphabet 3 such that the following holds:

e ' has 2-n vertices and is d-reqular.
o If G is satisfiable then so is G'.
o [f UNSAT (G) > p then UNSAT (G') > p/c.

We turn to proving Proposition 5.4.4 (embedding on de-Bruijn graphs). When given as input a
constraint graph G, a finite alphabet A and a natural number m such that |A™] > 2 - n, the procedure
of Proposition 5.4.4 acts as follows. The procedure begins by invoking Lemma 5.4.8 on G, resulting in
a d-regular constraint graph GG; over 2 - n vertices. Then, the vertices of (G; are identified with a subset
of the vertices of DB = DB, ,, (note that this is possible since |A™| > 2 - n).

Next, the procedure partitions the edges of GG; to d disjoint perfect matchings, and views those
matchings as permutations 1, ..., g on the vertices of DB in the following way: Given a vertex v
of DB, if v is identified with a vertex of G then u; maps v to its unique neighbor in G via the i-th

matching, and otherwise p; maps v to itself. The procedure then applies Fact 5.4.5 to each permutation p;

resulting in a set of paths P; of length [ © om. Let P = UP;.

Finally, the procedure constructs G’ in the following way. We set the alphabet of G’ to be !9,
viewed as (El)d. If o € (Zl)d, and we denote o = (01,...,04), then we denote by o;; the element
(0i); € X. To define the constraints of G, let us consider their action on an assignment 7’ of G'. An

edge (u,v) of DB’ is associated with the constraint that accepts if and only if all the following conditions
hold:

1. For every i € [d], the values <7T’ (w);, 7 (u)“) satisfy the edge (u; ' (u),u) of G.

2. It holds that 7' (u), ; = ... = 7' (u),, and that 7' (v),; = ... =7"(v),,.

)

3. For every i € [d] and j € [l — 1] such that u and v are the j-th and (j + 1)-th vertices of a path in
p € P; respectively, it holds that 7’ (u)” # 7’ (v)i’jﬂ.

4. Same as Condition 3, but when v is the j-th vertex of p and u is its (j + 1)-th vertex.

The size of G is indeed |A|™*", since the graph is |A|-regular and contains [A]™ vertices. Furthermore,
if G is satisfiable, then so is G': The satisfiability of G implies the satisfiability of G, so there exists
a satisfying assignment m; for GG;. We construct a satisfying assignment n’ from 7; by assigning each
vertex v of G’ a value 7’ (v), such that for each ¢ € [d], if v is the j-th vertex of a path p € P; that
connects the vertices u and p;(u), then we set 7' (v); ; = mi(u). Note that this is well defined, since
every vertex is the j-th vertex of exactly one path in P;.
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It remains to analyze the soundness of G’. Suppose that UNSAT (G) > p. Then, by Lemma 5.4.8 it
holds that UNSAT (G) > p/c. Let 7’ be an assignment to G’ that minimizes the fraction of violated
edges of G'. Without loss of generality, we may assume that for every vertex v of the DB it holds
that 7' (v),, = ... = 7' (v),,: If there is a vertex v that does not match this condition, all of the
edges attached to v are violated and therefore we can modify the 7’(v) to match this condition without
increasing the fraction of violated edges of 7. Define an assignment m; to Gy by setting m (v) = 7’ (v), ,
(when v is viewed as a vertex of DB). 7

Since UNSAT (G;) > p/e, it holds that m violates at least p/c fraction of the edges of Gy, or in
other words 7 violates at least p-2-n-d/c edges of G;. Thus, there must exist a permutation y; such
that m violates at least p - 2-n/c edges of Gy of the form (u, u;(u)). Fix such an edge (u, p;(u)) and
consider the corresponding path p € P;. Observe that 7’ must violate at least one of the edges of p: To
see it, note that if 7" would satisfy all the edges on p, then it would imply that 7' (u;(u));; = m1(u) and
that 7' (1i(u)); ; = m1(pi(u)), but the last two values violate the edge (u, u;(u)) of Gi, and therefore 7/
must violate the last edge of p - contradiction. It follows that for each of the p-2-n/c edges of the
matching u; that are violated by 7; it holds that #” violates at least one edge of their corresponding
path. By averaging there must exist j € [I] such that for at least p-2-n/c- 1 edges of the matching p;
it holds that n’ violates the j-th edge of their corresponding path.

Now, by the definition of the paths in P;, no edge of G’ can be the j-th edge of two distinct paths in
P;, and therefore it follows that there at least p-2-n/c- [ edges of G’ are violated by 7’. Finally, there
are |A|™" edges in G, and this implies that 7 violates a fraction of the edges of G’ that is at least

p-2-njc-l ( n >
pPrevet o2 5,
I VN

as required. [

5.5 Derandomized Parallel Repetition of Constraint Graphs
with Linear Structure

In this section we prove Lemma 5.3.4, restated below, by implementing a form of derandomized parallel
repetition on graphs that have linear structure.

Lemma 5.5.1 (5.3.4, restated). There exist a universal constant h and a polynomial time procedure
that satisfy the following requirements:

o Input:

— A finite field F of size q
— A constraint graph G = (F™, E) over alphabet ¥ that has a linear structure.

A parameter dy € N such that dy < m/h?. This parameter will determine the dimension of
linear subspaces used in the derandomized parallel repetition, and thus together with q will
determine the number of repetitions used in the derandomized parallel repetition.

— A parameter p € (0,1) such that p > h - dy - g~ /" Intuitively, the parameter p should be
chosen such that 1 — p is an upper bound on the soundness error of G.

e Output: A constraint graph G’ such that the following holds:

— G’ has size n©do)
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— G’ has alphabet 1.

If G is satisfiable then G’ is satisfiable.

If SAT (G) < 1 — p then SAT (G') < h - dy - g%/,
— G' has the projection property

The basic idea of the proof is as follows. G’ contains two kinds of vertices: the first kind corresponds
to small subspaces of the vertices space F™, and of the other kind corresponds to small subspaces of the
edges space E, where in both cases “small subspaces” means O (dp)-dimensional subspaces. A satisfying
assignment II to G’ is expected to be constructed in the following way: Take a satisfying assignment 7
to G. For each vertex of G’ which is a subspace A of vertices, the assignment II should assign A to 4.
For each vertex of G’ which is a subspace F’ of edges, the assignment IT should assign F' to 7|ieft(#)Uright(F)-

The edges of G’ are constructed so as to simulate a test on II to which we refer as the “E-test”, and
acts roughly as follows (see Figure 5.2 for the actual test): Choose a random subspace F' of edges and
a random subspace A of endpoints of F', and accept if and only if the labeling of the endpoints of the
edges in F by II (F') satisfies the edges and is consistent with the labeling of the vertices of A by IT(A).

The intuition that underlies the soundness analysis of G’ is the following: The E-test performs some
form of a “derandomized direct product test” on II - if we compare it to the P-test (Figure 5.1), then
the pair (A, F) here is analogous to the pair (A, B) there. Therefore, if II (F') is consistent with II (A),
the labeling IT (F') should be roughly consistent with some assignment 7 to GG. Therefore, by checking
that the labeling IT (F') satisfies the edges in F', the E-test checks that 7 satisfies many edges of 7 in
parallel. In this sense, the E-test can be thought as a form of “derandomized parallel repetition”.

The rest of this section is organized as follows. In Section 5.5.1 we provide a formal description of
the construction of G' and analyze all its parameters except for the soundness. In order to analyze the
soundness of G, we introduce in Section 5.5.2 a specialized direct product test. Finally, in Section 5.5.3,
we analyze the soundness of G’ by reducing it to the analysis of the specialized direct product test.

Notation 5.5.2. Given a function f : U — X and two subsets 5,7 C U we denote by f|s7) the pair
of functions (f|g, f|T).

Notation 5.5.3. Recall that in Notation 5.2.1 we denoted the notation f ~ g (f % ¢g) to mean that
f and g differ on at most (more than) « fraction of the elements of U. We now extend this notation
to pairs of functions. Given two pairs of functions fi, fo : U — ¥ and ¢1,¢92 : V — X, we denote by

(f1,91) ~ (f2,92) the fact that both f; ~ f2 and ¢; ~ g2, and otherwise we denote (f, g1) ;é (f2,92)-

5.5.1 The construction of G’

We begin by describing the construction of G'. Let G = (F™, E) be the given constraint graph, let
dy be the parameter from Lemma 5.3.4, and let d; = h - dy where h is the universal constant from
Lemma 5.3.4 to be chosen later. The graph G’ is bipartite. The right vertices of G’ are identified with
all the 2dy-subspaces of F™™ (the vertex space of G). The left vertices of G’ are identified with all the
2d;-subspaces of the edge space F of G. An assignment II to G’ should label each 2dy-subspace A of F™
with a function from A to X, and each 2d;-subspace F' of F with a function that maps the endpoints of
the edges in F' to . The edges of G’ are constructed such that they simulate the action of the “E-test”
described in Figure 5.2.

The completeness of G’ is clear. It is also clear that G’ has projection constraints. Let us verify the
size and alphabet-size of G'. The size of G’ is at most the number of 2d;-subspaces of E' multiplied by
the number of 2dy-subspaces of F™, which is [E[** - [F™|*®. It holds that dy < dj, and furthermore
the linear structure of G’ implies that dim £ > m (by Item 3 of Definition 5.3.1), so it follows that
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1. Let F;, and Fg be random d;-subspaces of F, and let

By et (F), Bpright (Fr), F% Fp+ Fp.

F;, and Fgr are chosen to be uniformly and independently distributed d;-
subspaces of E conditioned on dim(F') = 2d;, dim (By) = d;, dim (Bg) = dj,
and BL N BR = {0}

2. Let Ap, and Agr be uniformly distributed dy-subspaces of By, and Bp respectively,
and let

AY A 1 Ag.

3. Accept if and only if II (F)
satisfies the edges in F'.

(ApAn) = 1(A)(4, 4, and the assignment II (F)

Figure 5.2: The E-test

1. Choose uniformly distributed pair of independent d;-subspaces By, By of F™.

2. Choose uniformly distributed pair of dy-subspaces A; C By, Ay C Bs.

3. Accept if and only if I1 By, Ba) 4, a,) = 11 (A1 + A2) 04, a,)-

Figure 5.3: The S-test

IF** < |E|*" and thus |[E]*™ - [F™*® < |E|"". Finally, observe that the size of G is n = |E|, so it
follows that the size of G’ is at most n*® = n@)  as required.

For the alphabet size, recall that an edges subspace F' is labeled by a function that maps the endpoints
of the edges to . Such a function can be represented by a string in »2¢*" gince each 2d;-subspace F
contains ¢>#* edges and each has two endpoints. It can be observed similarly that the labels assigned
by II to 2dy-subspaces A of F™ can be represented by strings in 2" The alphabet of G’ is therefore
»2¢*M = 3297 a8 required.

5.5.2 The specialized direct product test

In order to analyze the soundness of the E-test, we introduce a variant of the direct product test
of [IKW09] that is specialized to our needs. We refer to this variant as the specialized direct product
test, abbreviated the “S-test”.

Given an string 7 : F™ — 3, we define its S-direct product 11 (with respect to dy, d; € N) as follows:
IT assigns each 2dy-subspace A C F™ the function 74, and assigns each pair of independent d;-subspaces
(Bi, By) the pair of functions 7z, B,).

We turn to consider the task of testing whether a given assignment II is the S-direct product of
some string 7 : F™ — 3. In our settings, we are given an assignment II that assigns each 2dj-subspace
A to a function a : A — ¥ and each pair of independent d;-subspaces (Bj, By) to a pair of functions
b1 : By — X, by : By — Y. We wish to check whether II is a S-direct product of some 7 : "™ — . To
this end we invoke the S-test, described in Figure 5.3.

It is easy to see that if IT is a S-direct product then the S-test always accepts. Furthermore, it can be
shown that if IT is “far” from being a S-direct product, then the S-test rejects with high probability. As
in the P-test, this holds even if II is a randomized assignment. Formally, we have the following result.
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Theorem 5.5.4 (the soundness of the S-test). There exist universal constants h',c € N such that the
following holds: Let dy € N, dy > h'-dy, andm > b -dy, and let e > B -dy- ¢ ©/" , o € ' - dy - g~o/¥
Suppose that a (possibly randomized) assignment 11 passes the S-test with probability at least €. Then
there exists an assignment 7 : F™ — 3 for which the following holds. Let By, By be uniformly distributed
and independent di-subspaces of F™, let Ay and Ay be uniformly distributed dy-subspaces of By and Bs
respectively, and denote A = Ay + As. Then:

Pr [T1(B1, Ba) o, 4y = T (A) 4,0, and TT(By, By) & m(Bth)] = Q (). (5.4)

We defer the proof of Theorem 5.5.4 to Section 5.9.

Remark 5.5.5. Note that Equation 5.4 only says that II is close to the S-direct product of 7 on pairs
(B1, B), and not necessarily on 2dy-subspaces A. In fact, it could be also proved that II is close to the
S-direct product of 7 on the 2dy-subspaces, but this is unnecessary for our purposes.

5.5.3 The soundness of the derandomized parallel repetition
In this section we prove the soundness of G': namely, that if SAT (G) < 1 — p, then

SAT(G) < e h-dy- g/,

where h is the universal constant from Lemma 5.3.4 (derandomized parallel repetition). We will choose
h to be sufficiently large such that the various inequalities in the following proof will hold. To this end,
we note that throughout all the following proof, increasing the choice of h does not break any of our
assumptions on h, so we can always choose a larger h to satisfy the required inequalities.

Let i’ and ¢ be the universal constants whose existence is guaranteed by Theorem 5.5.4 (the soundness
of the S-test), and let « denote the corresponding value from Theorem 5.5.4. We will choose the constant
h to be at least h'.

Let IT be an assignment to G'. Let us denote by T the event in which the E-test accepts II. With a
slight abuse of notation, for a subspace F' C E and an assignment 7 : F™ — ¥ we denote by II (F) =
the claim that for at least 1 — « fraction of the edges e of F' it holds that IT (F) is consistent with 7 on

both the endpoints of e, and otherwise we denote IT (F') % 7. Our proof is based on two steps:

e We will show (in Proposition 5.5.6 below) that if the test accepts with probability e, then it is
“because” 1I is consistent with some underlying assignment 7 : F”* — 3. This is done essentially
by observing that the E-test “contains” an S-test, and reducing to the analysis of the S-test.

e On the other hand, we will show (in Proposition 5.5.7 below) that for every assignment 7 : F™ — X
the probability that the test accepts while being consistent with 7 is negligible. This is done roughly
as follows: Any fixed assignment 7 is rejected by at least p fraction of G’s edges. Furthermore,
the subspace F' queried by the test is approximately a uniformly distributed subspace of E, and
hence a good sampler of E. It follows F' must contain ~ p fraction of edges of G' that reject ,
and therefore II (F') must be inconsistent with 7.

The conclusions of each of the foregoing two steps clearly contradict each other, we therefore conclude

that the E-test accepts with probability less than €. We now state the two said propositions, which

formalize the foregoing two steps, and which are proved in Sections 5.5.3.1 and 5.5.3.2 respectively.

Proposition 5.5.6. There exists ¢g = §2(e°) such that the following holds: If Pr[T] > €, then there
4o

exists an assignment 7 : F™ — ¥ such that Pr |T and I1(F) ~ 7T:| > €.
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Proposition 5.5.7. Let ¢ be as in Proposition 5.5.6. Then, for every assignment m : F™ — 3 it holds
4-o

that Pr [’T and I1 (F) =~ 71'] < €.

Clearly, the two propositions together imply that Pr[7] < e, as required.

Before turning to the proofs of Propositions 5.5.6 and 5.5.7 let us state a useful claim that says that if
we take a random d-subspace of edges and project it to its left endpoints (respectively, right endpoints),
we get a random d-subspace of vertices with high probability.

Claim 5.5.8. Letd € N and let E, be a uniformly distributed d-subspace of E. Then, Pr [dim (left (E,)) =
1 —d/q™ %, and conditioned on dim (left (E,)) = d, it holds that left (E,) is a uniformly distributed d-
subspace of F™. The same holds for right (E,).

More generally, let Ey be a fized subspace of E such that dim (E,) > d and dim (left (E,)) = D > d.
Let E, be a uniformly distributed d-subspace of Ey. Then, Pr[dim (left (E,)) =d] > 1 —d/q”~¢, and
conditioned on dim (left (E,)) = d, it holds that left (E,) is a uniformly distributed d-subspace of left (Ep).
Again, the same holds for right (E,).

Proof. We prove the proposition only for special case in which £, = E and only for left (F,). The
proof of the general case and of the case of for right (F,) is analogous. Let ey,...,eq be independent
and uniformly distributed vectors of E, and let E! = span{ey,...,eq}. We prove Proposition 5.5.8 by
showing that E, is distributed similarly to £/, and analyzing the distribution of /.

Observe that by Proposition 5.2.17, it holds that conditioned on dim (E!) = d, the subspace E/ is a
uniformly distributed d-subspace of E. It therefore holds that

Pr[dim (left (E,)) =d] = Pr[dim (left (E))) = d|dim (E!) = d]
> Pr[dim (left (E))) = d and dim (E.) = d]
= Pr[dim (left (E))) = d],

where the last equality holds since clearly dim (left (E£!)) = d implies dim (E!) = d. Now, since left (-)
is a linear function, it holds that left (e;),...left (e4) are independent and uniformly distributed vectors
of left (E) = F™, and therefore by Proposition 5.2.17 it holds that Pr [dim (left (E’)) = d] > 1 —d/q™ %
It thus follows that Pr[dim (left (E,)) = d] > 1 — d/q™ ¢, as required.

It remains to show that conditioned on Pr[dim (left (E,)) = d] it holds that left (E,) is a uniformly
distributed d-subspace of F". To see it, observe that for every fixed d-subspace D of F™, it holds that

Pr[left (E,) = D|dim (left (E,)) =d] = Pr[left (E!) = D|dim (E)) =d and dim (left (E})) = d]
= Prleft (E)) = D|dim (left (E))) = d]

where the first equality again holds since conditioned on dim (E!) = d it holds that E! is a uniformly
distributed d-subspace, and the second equality again holds since dim (left (E’)) = d implies dim (E!) =
d. Now, it holds that left (E’) is the span of d uniformly distributed vectors of F™, and therefore by
Proposition 5.2.17 it holds that conditioned on dim (left (E!)) = d the subspace left (E!) is a uniformly
distributed d-subspace of left (E}). This implies that the probability

Pr[left (E)) = D|dim (left (E.)) = d]
is the same for all possible choices of D, and therefore the probability
Pr [left (E,) = D|dim (left (E,)) = d|

is the same for all possible choices of D, as required. [ |

d] >
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5.5.3.1 Proof of Proposition 5.5.6

Suppose that Pr[T] > e. We prove Proposition 5.5.6 by arguing that the E-test contains an “implicit
S-test” and applying Theorem 5.5.4 (the soundness of the S-test).

Observe that, without loss of generality, we may assume that for every edge-subspace F' such that
I1(F') violates one of the edges in F', it holds that IT (F) 4, 4,y # IL1(A) 4, 4, for any choice of Aj, and
Apg. The reason is that for every such F', we can modify II (£') such that it assigns symbols outside of
the alphabet ¥ of G, so II (F) will always disagree with IT (A). Note that this modification indeed does
not change the acceptance probability of II. This assumption that we make on Il implies in particular
that the event 7 is equivalent to the event II (F) 4, 4,y # I1(A) 4, 4, and this equivalence is used in
the following analysis.

We turn back to the proof of Proposition 5.5.6. We begin the proof by extending Il to pairs of
independent d;-subspaces of F™ in a randomized manner as follows: Given a pair of independent d;-
subspaces By and Bs, we choose F; and F, to be uniformly distributed and independent d;-subspaces
of I such that left (F1) = By and right (/%) = Ba, and set I1 (B, By) = L (F1 + I2), 5, p,):

Now, observe that the probability that the E-test accepts equals to the probability that the S-test
accepts the extended II. The reason is that the subspaces By, Bgr, A1, Ar of the E-test are distributed
like the subspaces By, By, Ay, As of the S-test. It thus follows the E-test performs in a way an S-test
on the extended assignment II.

Next, we note that by choosing h to be sufficiently large, the foregoing “implicit S-test” matches the
requirements of Theorem 5.5.4 (the soundness of the S-test), and we can thus apply this theorem. It
follows that there exists an assignment 7 : F — ¥ such that

Pr [H (Bi, Br) gy apy = 11(A) 4, apy and IL(By, Br) & g, 0| = Q). (5.5)

By using the equivalence between the event 7" and the event IL (F) 4, 4.y # IL(A) 4, 4, it follows that
Inequality 5.5 is equivalent to the inequality

Pr|T and L(F) 5, 5y & T = Q). (5.6)

We turn to show that .y

Pr [T and I (F) & w} > 0 ().

4o
We will prove that if F'is such that I (F') % 7, then for a random choice of By, Br conditioned on F,

it is highly unlikely that Inequality 5.6 still holds. Formally, we will prove the following.

4o
Claim 5.5.9. For every fized 2dy-subspace Fy of E such that 11 (Fy) % 7, it holds that

Pr(T(F) 3, 0 & Timo0| F = Fo] <1/ (4" 7%+ a?).

We defer the proof of Claim 5.5.9 to the end of this section. Claim 5.5.9 immediately implies the
following.

Corollary 5.5.10. It holds that

@ 4o _
Pr |:H <F)\(BL,BR) ~ T|(BL,Br) II (F) # 7T:| < 1/ (qdl 2, (Oé/2)2) .
By combining Corollary 5.5.10 with Inequality 5.6, and by choosing h to be sufficiently large, it follows
that

« 4o
Pr [T and T1(F), . ) & m(py,m and I(F) < ﬂ > O ().
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This implies that
4o

Pr [’T and IT(F) = 7m| > Q(e9).

Setting ¢ to be the latter lower bound finishes the proof. [ ]

4o
Proof of Claim 5.5.9. Observe that the assumption IT (Fy) % 7 implies that one of the following holds

2c

IT (Fp) |left(Fp) F Tiefo(Fy) s

2
II (F0)|right(Fo) F Tright(Fo)-

Without loss of generality, assume that the first holds. Now, when conditioning on F' = Fy, it holds that

Fy, is a uniformly distributed d;-subspace of Fy satisfying dim (left (F7)) = dy. By Claim 5.5.8 (with

E, = Fy and E, = F1), under the conditioning on dim (left (F7,)) = dy, it holds that By, L eft (Fp) is

a uniformly distributed d;-subspace of left (F). Therefore, by Lemma 5.2.4 (subspace-point sampler),

the event I (F) 5, # mp, occurs with probability at least

1=1/ ("2 (a =g ™)) 2 1-1/(¢" 2 (0/2)%).

as required. [

5.5.3.2 Proof of Proposition 5.5.7

Fix an assignment 7 : F™ — ¥. By assumption it holds that SAT (G) < 1 — p, and therefore 7 must
violate a set E* of edges of G of density at least p. Below we will show that at least p/2 fraction of
the edges in F' are in E* with probability greater than 1 — €g. Now, observe that Il (F") cannot satisfy
the edges of F' and at the same time be consistent with © on the edges in £*, and hence whenever the

p/2
latter event occurs it either holds that the E-test fails or that II (F') % w. However, for sufficiently large
choice of h, it holds that p/2 > 4 - a;, and therefore the probability that the E-test passes and at the

4.
same time it holds that II (F) & 7 is less than o, as required.

It remains to show that

Py PF N E*|

|F|

We prove the above inequality by showing that F' is close to being a uniformly distributed 2d;-subspace

of E, and then applying Lemma 5.2.4 (subspace-point sampler). To this end, let F} and F}, be uniformly

distributed d;-subspaces of F', and let ' = F] + F,. Let us denote by & the event in which dim (F’) =

2d;, and by & the event in which left (F}) and right (F}) are independent and are of dimension d;.

Observe that conditioned on & and & the subspace F” is distributed exactly like the subspace F. It
therefore holds that

2,0/2] > 1—gp.

Pr {% > p/Q} = Pr ’F/|+I’E*’ > p/2|& and 52]
> Pr % > p/2 and & 51}
> o[5S e - mrles
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Now, observe that conditioned on &, the subspace F’ is a uniformly distributed 2d;-subspace of E.
Thus, by Lemma 5.2.4 (subspace-point sampler) it holds that

F'nE*
pr |20 = 02

||

gl} >1-1/¢*" 72 (p/2—¢7*") > 1= 1/¢* 72 (p/3)’.

Moreover, by Proposition 5.2.16 it holds that

Pr [51] > 11— 2d1/qdimE—2d1
> 1—2d/¢" "
1
> a0
- 2

Finally, we upper bound Pr[—&,] by showing that Pr[£y] > 1 — 4d;/¢™ %% . By Claim 5.5.8 (with
E, = FE and E, = F], F},) it holds that dim (left (F7)) = dim (right (F},)) = d; with probability at least
1—2-dy/q™ %, Furthermore, conditioned on the latter event, it holds that left (F}) and right (F§) are
uniformly distributed d;-subspaces of F" and it is also easy to see that those subspaces are independent.
By Proposition 5.2.16, this implies that conditioned on dim (left (F7)) = dim (right (F})) = dy the
subspaces left (F}) and right (Fj) are independent with probability at least 1 — 2d; /¢™ %%, and hence
Pr[&] > 1 —4d,/¢™ %% as required.

We conclude that that

|F' N E*| |F' N E*| Pr [=&]
Pr|l————>p/2| > Pr|——— > p/2|&| — ——
[EE o] = [ EEE e - T

B 4 . d /qm72-d1

> 11/ 2. (p/3)r - — L

= 11N (pf3) 8 dy g
> 1—e¢g,

where the last inequality holds for sufficiently large choice of h. This concludes the proof. [

5.6 Decodable PCPs

The PCP theorem says that CIRCUITSAT has a proof system in which the (randomized) verifier reads
only O(1) bits from the proof. In known constructions this proof is invariably an encoding of a satisfying
assignment to the input circuit. Although this is not stipulated by the classical definition of a PCP,
the fact that a PCP is really an encoding of a ‘standard’” NP witness is sometimes useful. Various
attempts to capture this behavior gave rise to such objects as PCPs of Proximity (PCPPs) [BSGH106]
or assignment testers [DR06], and more recently to decodable PCPs (dPCPs) [DH09].

Application: alphabet reduction through composition. The notion of dPCPs is useful for re-
ducing the alphabet size of PCPs with small soundness error via composition. They were introduced in
[DHO9] in an attempt to simplify and modularize the construction of [MRO08]. Indeed this notion is a
refinement of [MRO8]’s so-called “locally decode or reject codes (LDRCs)” which allowed [DH09] prove
a generic two-query composition theorem. This theorem allows one to improve parameters of a PCP
using any dPCP. The only known construction of a dPCP (until this work) is the so-called “manifold
vs. point” construction. In the next sections we give a new construction of a dPCP by adapting the
work of the previous sections to a dPCP. Our dPCP can then be plugged into the composition scheme
of [DHO09] to reprove the result of [MRO8]. We sketch this in Section 5.6.5.
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Decodable PCPs and PCPs of Proximity (PCPPs). We can define dPCPs for any NP language
but we focus on the language CIRCUITSAT since it suffices for our purposes. A dPCP system for
CIRCUITSAT is a proof system in which the satisfying assignments of the input circuit are encoded into
a special “dPCP” format. These encodings can then be both locally verified and locally decoded in a
probabilistic manner. In other words, the verifier is given an input circuit as well as oracle access to a
proof string, and is able to simultaneously check that the given string is a valid encoding of a satisfying
assignment, as well as to decode a random symbol in that assignment. The formal definition is given
below in Section 5.6.2.

dPCPs are closely related to PCPs of proximity [BSGH'06] or assignment testers [DR06] (to be de-
fined shortly below). In fact dPCPs were first defined in the context of low soundness error to overcome
inherent limitations of PCPPs in this parameter range. In this chapter we extend the definition of a
dPCP also to the high soundness error range (i.e. matching the parameter range of PCPPs). We call
these uniquely decodable PCPs (udPCPs) as opposed to list decodable dPCPs. It is natural to consider
such an object in our context since our approach is to reduce the error by parallel repetition. Thus we
start with a dPCP with relatively high error and then reduce the error. Uniquely decodable PCPs turn
out to be roughly equivalent to PCPPs in the sense that any PCPP can be used to construct a udPCP
and vice versa. In retrospect, we find the notion of udPCPs (and dPCPs) just as natural as that of
PCPPs. In fact, many known constructions of PCPPs work by implicitly constructing a udPCP and
then adding comparison checks.

As mentioned above, our main goal in Sections 5.6, 5.7, and 5.8 is to give a new construction of dPCPs
with low soundness error (Theorem 5.1.6). Our construction of dPCPs with low soundness error follows
the same steps as our construction of PCPs with low soundness error: In the first step, we construct a
dPCP with high soundness error (that is, a udPCP). In the second step, we apply derandomized parallel
repetition to the foregoing udPCP to reduce its soundness error to a sub-constant function.

In the following subsections we recall the definitions of PCPPs (Section 5.6.1) and define udPCPs
(Section 5.6.2). We then prove the equivalence of PCPPs and udPCPs. Next we state two lemmas
that capture the two main steps in constructing dPCPs. This is followed by a proof of Theorem 5.1.6
(construction of dPCPs). Finally, we sketch a proof of Theorem 5.1.2 (the [MROS8] result) based on
Theorem 5.1.6.

5.6.1 Recalling the definition of PCPPs

PCPs of Proximity (PCPPs) were defined simultaneously in [BSGH*06] and in [DR06] under the name
assignment testers. PCPPs allow the verifier to check not only that a given circuit is satisfiable, but also
that a given assignment is (close to being) satisfying. They were introduced for various motivations,
and in particular, they facilitate composition of PCPs which is important for constructing PCPs with
reasonable parameters.

Intuitively, a PCP verifier for CIRCUITSAT is an oracle machine V' that is given as input a circuit
¢ : {0, 1}t — {0, 1}, and is also given oracle access to an assignment z to ¢ and a proof m. The verifier
V' is required to verify that z is close to a satisfying assignment of ¢, and to do so by making only few
queries to z and 7. For technical reasons, it is often preferable to define V' in a different way. In this
definition, instead of requiring that V makes few queries to its a oracle and decides according to the
answers it gets, we require that V' outputs explicitly the queries it intends to make and the predicate v
it intends to apply to the answers it gets. The advantage of this definition is that it allows us to measure
the complexity of the predicate v. The formal definitions of PCPP are given below.

Definition 5.6.1 (PCPP verifier). A PCPP verifier for CIRCUITSAT is a probabilistic polynomial-time
algorithm V' that on input circuit ¢ : {0,1}" — {0, 1} of size n tosses r(n) coins and generates
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1. ¢ = q(n) queries I = (i1, ...,14,) in [t + ¢] (where £ = ¢ (n) and the queries are viewed as coordinates

of a string in {0,1}").

2. A circuit ¢ : {0,1}? — {0,1} of size at most s(n).

We shall refer to r(n), g(n), £(n), and s(n) as the randomness complezity, query complexity, proof
length, and decision complexity respectively.

Definition 5.6.2 (PCPPs). Let V, r(n), g(n), £(n), and s(n), be as in Definition 5.6.1, and let p : N —
(0,1]. We say that V' is a PCPP system for CIRCUITSAT g1} with rejection ratio p if the following holds
for every circuit o : {0, 1} — {0, 1} of size n:

e Completeness: For every satisfying assignment x for ¢ there exists a proof string 7, € {0, 1}8
such that

prlv(om) =1 =1
where [ and 1 are the (random) output of V ().

e Soundness: For every = € {0, 1}t that is e-far from a satisfying assignment to ¢ and every proof
string m € {0,1}" the following holds:

ol (o) =02 -¢

The starting point for our construction of a dPCP is the fact that NP has PCPPs with reasonable
parameters:

Theorem 5.6.3 ([BSGH'06, DR06]). CIRCUITSAT g1} has a PCPP system with randomness complexity
O(logn), query complezity O(1), proof length poly(n), decision complexity O(1), and rejection ratio €2(1).

Remark 5.6.4. The PCPPs described in Definition 5.6.2 are known in the literature as “strong PCPPs”.
Here, the term “strong” means that the rejection probability is linearly related to to the distance € of x
from a satisfying assignment. In particular, this implies that even if € is small (but non-zero), then the
PCPP rejects with non-zero probability.

An alternative definition of PCPPs, known as “weak PCPPs”, requires only that every assignment
z € {0,1}" that is very far from a satisfying assignment will be rejected with high probability, while z’s
that are close to a satisfying assignment may be accepted with probability 1.

5.6.2 The definition of decodable PCPs

Decodable PCPs (dPCPs) were defined in the work of [DHO09] in order to overcome certain limitations
of PCPPs*. As mentioned above, the definition of [DHO09] is only useful if the soundness error is indeed
very low. Below, we recall the definition of [DH09] and suggest an alternative definition for the case
where the soundness error is high. This alternative definition will be useful later in the construction of
decodable PCPs with low soundness error.

4In particular, using arguments in the spirit of [BSHLMO09], it is easy to prove that a PCPP that has low soundness
error must make at least three queries. Hence, PCPPs can not be used to construct two-query PCPs with low soundness
error.
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5.6.2.1 Recalling the definition of [DHO09]

Intuitively, a PCP decoder for CIRCUITSAT is an oracle machine D that is given as input a circuit ¢,
and is also given oracle access to a “proof” 7 that is supposed to be the encoding of some satisfying
assignment x to ¢. The PCP decoder D is required to decode a uniformly distributed coordinate k of
the assignment x by making only few queries to w. It could also be the case that the proof 7 is too
corrupted for the decoding to be possible, in which case D is allowed to output a special failure symbol
L. Thus, we say that D has made an error only if it outputs a symbol other than x;, and 1. We refer
to the probability of the latter event as the “decoding error of D”, and would like it to be minimal. We
do note, however, that if 7 is not corrupted, then D is not allowed to output L.

It turns out that if we wish the decoding error of D to be very small, we need to relax the foregoing
definition, and allow the PCP decoder D to perform “list decoding”. That is, instead of requiring that
there would be a single assignment x that is decoded by D, we only require that there exists a short list
of assignments z', ..., z” such that the decoder outputs either L or one of the symbols z}, ..., ¥ with
very high probability. Of course, this is meaningless if the assignments are binary strings, and therefore
we extend the definition of CIRCUITSAT to circuits whose inputs are symbols from some large alphabet
.

We turn to give the formal definitions of (list-)decodable PCPs. As in the case of PCPPs, instead of
letting the decoder make the queries and process the answers directly, we require the decoder to output
the queries and a circuit ¢ that given the answers to the queries outputs the decoded value.

Notation 5.6.5. Let ¥ and I" be finite alphabets, and let f : I'* — X" be a function. We say that a
circuit C' computes f if it takes as input a binary string of length k- [log |I'|] and outputs a binary string
of length n - [log|3[] that represent the input in T'* and the output in I'™ in the natural way. We will
usually omit the function f and simply refer to the circuit C' : I'* — ¥*. We will also view the circuit
C as taking as input k symbols in I' and outputs n symbols in ¥. Given a circuit ¢ : I — {0,1}, an
assignment x € I'* for ¢ is said to satisfy ¢ if (), and otherwise it is said to be unsatisfying.

Definition 5.6.6 (PCP decoders, similar to [DH09, Definition 3.1]). Let r,¢,s,¢ : N — N, and let T,
> be functions that map each n € N to some finite alphabet. A PCP decoder for CIRCUITSATr over
proof alphabet ¥ is a probabilistic polynomial-time algorithm D that for every n € N acts as follows.
Let ' =T'(n), ¥ = X(n), £ = ¢(n). When given as input an input circuit ¢ : I'* — {0, 1} of size n and
an index k € [t], the PCP decoder D tosses r(n) coins and generates

1. A sequence of queries I = (z’l, . ,iq(n)) in [¢] (where the queries are viewed as coordinates of a
proof string in T'%).

2. A circuit ¢ : ¥4 — T'U{ L} of size at most s(n).

We shall refer to the functions r(n), g(n), ¢(n), and s(n) as the randomness complexity, query
complexity, proof length, and decoding complexity respectively. Without loss of generality we have
((n) =2"™ . q(n)-t.

Definition 5.6.7 (List Decodable PCPs, similar to [DH09, Definition 3.2]). Let D, I, ¥, and ¢ be
as in Definition 5.6.6, and L : N — N and ¢ : N — [0,1]. We say that a PCP decoder D with the
foregoing parameters is a (list) decodable PCP system for CIRCUITSATr (abbreviated ldPCP) with list
size L = L(n), soundness error € = ¢(n) if the following holds for every circuit ¢ : I — {0, 1} of size n:

e Completeness: For every x € I'* such that ¢(z) = 1 there exists a proof string 7, € X¢ such that
P 2l1) = =1
D (9 (m) = o] = 1,

where k is uniformly distributed in [t| and I and v are the (random) output of D (p, k).
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e Soundness: For every proof string m € Xf, there exist a (possibly empty) list of satisfying
assignments ', ..., 2% € I'* for ¢ such that

kgﬁp W <7T|I) §é {mllm s ,x’£’7j_}] <e,

where k, I, 1 are as before.

5.6.2.2 Uniquely-decodable PCPs

We turn to discuss our suggested definition for dPCPs for the case of high soundness error. If the
soundness error is high, then we can actually require the PCP decoder to decode a unique assignment,
instead of decoding a list of assignments. Thus, we refer to dPCPs with high soundness error as “uniquely
decodable PCPs” (udPCPs).

The straightforward definition for udPCPs would be to take the foregoing definition of IdPCPs, and
set € to be large and L to be 1. However, this definition turns out to be useless for our purposes. To
see why, recall that our ultimate goal is to construct dPCPs with low error by first constructing dPCPs
with high error and then decreasing their error using derandomized parallel repetition. However, if
we define udPCPs using the above straightforward definition, then it is not even clear that sequential
repetition decreases their error®.

We therefore use the following alternative definition for udPCP. We now require that if the proof =
is such that the PCP decoder D errs with high probability, then D detects that there is an error with
at least proportional probability. In other words, we require that the probability that D outputs L is
related to the probability that D errs. Observe that such PCP decoders can indeed be improved by
sequential repetition: If the proof 7 is erroneous and we invoke the PCP decoder D many times, then
the probability that D detects the error and outputs L improves. Below we give the formal definition.

Definition 5.6.8. Let D, I', ¥, and ¢ be as in Definition 5.6.6. Let ¢ : I* — {0,1} be a circuit of size
n, let « be an assignment to ¢, and let 7 € L4 be a proof for D. We define the decoding error of D
on m with respect to x as the probability

Pr [y (1) ¢ {ox, L}],

LR

where k, I, ¢ are as in Definition 5.6.7. We define the decoding error of D on m as the minimal decoding
error of D on m with respect to an assignment x’ for ¢, over all possible assignments x’ to ¢.

Definition 5.6.9 (Uniquely Decodable PCPs). Let D, I', ¥, and ¢ be as in Definition 5.6.6, and let
p: N — [0,1]. We say that the PCP decoder D is a (uniquely) decodable PCP system for CIRCUITSATT
(abbreviated udPCP) with rejection ratio p if for every circuit ¢ : I'" — {0, 1} of size n the PCP decoder
D satisfies the completeness requirement of Definition 5.6.7, and furthermore satisfies the following
requirement:

e Soundness: For every proof string 7 € ¥, if D has decoding error € on 7 then
P =1|> .
P [ (r) = 1] 2 pln) <.

where k, I, ¢ are as in Definition 5.6.7.

5The problem in performing sequential repetition for such definition of udPCPs is that we must invoke the PCP
decoder on a uniformly distributed and independent index k in each invocation, and it is not clear how to use invocations
for different indices k in order to decrease the error.



CHAPTER 5. COMBINATORIAL PCPS WITH LOW SOUNDNESS ERROR 155

Remark 5.6.10. We could have also defined the decoding error of D on 7 with respect to x as the
probability Pry.z [w (7r| I) + :Ek] This definition may be more natural, but it is more convenient to
work with the current definition.

Remark 5.6.11. Note that the soundness requirement in our definition of udPCPs is similar to the
soundness requirement of PCPPs, and in particular to definition of soundness of strong PCPPs (see
Remark 5.6.4). We could also use a definition that is analogous to the definition of a weak PCPP.
Specifically, we could have required only that when the decoding error is very large, the decoder rejects
with high probability. However, our definition is stronger, and since we can satisfy it, we prefer to work
with it. It is also more convenient to work with this definition throughout this chapter.

We next argue that every PCPP implies a udPCP.

Proposition 5.6.12. Let V' be a PCPP system for CIRCUITSATyo 1} with randomness complexity r(n),
query complexity q(n), proof length £(n), decision complexity s(n), and rejection ratio p(n). Then, for
every u : N — N there exists a udPCP for CIRCUITSAT{OJ}M”) with proof alphabet {0,1}, randomness
complexity r(n), query complezity q(n)+u(n), proof length n+4£(n), decoding complexity s(n)+0O (u(n)),
and rejection ratio p(n)/u(n).

Proof. Let u : N — N and denote v = u(n). For every circuit ¢ : ({0,1}*)" — {0,1} of size n and
satisfying assignment z for ¢, we define the corresponding proof string for D to be z o m,, where 7, is
the proof string of V' for x when x is treated as a binary string.

Fix a circuit ¢ : ({0,1}*)" — {0,1} and k € [t], and let 2/ € {0,1}**, 7 € {0,1}*. On input (p, k)
and oracle access to a proof 2’ o 7, the decoder D first emulates the verifier V' on ¢ with oracle access
to ' o m,. If V rejects, then D outputs L. Otherwise, D queries the coordinates

u-(k—=1)+1,...,u-k

of x and outputs the tuple of answers as the symbol in {0,1}" that it is ought to decode.

It should be clear that D satisfies the completeness requirement, and has the correct randomness
complexity, query complexity, proof length, and decoding complexity.

It remains to analyze the rejection ratio of D. Let n’ be a proof string for D and assume that
7' =z o7 where 2 € {0,1}*" and 7 € {0,1}". Let xy be the satisfying assignment of ¢ that is nearest
to x when viewed as a binary string. Let ¢ be the relative distance between x and xy when viewed as
strings over the alphabet {0,1}". Clearly, the decoding error of D on z o 7 with respect to g is €, and
is an upper bound on the decoding error of D. Furthermore, the relative distance between x and xy as
binary strings is at least € /u. Thus, the emulation of V' rejects x o with probability at least p(n) -/u,
and this is also the rejection probability of D, as required. [

Remark 5.6.13. One could also prove Proposition 5.6.12 without a loss of a factor of u in the rejection
ratio p using error correcting codes.

Remark 5.6.14. It is not hard to see that the converse of Proposition 5.6.12 also holds. Namely, given
a udPCP it is easy to construct from it a PCPP. Roughly, given a udPCP D, construct a PCPP verifier
that when given oracle access to x o, invokes D with oracle access to 7w on a uniformly distributed &,
and verifies that the output of D equals x.

Remark 5.6.15. Our definition of udPCPs (Definition 5.6.9) bears some similarities to the notion of
relaxed locally decodable codes [BSGH'06], which are also constructed using PCPPs. However, the
notions are fundamentally different. The most important difference between the notions is that while
the decoder of a relaxed LDC should decode any possible message, the decoder of a udPCP is required to
decode only satisfying assignments of a given circuit. This makes udPCPs significantly more powerful,
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and in fact makes them equivalent to PCPPs. A secondary difference is that when a udPCP is given
oracle access to a corrupted oracle then it can output L with any probability, while a relaxed LDC is
required to output z; (instead of L) with some given probability.

5.6.3 Decoding graphs
5.6.3.1 The definition of decoding graphs

Recall that in the first part of the chapter, we often found it more convenient to work with constraint
graphs instead of working with PCPs. We now define the notion of “decoding graphs”, which will serve
as the graph analogue of decoding PCPs just as constraint graphs serve as the graph analogue of PCPs.

Definition 5.6.16 (Decoding graphs). A (directed) decoding graph is a directed graph G = (V, E) that
is augmented with the following objects:

1. A circuit ¢ : I'" — {0,1}, to which we refer as the input circuit. Here I' denotes some finite
alphabet.

2. A finite alphabet X, to which we refer as the alphabet of G.

3. For each edge e € E, an index k. € [t], and a circuit ¢, : ¥ x ¥ — ['U{L}. We say that e is
associated with k. and .. For k € [t], we denote by Fj the set of edges associated with k.

The size of G is the number of edges of G. We say that G has decoding complezity s if all the circuits
are of size at most s. It is required that G satisfies the following property:

e Completeness: For every satisfying assignment z € I to ¢, there exists an assignment 7, :
V — ¥ to G such that the following holds. For every edge (u,v) that is associated with an index
k = k@) and a circuit ¢ = 1)(y,), it holds that ¥ (w(u), 7(v)) = xy.

Notation 5.6.17. We will use the following terminology regarding constraint graphs: Let G = (V, E)
be a decoding graph with input circuit ¢ : I'¥ — {0, 1} alphabet X.

1. Let (u,v) € E and 9 = t(4,) be and edge its associated circuit, and let 7 : V' — ¥ be an
assignment to G. If ¥ outputs L on input (7(u),7(v)) then we say that (u,v) rejects m (or that
7 violates (u,v)), and otherwise we say that (u,v) accepts m (or that 7 satisfies (u,v)).

2. Let (u,v), ¢, and 7 be as before, let k = k(, ) be the index associated with (u,v), and let  be
an assignment to ¢. We say that (u,v) fails to decode x if ¢ (m(u),m(v)) ¢ {xr, L}. When z is
clear from the context we will omit it, and we will also say that (u,v) errs, or that (u,v) decodes
correctly (if (u,v) does not err). Note that outputting L is not considered to be failure.

3. We say that G has the projection property if for every circuit v(,,) has an associated function
fluw) © & — X such that 1, (a,b) # L if and only if f,.)(a) = b.

4. We refer to the quantity log (maxke[t] |Ek\) as the randomness complexity of G, since it upper
bounds the number of bits required to choose a uniformly distributed edge that is associated with
a particular index.

We turn to define soundness properties of decoding graphs. As in the case of decodable PCPs, we
have two definitions, one for the case of high soundness error (unique decoding) and one for the case of
low soundness error (list decoding).

Definition 5.6.18. Let G = (V, E), ¥, I, ¢ be as before, and let 7 : V' — ¥ be an assignment to G.
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e Unique decoding soundness: For every satisfying assignment z € I'* to ¢, we define the

decoding error of G on 7 with respect to x as the probability
Pr wo) (m(u),m(v T, L},
o P8 [ (7 (), 7 (0) ¢ {an, L)]

where k is uniformly distributed in [¢] and (u,v) is uniformly distributed in Ej. Note that the
edge (u,v) is chosen according to the decoding distribution of G.
We define the decoding error of G on m as the minimal decoding error of G on 7 with respect to
any satisfying assignment of ¢. Now, we say that G has rejection ratio p if for every assignment
7 to G, if G has decoding error € on 7 then it holds that

P u,v s = | Z - €,
’fG[tL(u,rv)eEk W( ) (m(u) 7 (v)) } p-e

where k and (u,v) are chosen as before.

e List decoding soundness: We say that G is list-decoding with list size L and soundness er-
ror ¢ if for every assignment 7 to G there exists a (possibly empty) list of satisfying assignments
xl, ..., 2% € T* for ¢ such that

PI‘ [¢(u,v) (7T (U),’]T(U)) ¢ {‘rllwaxévj-}] S 57

ke(t],(u,v)EE)
where k and (u,v) are chosen as before

The following proposition gives the correspondence between decoding PCPs and decoding graphs,
in analogy to the correspondence between PCPs and constraint graphs.

Proposition 5.6.19. Let r,s,¢,p, 'Y be as in Definition 5.6.9. The following two statements are
equivalent:

e CIRCUITSATr has a udPCP with query complexity 2, randommness complexity r, decoding complexity
s, proof length €, proof alphabet 3, and rejection ratio p.

e There exists a polynomial-time transformation that transforms a circuit p : Tt — {0,1} of size n to
a decoding graph G = (V, E) with {(n) vertices, randomness complexity r(n), decoding complezity
s(n), proof alphabet 3 (n), and rejection ratio p(n).

A similar equivalence holds for ldPCPs and list-decoding graphs.

5.6.3.2 Additional properties of decoding graphs

Recall that when discussing constraint graphs, we were interested in the probability that a uniformly
distributed edge of the graph is satisfied by a given assignment. As can be seen in Definition 5.6.18,
when discussing decoding graphs we are interested in a different distribution over the edges, defined
below.

Definition 5.6.20. The decoding distribution D¢ of a decoding graph G = (V| E) is the distribution
over the edges of G that is corresponds to the following way for picking a random edge of GG: Choose
k € [t] uniformly at random, and then choose an edge uniformly at random from Ej.

It is usually inconvenient to analyze the decoding distribution of the graphs we work with. However,
we will work only with graphs whose decoding distribution is similar to the uniform distribution over
the edges (where similarity is defined as in Section 5.2.5). The following definition aims to capture this
property, which allows us to analyze the uniform distribution instead of the decoding distribution.
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Definition 5.6.21. We say that a decoding graph G = (V, E) has smoothness = if its decoding distri-
bution is vy-similar to the uniform distribution over E.

The following proposition gives a comfortable way for calculating the smoothness of a decoding
graph. Intuitively, observe that if all the sets Ej are of the same size then the decoding distribution is
identical to the uniform distribution. We now observe that if the sizes of the sets E}. are close to each
other then the decoding distribution is similar to the uniform distribution.

Proposition 5.6.22 (Smoothness criterion). A decoding graph G with edge-set E has smoothness v if
1Bl

and only if for every k € [t], the number of edges that are associated with k is between = - @ and % 5

Proof. Observe that if there are m;, edges associated with k € [t] then the probability for such an edge

to be chosen under the decoding distribution is % . mik while the corresponding probability under the

uniform distribution is ﬁ Now apply the definition of similarity of distributions. [

We will often want our decoding graphs to be regular, or at least have bounded degree. The precise
definition follows.

Definition 5.6.23. We say that a decoding graph G has degree bound d € N if all the in-degrees and
all out-degrees of the vertices in G are bounded by d. We say that it is d-reqular if every vertex has
eractly d incoming edges and ezactly d outgoing edges.

5.6.3.3 General udPCPs and decoding graphs

Proposition 5.6.19 gave us only a correspondence between decoding graphs and udPCPs that makes
exactly two queries. The next proposition shows that in fact any udPCP, even if it uses more than two
queries, gives rise to a procedure that transforms circuits to decoding graphs with related parameters
and unique decoding soundness. A nice property of this procedure is that it generates decoding graphs
that are regular and have smoothness 1, which will be useful later in this chapter.

Proposition 5.6.24. LetT', ¥, r(n), q¢(n), {(n), s(n), and p(n) be as in Definition 5.6.9, and let hy and
dy be the constants from Fact 5.2.20. If there exists a udPCP D for CIRCUITSATr with the foregoing
parameters, then there exists a polynomial time procedure that acts as follows. When given a circuit
¢ : " — {0,1} of size n, the procedure outputs a corresponding vertex-decoding graph G = (V, E) with
randomness complezity r(n) + log (do - q(n)), alphabet 1™ decoding complezity s(n) + poly log |X(n)],
and rejection ratio Q (p(n)/ (q(n))z) Furthermore, G is (q(n) - do)-reqular, and has t -2"™ vertices and
smoothness 1.

Proof sketch The proof is a variant of a well known technique for reducing the query complexity of
a PCP verifier to 2, and its full details can be found in [DM10, App. D]. The graph G is constructed
roughly as follows: The graph G has a vertex for every possible invocation of the decoder D. Each such
vertex v is expected to be labeled with the answers that D receives to its queries on the corresponding
invocation, and the edges that are connected to v check that those answers are not rejected by D. The
edges of GG also verify that the labels of the different vertices are consistent with each other, and in order
to save in the number of edges we choose the consistency checks according to an expander.

Observe that since a vertex should be labeled with all the answers that D gets to its queries on this
particular invocation, we can use those labels to perform decoding. In particular, given that an edge
(u,v) accepts, the value that it decodes can be decided based only on the label of u. This property will
be useful in Section 5.7 (see Definition 5.7.1 for details). [
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5.6.4 Our construction of dPCPs, Theorem 5.1.6

In this section we state and prove Theorem 5.1.6.

Theorem (5.1.6, dPCP, restated formally). For every function T’ that maps natural numbers to finite
alphabets such that |T'(n)| < 2PVI8™ the following holds. There exists an ldPCP D for CIRCUITS ATy with
query complexity 2, proof alphabet 2P°Y1°8™ randomness complexity O(logn), soundness error 1/ log®™M p,
and list size poly logn. Furthermore, D has the projection property (see Notation 5.6.17, Item 3).

We prove this theorem analogously to the proof of Theorem 5.1.1, which asserts the existence of
two-query PCPs with soundness error 1/polylogn. Our starting point is a known construction of a
PCPP, stated here as Theorem 5.6.3 which is then reduced to a transformation mapping circuits to
decoding graphs. We then have two main steps. The first is to equip the decoding graphs with linear
structure, as formulated in Lemma 5.6.25. The second step is to reduce the error by derandomized
parallel repetition, as stated in Lemma 5.6.26. Theorem 5.1.6 follows by combining the two lemmas
which we state next,

Lemma 5.6.25 (Linear Structure Embedding for udPCPs). There ezists a polynomial time procedure
that satisfies the following requirements:

o Input:

— A decoding graph G of size n for input circuit o : T'* — {0, 1} with alphabet 3, rejection ratio
p, decoding complexity s, and smoothness .

— A finite field F of size q such that ¢ > 4 - d3, where dy is the constant from Fact 5.2.20.
e Output: A decoding graph G' = (F™, E") for ¢ such that the following holds:

— G’ has a linear structure.

— The size of G' is at most O (q-n/7).

— G’ has alphabet $008(/7))

— G has rejection ratio Q (p/q* - log,(n/7))

— G’ has decision compleity s + poly (log, (n/7) ,log|T'|)
— G’ has smoothness 2 (1/q).

Lemma 5.6.26 (Derandomized Parallel Repetition for dAPCPs). There exist a universal constant h and
a polynomial time procedure that satisfy the following requirements:

o Input:

— A finite field F of size q.

A decoding graph G = (F™, E) of size n for input circuit ¢ : T* — {0, 1} with linear structure,
alphabet 32, rejection ratio p, decision complexity s, and smoothness 7.

The rejection ratio p of G.
— A parameter dy € N such that dy < m/h? and p > h-dy - g%/ /~.
e Output: A decoding graph G’ for ¢ such that the following holds:

— @ has size nPdo)
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— G’ has alphabet 1.

G’ is list-decoding with soundness error & L. do - g~ %/" |y and list size L o q@o) |

G’ has the projection property.
— G’ has decoding complexity ¢°) - (s + polylog|Y]).

We now turn to prove Theorem 5.1.6.

Proof. Let V be a PCPP verifier for CIRCUITSAT as in Theorem 5.6.3. By Proposition 5.6.12 this
implies a udPCP for CIRCUITSAT with similar parameters. Next, by Proposition 5.6.24 we get a
polynomial time transformation taking a circuit ¢ : {0,1}" — {0, 1} into a vertex-decoding graph. The
graph G has the following parameters. The randomness complexity is 7(n) = O(logn), the decoding
complexity, rejection ratio, and constant proof alphabet are constant, and the smoothness is 1.

We choose F to be the smallest finite field of size at least logn, and set F to be the finite field of
size q. We now invoke Lemma 5.6.25 (linear structure embedding for udPCPs) on input G and F, and
obtain a new vertex-decoding graph G; with linear structure and parameters:

e The size of G, is at most O(q - n).

e G has alphabet size 200°84("),
e G, has rejection ratio p; & Q (p/q* - log,(n))

e G has decision complexity poly(log, n)

q

e (1 has smoothness v; = Q) <1>

Finally, we set dy to be an arbitrary constant such that p; > h-dy - ¢~%/" /4, . Note that this is
indeed possible, since log, (1/p1) is a constant that depends only on p. Finally, we invoke Lemma 5.6.26
(derandomized parallel repetition for dPCPs) on input Gy, F, p;, and dy, and denote by G’ the output
decoding graph. The transformation taking the initial input ¢ into G’ (via intermediate steps G and
(1) is equivalent, by Proposition 5.6.19, to a dPCP with the claimed parameters. [

5.6.5 Proof of the result of [MRO08], Theorem 5.1.2

Our Theorem 5.1.1 asserts the existence of a two query PCP with soundness error 1/polylogn and
alphabet size || = 2POV18m Tn this section we will sketch a proof of Theorem 5.1.2 in which the alphabet
size |X| can be any value smaller than 2P°1°8™ while maintaining the relation of € < 1/poly(log|3|).

Theorem (5.1.2, restated, [MRO8]). For any function €(n) > 1/polylogn the class NP has a two-
query PCP verifier with perfect completeness, soundness error at most € over alphabet X of size at most
13| < 91/poly(e)

Our proof of Theorem 5.1.2 relies on the scheme of [DH09] who showed a generic way to compose a PCP
with a dPCP, and then proved Theorem 5.1.2 by repeating the composition step, assuming the existence
of two building blocks: a PCP and a dPCP. We plug in our constructions of a PCP (Theorem 5.1.1)
and of a dPCP (Theorem 5.1.6) into the composition scheme of [DH09] and obtain a new construction
of the verifier of Theorem 5.1.2 that does not rely on low degree polynomials.
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Remark 5.6.27. An important feature of the theorem of [MROS] asserts that the verifier is randomness-
efficient, i.e. it uses only (1+o0(1)) logn random bits rather than O(logn) random bits. This is equivalent
to constructing constraint graphs of almost-linear size rather than polynomial size (see Remark 5.2.15).
Using the composition scheme of [DH09], the outcome will be randomness efficient as long as the PCP
verifier at the outermost level of composition is randomness-efficient. It does not, for example, depend
on whether the dPCP is randomness-efficient.

However, since our PCP verifier from Theorem 5.1.1 is not randomness-efficient, we can only get this
additional feature by relying at the outermost level on a PCP verifier as in [MRO8]. The dPCP can still
be based on our Theorem 5.1.6. Alternatively, if we also base the outermost PCP on theorem 5.1.1 we
get a polynomial-size construction, but not a “randomness-efficient” one. It is also conceivable that the
construction of Theorem 5.1.1 can be improved to yield a randomness-efficient PCP, and we leave this
for future work.

In order to state the generic composition theorem of [DH09] let us first define the decision complexity
of a PCP verifier. Roughly speaking, a PCP verifier has decision complexity s(n) if every constraint
in the underlying constraint graph can be computed by a circuit of size at most s(n)®. This definition
is analogous to the definition of the decoding complexity of a PCP decoder. It is easy to see that the
PCP verifier (from Theorem 5.1.1) has decision complexity poly logn in the same way that the dPCP
decoder (from Theorem 5.1.6) was shown to have decoding complexity poly logn.

We turn to state the composition theorem of [DH09]. As in all composition theorems in the literature,
the goal of this theorem is to take an “outer verifier” (in this case, a PCP verifier), which has a large
alphabet, and reduce its alphabet size by composing it with an “inner verifier” (in this case, a PCP
decoder). The gain is obtained from the fact that the inner verifier is invoked on a claim of size s(n) < n,
and thus can have a much smaller alphabet than the outer verifier. The result of the composition is a
verifier that has the alphabet size roughly as of the inner verifier, and can still be invoked on a claim
of size n. However, the composed verifier accumulates soundness error from the invocations of both the
outer verifier and the inner verifier, and thus the composition does not come “for free”.

Theorem 5.6.28 (Paraphrasing [DH09]). Let V' and D be a PCP verifier and a PCP decoder as follows:

1. Let V be a two-query PCP werifier for NP with perfect completeness, soundness error A(n),
alphabet size |X(n)|, and decision complexity s(n). Assume further that the PCP verifier makes
projection queries.

2. Let D be a two-query PCP decoder for CIRCUITSATr for some I'(n). Assume D has perfect
completeness, soundness error 6(n), list size L(n), and alphabet size |o(n)|.

If both V' and D have the projection property then there is a PCP wverifier V&® D with the following
properties. V ® D invokes D on inputs of length at most s(n). V ® D has perfect completeness,
soundness error O(8(s(n)) + L(s(n))A(n)), alphabet size |o(s(n))[PYEE/AE0D) “onid vV @ D has the
projection property.

As discussed above, the main gain from this theorem is that the alphabet size of V& D is much smaller
than that of V. Let us see how this is useful. Suppose we take V, D from Theorems 5.1.1 and 5.1.6. We
have ¥ (n) < 2P°W1osn 5(n) = polylogn, and o(n) < 2POW1e™ Thus, o(s(n)) = 2ro¥leeles  Similarly
L(s(n)) < poly loglogn and d(s(n)) = 1/polyloglogn. This results in alphabet size of 2P°1ogle(®) and
soundness error of 1/poly loglogn. By composing this verifier again with D (yielding (V ® D) ® D) one
can inductively obtain a PCP verifier with soundness error 1/poly log® n for any 4 and corresponding
alphabet size |X| = 21/P°¥() To get any alphabet size || one must do careful padding and we do not
go into these details.

SMore precisely, the verifier should be able to compute this circuit based on its input and its randomness.
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The composition theorem (Theorem 5.6.28) is stated here in the two-query terminology (rather than
in the terminology of “robust” PCPs). Let us now give a brief outline of how to obtain this version from
the version of [DHO09]:

1. From two-query to robust: Use Lemma 2.5 of [DH09] to deduce existence of a robust PCP rV and
a robust dPCP rD with parameters related to V and D. In particular, the number of accepting
views for 7D is bounded by |o|.

2. Composition: Apply Theorem 4.2 of [DHO09] with parameter ¢ = 6/L > |o|*". Deduce a new
robust PCP rV&®rD with parameters as follows. The soundness error is 0+ LA+4Le = O(§+LA).
4

7

The number of accepting views is at most |o this follows from inspecting the proof, but not

directly from the theorem statement).

3. Back to two queries: Again use Lemma 2.5 to move back to a two query PCP. The new alphabet
4 o(1
size is at most the number of accepting views of rV @rD which is at most |o(s(n))|** = |o|*/* w

as claimed. [ |

5.7 Decoding PCPs with Linear Structure

In this section we prove Lemma 5.6.25, i.e., that every decoding graph G can be embedded on a graph
that has linear structure. The heart of the proof is very similar to the proof of the corresponding
lemma for constraint graphs (Lemma 5.3.3) with few adaptations to the setting of decoding graphs.
Two important differences are the following:

1. Recall that we prove Lemma 5.3.3 by embedding the constraint graph G on a de Bruijn graph
DB, and that this is done by identifying the vertices of G with the vertices of DB. Furthermore,
recall that if DB has more vertices than (G, then some of the vertices of DB are not identified with
vertices of (G, and thus we place only trivial constraints on those vertices.

This construction does not work for decoding graphs. The reason is that in the setting of decoding
graphs every edge needs to be able to decode some index k € [t]. Furthermore, every edge that
fails to decode must contribute to the fraction of rejecting edges. Thus, we can not have many
trivial edges.

In order to resolve this issue, we prove a proposition that allows us to ensure that GG has exactly
the same number of vertices as in DB, see Proposition 5.7.4 below.

We note that Item 1 is not caused by the fact we chose a strong definition of udPCP and not a
weak one (see Remark 5.6.11). Even if we used a weak definition of udPCP, requiring edges to
reject only if the decoding error is above some threshold, we still could not use dummy vertices
and edges in the embedding, as this would cause the aforementioned threshold to be too large for
our purposes.

2. Recall that in the embedding of constraint graphs on de Bruijn graphs we used the expander-
replacement technique (Lemma 5.4.8) to make sure that the graph G has small degree. Since such
a lemma was not proved for decoding graphs in previous works, we have to prove it on our own.
This is done in Proposition 5.7.3 below.

The rest of this section is organized as follows. In Section 5.7.1 we prove the aforementioned Proposi-
tions 5.7.3 and 5.7.4. Then, in Section 5.7.2, we prove Lemma 5.6.25.
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5.7.1 Auxiliary propositions

In this section we prove Propositions 5.7.3 and 5.7.4 mentioned above. In order to state those two
propositions, we need to define a special kind of decoding graphs, called “vertex-decoding graphs”. The
reason is that we only know how to prove Proposition 5.7.4 for vertex-decoding graphs. Fortunately,
we can convert any decoding graph to a vertex-decoding one using Proposition 5.7.3.

We move to define the notion of vertex-decoding graphs. Intuitively, a decoding graph is vertex-
decoding if the value that an edge (u,v) decodes depends only on the labeling of u, while the labeling
of v only affects on whether the edge accepts or rejects. The formal definition follows.

Definition 5.7.1 (Vertex-decoding graphs). We say that a decoding graph G is a vertez-decoding graph
if it has the following properties:

1. For every edge (u,v) of G and its associated circuit ¢ = 1(,.), there exists a function f: ¥ — T
that satisfies the following: For every assignment 7 to the vertices of G for which ¢ (7w (u), 7(v)) # L
it holds that ¢ (7(u), w(v)) = f (w(u)).

2. Every vertex has at least one outgoing edge. In other words, every vertex is capable of decoding
at least one index k € [t].

Remark 5.7.2. While the property of a graph being vertex-decoding is reminiscent of the projection
property, there are two important differences. First, note that Item 1 in Definition 5.7.1 is weaker
than the projection property, since it only requires that m(u) determines the decoded value, and not
necessarily 7(v). Second, note that Item 2 is not required by the projection property, and is actually
violated by the known constructions of graphs that have the projection property.

We turn to prove Propositions 5.7.3 and 5.7.4. We begin with Proposition 5.7.3, which says that we
can always reduce the degree of decoding graphs while paying only a moderate cost in the parameters.
As mentioned above, the proposition also transforms the decoding graph into a vertex-decoding graph.

Proposition 5.7.3. Let dy be the constant from Fact 5.2.20, and let d = 2dy. There exists a polynomial
time procedure that acts as follows:

e Input: A decoding graph G of size n for input circuit ¢ : T* — {0, 1} with alphabet 3, rejection
ratio p, decoding complexity s, and smoothness .

e Output: A d-reqular vertex-decoding graph G' of size at most d-n/~ for input circuit @, alphabet
Y2, rejection ratio Q (p), decoding complexity s + poly log ||, and smoothness 1. Furthermore, G’
has at most n/v vertices.

Proof sketch We apply the same construction as in the proof of Proposition 5.6.24. Let ¢ : I'* — {0, 1}
be the input circuit of G. The key observation is that G' corresponds to a decoder D that acts on ¢
such that D has query complexity 2, randomness complexity log (n/t - ), proof alphabet 3, rejection
ratio p, and decoding complexity s. The reason for the foregoing randomness complexity is that by the
smoothness of G and by the smoothness criterion of Proposition 5.6.22, it holds that for every k € [¢]
there are at most n/t- vy edges that are associated with &, and therefore choosing a uniformly distributed
edge that is associated with G requires log (n/ (¢ - 7)) uniformly distributed bits. Now, by applying the
construction of the proof of Proposition 5.6.24 to the decoder D, we obtain a graph G’ that satisfies the
requirements. The fact that G’ is vertex-decoding can be observed by examining the construction of
Proposition 5.6.24 (see also the second paragraph in the above proof sketch of Proposition 5.6.24). W

We next prove Proposition 5.7.4, which says that we can increases the number of vertices of a vertex-
decoding graph to any size we wish, while paying only a small cost in the parameters. This proposition
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will be used to ensure that the number of vertices of a decoding graph G is equal to the number of
vertices of the de Bruijn graph on which we want to embed G.

Proposition 5.7.4. There exists a polynomial time procedure that acts as follows:

o Input:

— A wvertex-decoding graph G of size n for input circuit ¢ : T* — {0, 1} with € vertices, alphabet
Y., rejection ratio p, decoding complexity s, degree bound d, and smoothness .

— A number ¢ € N such that ¢’ > { (given in unary).

e Output: Letc o [%J and let dy and hg be the constants from Fact 5.2.20. The procedure outputs
a vertez-decoding graph G’ of size at most 2+ (c+ 1) - dy - n for input circuit ¢ that has exactly {'
vertices and also has alphabet 33, output size s + poly log ||, rejection ratio (% - p/d?), degree

1

bound 2 - dy - d, and smoothness 5 - .

Furthermore, if G is d-reqular then G’ is (2 - dy - d)-regular and has rejection ratio Q (% - p).

Proof sketch The basic idea of the proof is as follows. Given the graph G, we construct the graph G’
by replacing each vertex v of G with multiple copies of v, such that the total number of vertices becomes
¢’ as required. Each copy of v will be connected to the same edges as the original v. An assignment to
G' will be required to assign the same value to all the copies of v: Clearly, if an assignment 7’ to G’
assigns the same value to the copies of each vertex v of G, then in a way 7’ “behaves” like an assignment
to G, and we can use the soundness of G to establish the soundness of G’ with respect to 7’. In order to
verify that the copies of a vertex v are assigned the same value, we will put equality constraints between
the copies of v. In order to save edges, the equality constraints are placed according to the edges of an
expander, and the analysis goes exactly as in the proof of Proposition 5.6.24. We use the fact that G
is vertex decoding in order to allow the equality constraints to decode values even though they can use
only the labeling of a single vertex of G. The rest of this proof consists of the technical details of this
construction, and can be found in [DM10, App. EJ. [ |

5.7.2 Embedding decoding graphs on de Bruijn graphs

In this section we prove the following proposition, which implies Lemma 5.6.25 (linear structure embed-
ding for udPCPs) and is analogous to Proposition 5.4.4 (embedding of constraint graphs on de-Bruijn
graphs). The proof follows the steps of Proposition 5.4.4 with the few adaptations to the setting of de-
coding graphs. For intuition and a high-level explanation of the proof, we refer the reader to Section 5.4
and in particular to Section 5.4.2.

Proposition 5.7.5 (Embedding Decoding Graphs on de-Bruijn Graphs). Let dy be the constant of
Fact 5.2.20. There exists a polynomial time procedure that satisfies the following requirements:

o Input:

— A decoding graph G of size n for an input circuit ¢ : T* — {0, 1} with alphabet 3, rejection
ratio p, decoding complexity s, and smoothness .

— A finite alphabet A such that |A| >4 - d3.
— A natural number m such that |A|™ > 2-dy-n/7y.

e Output: A decoding graph G for ¢ such that the following holds:
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The underlying graph of G' is the de Bruijn graph DB .
The size of G is |A|™".

G’ has alphabet X.00™).

— @' has rejection ratio Q) (p/ IA]?- m).

— G’ has smoothness at least v LNy (ﬁ)

— G’ has decision complezity s + poly (m,log|X])

Let G, A, and m be as in Proposition 5.7.5, and let ¢ : I'¥ — {0, 1} be the input circuit of G. On
input GG, A, and m, the procedure acts as follows. The procedure first constructs a vertex-decoding
graph G by applying to G the procedure of Proposition 5.7.3, and then applying to the resulting graph

the procedure of Proposition 5.7.4 with ¢ = |A|™. It can be verified that G; is a vertex-decoding graph

for input circuit ¢ with exactly |A|™ vertices, alphabet ¥; df Y2, rejection ratio p; = Q(p), decoding

complexity s+ poly log |X|, and smoothness at least % Furthermore, Gy is d-regular for d = 4-d3 < |A|,
and is of size d - |A|™.

Then, the procedure identifies the vertices of G with the vertices of DB = DB, ,,, partitions the
the edges of G; to d matchings pq, ..., g, and views those matchings as permutations on the vertices

of DB. We apply Fact 5.4.5 to each permutation p; resulting in a set of paths P; of length [ © om. Let
P=UP.

Next, the procedure constructs G’ in the following way. The alphabet of G’ is set to be X4?, viewed
as (Ell)d. It o€ (le)d, and 0 = (01,...,04), we denote by o;; the element (0;); € ¥1. It remains to
describe how to associate each edge e of G’ with an index k. € [k] and with a circuit ¢.. To this end,
we first describe in which cases a circuit 1, accepts, and then describe how the index k. is chosen and
what is the output of v, when it accepts.

The conditions in which 1, accepts. Fix an edge ¢/ = (u,v) of G', and let 1), be the circuit associ-
ated with e. The circuit 1, accepts in exactly the same cases in which the constraint that corresponds
to e in the proof of Proposition 5.4.4 (for constraint graphs) accepts. That is, the circuit ¢, accepts if
and only if all of the following conditions hold:

1. For every i € [d], the values (7r’ (u);, 7 (u)“> satisfy the edge (u; ' (u),u) of G.

2. It holds that 7' (u), ; = ... = 7" (u),, and that 7' (v),; = ... =7"(v),,.

)

3. For every i € [d] and j € [l — 1] such that u and v are the j-th and (j + 1)-th vertices of a path in
p € Pi respectively, it holds that 7' (u), ; # 7' (v), ;-

4. Same as Condition 3, but when v is the j-th vertex of p and u is its (j + 1)-th vertex.

The choice of k. and the output of ¢).. Fix a vertex u of G'. We describe the way we assign indices
k. to the outgoing edges of u, and the output of the circuits 1.. We begin by associating each of the
|A| outgoing edges of u in G’ with one of the d outgoing edges of v in G;. This association is done in
a “balanced” way - that is, each outgoing edge of u in G is associated with either ||A| /d] or [|A] /d]
edges of u in G'.

Now, let € be an outgoing edge of u in G’, and suppose that it is associated with an outgoing edge e;
of v in Gy, and that e; belongs to the matching ;. Let k., and 1., be the index and circuit associated
with e;. Recall that since Gy is vertex-decoding, there exists a function f,, : 31 — I' such that whenever
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Ve, (a,b) # L it holds that 1., (a,b) = f.,(a). We associate ¢’ with the index k.,, and with the circuit
e that is defined for every o',V € (Ell)d for which . (a,b) # L by

Yo (0 ¥) = for ((@)1,)

Note that 1. is indeed well defined, since the cases in which 1., outputs L were defined above.

The parameters of G'. The size and alphabet of G’ are immediate, and the completeness of G’ can
be established in the same way as in Proposition 5.4.4 (embedding of constraint graphs on de-Bruijn
graphs). It can also be verified that G’ has smoothness at least 7/ = ﬁ using the smoothness criterion
(Proposition 5.6.22) and a straightforward calculation.

It remains to analyze the rejection ratio of G'. Let ' be an assignment to G’ that minimizes the
ratio between the probability that a random edge of G’ rejects 7' (under the decoding distribution) to
the decoding error of G’ on 7. As in the proof of Proposition 5.4.4, we may assume that for every vertex
u of DB it holds that 7’ (u), ; = ... = 7' (u),,, since otherwise we may modify 7’ to such an assignment
that satisfies this property without increasiné the rejection probability or decreasing the decoding error.
Let m; be the assignment to Gy defined by m(u) = 7’ (u)m. Let € be the decoding error of G; on 7y,
and let x be the assignment to ¢ that achieves this decoding error. Let &’ be the decoding error of G’ on
7' with respect to z. We show that the rejection probability of G’ on 7’ is at least Q (7' - py - €'/ |A| - m),
and this will yield the required rejection ratio.

Observe that by the smoothness of G (resp. G’), the fraction of edges of G; (resp. G’) that fail
to decode = on m (resp. 7') is at least g = e (resp. €y = 7 - ¢'). Furthermore, the fraction of
edges of (G; that reject m is at least p; - 9. This implies, using the same argument as in the proof of
Proposition 5.4.4, that the fraction of edges of G’ that reject 7’ is at least Q (p1 - o/ |A| - m).

We finish the proof by relating ef, with €. To this end, observe that for every edge ¢ = (u,v) of G’
and its associated edge e; of G, the edge ¢’ fails to decode z on @' (i.e. Yo (7' (u)) ¢ {zx,, L}) only if
ey fails to decode z on m (Le. ¢, (my (u)) & {xy,,,L}). Furthermore, each edge e; of Gy corresponds
to either [|A]/d] or [|A|/d] edges in G’. It can be verified by a straightforward calculation that this

implies that £ < 2-¢¢. It now follows that the fraction of edges of G’ that reject 7’ is at least
P1 €0 pP1 - 86
Q > 0
<|A|'m) - (W'm)

pr-Y
> .
= Q(w-m >

The required rejection ratio follows. [

5.8 Derandomized Parallel Repetition of Decoding Graphs
with Linear Structure
In this section we prove Lemma 5.6.26 (derandomized parallel repetition for dPCPs), restated below.

Lemma (5.6.26, restated). There exist a universal constant h and a polynomial time procedure that
satisfy the following requirements:

o Input:
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— A finite field F of size q.

A decoding graph G = (F™, E) of size n for input circuit ¢ : T* — {0, 1} with linear structure,
alphabet 32, rejection ratio p, decision complexity s, and smoothness 7.

The rejection ratio p of G.

— A parameter dy € N such that dy < m/h? and p > h-dy - g%/ /~.
e Output: A decoding graph G' for ¢ such that the following holds:

— G’ has size n©@)
G’ has alphabet L1

G’ is list-decoding with soundness error & L. do - g~ %/" |y and list size L def qOo) |

G’ has the projection property.
— G’ has decoding complezity ¢°@) - (s + poly log|Y]).

The proof follows the proof of the corresponding lemma for constraint graphs (Lemma 5.3.4), with
the following modification: Recall that the proof of Lemma 5.3.4 described the graph G’ by describing
a verification procedure (the E-test, Figure 5.2). Moreover, recall that the E-test works by choosing a
random subspace F' of edges and verifying that the edges in F' are satisfied by the assignment I (F).

In order to describe the graph G’ of Lemma 5.6.26, we describe a decoding procedure (the E-decoder,
see Figure 5.4 below). The E-decoder is constructed by changing the E-test as follows. Whenever the E-
decoder is required to decode an index k € [t], the E-decoder chooses a random edge e that is associated
with k, and then chooses the subspace F' to be a random subspace that contains e. The E-decoder then
checks, as before, that the edges in F' are satisfied by the assignment II (F'). If one of the edges in F is
unsatisfied, then the E-decoder rejects. If all the edges in I’ are satisfied, then the E-decoder decodes
the index k by invoking the circuit . associated with e on input II (F7),..

The intuition that underlies the construction of the E-decoder is as follows. Just as in the proof of
Lemma 5.3.4, we argue that the E-decoder contains an implicit S-test, and therefore the assignment I1
needs to be roughly consistent with some assignment 7 to G in order to be accepted. We now consider
two cases:

1. If G has high decoding error on 7, then by the soundness of GG it holds that many of the edges of
G reject w. By the sampling property of F', there are many edges in F' that reject 7, and therefore
the E-decoder must reject with high probability.

2. If G has low decoding error on 7, then due to the sampling property of F', only few of the edges in
F err. In particular, since e is distributed like a random edge of F', it only errs with low probability.
Thus, in this case the E-decoder decodes correctly with high probability.

Thus, in both cases the soundness error of the E-decoder is small.

5.8.1 The construction of G’ and its parameters

The decoding graph G’ is constructed as follows. Let G = (F™, E) and dy be as in Lemma 5.6.26
(derandomized parallel repetition for dPCPs), and let d; = h - dy where h is the universal constant from
Lemma 5.6.26 to be chosen later. As in the proof of the corresponding lemma for constraint graphs
(Lemma 5.3.4), the graph G’ is bipartite, the right vertices of G’ are the 2dy-subspaces of F™ (the vertex-
space of G), and the left vertices of G’ are the 2d;-subspaces of the edge space F of G. An assignment
IT to G’ should label each 2dy-subspace A of F™ with a function from A to X, and each 2d;-subspace F'
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1. Suppose that we are required to decode an index k € [t|]. Let e = (u,v) be
a uniformly distributed edge of G that is associated with &, and let i, be its
associated circuit.

2. Let Fy, and Fr to be random d;-subspaces of E, and let

BLdéfleft(FL), BRdéfright(FR), FdéfFL‘{’FR-

Fp and Fg are chosen to be uniformly and independently distributed d;-
subspaces of E conditioned on e € F, dim(F) = 2d,, dim(By) = d;,
dim (Bg) = dy, and B, N B = {0}.

3. Let Ay and Ag be uniformly distributed dy-subspaces of By, and Bp respectively,
and let o

A= AL+ Ag.

4. If either IL(F), 4, 4y 7# H(A)4, 4, OF the assignment II (F) is rejected by of
the edges in F', output L.

5. Otherwise, output ,1, (H (F)|U,H (F)‘U>.

Figure 5.4: The E-decoder

of E with a function that maps the endpoints of the edges in F' to ¥. The edges of G’ are constructed
such that they simulate the action of the “E-decoder” described in Figure 5.4.

The completeness, size, and alphabet size of G’ is can be verified in the same way as it was done in
the proof of Lemma 5.3.4, and so is the fact that G’ has the projection property. It remains to analyze
the soundness of G’, which is done in the following section.

5.8.2 The soundness of G’

We turn to prove that G’ is list-decoding with e = h - dj - q_do/h/”y and list size L = ¢©(@). Let II be an
assignment to G’. That is, we prove that there exists a (possible empty) list of satisfying assignments
z',..., 2 € T? to the input circuit ¢ such that when given as input a uniformly distributed index
k € [t], the probability that the output of the E-decoder is not in {a:,lg, Tk J_} is at most €.
Consider the distribution on the edges of G’ that results from letting the edge e of the E-decoder
be chosen according to the uniform distribution on the edges of G instead of the decoding distribution
of G. We will refer to the above distribution as the G-uniform distribution of G'. 1t is straightforward
to show that the G-uniform distribution and decoding distribution of G’ are v-similar, by applying
Claim 5.2.18 with X; and X, being the choices of e according the the G-uniform distribution and the
decoding distribution, and Y; and Y5 being the G-uniform distribution and decoding distribution of G’
respectively. In the following proof, all the probability expressions are not over the decoding distribution
of G’, but rather over the G-uniform distribution of G'. We will later use the similarity between the
distributions to argue that G’ has small soundness error with respect to its decoding distribution.

Notation 5.8.1. We denote by D the random variable that equals to the output of the E-decoder. As
in the proof of Lemma 5.3.4 (derandomized parallel repetition for constraint graphs), we denote by T
the event in which the E-decoder accepts II, so T is the event D # 1. Moreover, as in the proof of

Lemma 5.3.4, for an assignment 7w : F™ — ¥, we denote by II (F) ~ 7 the claim that for at least
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1 — « fraction of the edges e of F' it holds that II (F') is consistent with m on both the endpoints of e,
and otherwise we denote II (F') % .

Our proof proceeds in two steps. We first show that there exists a (possible empty) assignments

7l ..,7% : ™ — ¥ such that whenever the E-decoder accepts II, it almost always does so while
being roughly consistent with one of the assignments 7!, ..., 7%. We can then choose the assignments
z', ..., z" to be the assignments that minimize the decoding error of 7', ..., ¥ respectively. Next, we

show that whenever II is roughly consistent with 7%, the E-decoder either rejects II with high probability
(if 7" has high decoding error) or decodes z’ successfully with high probability (if 7* has low decoding
error). Thus, the overall probability that the E-decoder fails is small.

The above strategy is made formal in the following three propositions. Let A’ and ¢ be the universal
constants defined in Theorem 5.8.5 below, and let « g do-q~ /" Let g . v/3 =h-dy-q %/"/3
and let L = O (1/¢).

Proposition 5.8.2. There exists a (possibly empty) list of assignments 7', ... 7% :F™ — X such that
Pr [7' and Ai € [L] s.t. II(F) =~ wi] < 2-gy.

Proposition 5.8.3. For every assignment m : F™ — 3 on which G has decoding error at least eq/2L it
4.

holds that Pr |T and II (F) ~ 7Ti| < go/L.

Proposition 5.8.4. For every assignment w : F™ — ¥ on which G has decoding error less than eq/2L
with respect to a satisfying assignment x to the input circuit ¢ it holds that

Pr [D £z and T1(F) = 7| < /L,

where k s the index on which the E-decoder is invoked.

Propositions 5.8.2 and 5.8.4 are proved in Sections 5.8.2.1 and 5.8.2.2 respectively. Proposition 5.8.3
can be proved in the same way as Proposition 5.5.7, by noting that due to the soundness of GG, at least
p - €0/2L of the edges of G reject 7.

We now prove that G’ is (L, €)-list decoding using Propositions 5.8.2, 5.8.3, and 5.8.4. Let 7!, ... =l
be the assignments from Proposition 5.8.2. For each i € [L], let z° be the assignment to ¢ that attains
the decoding error of w*. The decoding error of G’ on II under the G-uniform distribution of G’ is as
follows.

L
Pr[D¢ {al,... ak 1}] < ZPr[D@é{x}c,...,xﬁ,L} andH(F)“'é‘wi]
=1

+Pr [Dgé {al,...,2F, 1} and Zie[L] st. H(F)i'vf“wi}

L
< ZPr[D%{xZ,J_} andH(F)%Wi]
+Pr [T and Ai € [L] s.t. H(F)Lléaﬂz}
< 280/L+2'€0 (57>

= 3'507

where Inequality 5.7 follows from Propositions 5.8.2 and 5.8.4. Finally, since the G-uniform distribution
of G’ and the decoding distribution of G’ are ~y-similar, it follows that the decoding error of G’ on II
under the decoding distribution of G’ is at most 3 - g¢9/v = ¢, as required. |
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5.8.2.1 Proof of Proposition 5.8.2

Recall that in order to analyze the soundness of the E-test in Proposition 5.5.6, we argued that the
E-test contains an “implicit S-test”, and then relied on a theorem regarding the soundness of the S-test
(Theorem 5.5.4). The aforementioned theorem said that if the S-test accepts an assignment II with
some probability, then there exists an assignment 7 such that with some (smaller) probability, the S-
test accepts II while being consistent with the S-direct product of 7. This can be thought as a “unique
decoding” theorem, that decodes 7 from II.

In order to prove Proposition 5.8.2 for the E-decoder, we use a similar argument, but this time we
use a “list decoding” theorem for the S-test. The following theorem says that there exists a short list
of assignments 7, ..., 7, such that it is almost always the case that if the S-test accepts I, it does so
while being consistent with the S-direct product of one of the assignments 7wy, ..., 7.

Theorem 5.8.5 (List-decoding soundness of the S-test). There exist universal constants h',c € N such
that for every dy € N, di > h' - dy, and m > h' - dy, the following holds: Let ¢ > K - dy - g~ %/",
a ¥ p. dy - %" Let II be a (possibly randomized) assignment to 2dy-subspaces of F™ and to
pairs of di-subspaces of F™. Then, there exists a (possibly empty) list of L = O (1/e°) assignments
b ..., F™ — ¥ such that

Pr H (Bl, BQ)|(A1,A2) - H (A)‘(A17A2) a‘nd /EZ € [L] s.1. H <B17B2) % WT(BLBQ)] <E.

Theorem 5.8.5 is proved in Section 5.9.

We turn to prove Proposition 5.8.2 based on Theorem 5.8.5. As in the proof of Proposition 5.5.6, we
begin by extending II to pairs of independent d;-subspaces of F"" in a randomized manner as follows:
Given a pair of independent d;-subspaces B; and Bs, we choose I} and F5 to be uniformly distributed
and independent d;-subspaces of E such that left (F}) = B; and right (F3) = Bs, and set I1 (B, By) =
IR+ F2)\(31732)'

Again as in the proof of Proposition 5.5.6, we observe that the probability that the E-decoder accepts
equals to the probability that the S-test accepts the extended II. The reason is that the subspaces By,
Br, A, Ag of the E-decoder are distributed like the subspaces By, Bo, A1, A, of the S-test. By choosing
h to be at least the constant A’ we can invoke Theorem 5.8.5 (list-decoding soundness of the S-test),
and conclude that there there exists a list of L = O (1/£¢) assignments 7', ... 7l : F™ — ¥ such that
for subspaces By, Bs, A1, As as in the S-test it holds that

The latter inequality is equivalent to the following inequality:
Pr|TL(F) (3, 0 = T1(A) 4,1y a0 A € (L] 6 TF), 5, ) & T, 0] < 201
which in turn implies the inequality
Pr [T and i € [L] s.t. TL(F) 5, ) & 7T|i(BL7BR)] < . (5.8)
In the rest of this section we show that this implies that
4-o

Pr [T and Ai € [L] st. T1(F) & 7#} <25 (5.9)

To this end, we use Claim 5.5.9, which was proved in Section 5.5.3.1 and is restated below.
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4o
Claim (5.5.9, restated). For every fized 2dy-subspace Fy of E such that 11 (Fy) % m, it holds that

«

Pr [H (F)\(B1,Br) ™ TI(B1,Br)

F=FR|<1/(¢"* a?).

Claim 5.5.9 implies immediately the following corollary.

Corollary 5.8.6. For every i € [L] it holds that

«

Pr [H (F)\(B1.,Br) ™ Til(B1,Br)

Aj € [L] s.t. II(F) = ﬂj} <1/ (¢" % a?).

In order to prove Inequality 5.9, we first show that

[e7

‘ a 1
Pr [7- and Ai € [L] s.t. IL(F),, puy = TB.en| At € [L] s.t. IL(F) = ﬂ’] > 3 (5.10)

To show it, we prove an upper bound on the complement event, that is, we prove that

4.«

Bic L] st I(F) = ﬂ} < %

1
T\(Br,Br)

&=

Pr [7’ and 3i € [L] s.t. H(F)\(BL,BR)

To see the latter inequality, observe that the right end side is upper bounded by

a . 40 -
Z Pr |:H<F>|(BL73R) ~ T|(BL,Br) /EI] € [L] s.t. 11 (F) ~ 77]] < Z 1/ (qd 2. 042)

ie[L] i€[L]
= L-/ (qdﬁ? . &2)
- O (o)

<

DN —

where the first inequality follows from Corollary 5.8.6, and the second inequality follows for sufficiently
large choice of h. Now, it holds that

Pr [T and Ai € [L] s.t. L (F)p, 5y ~ ﬂ-r(BL,BR) and Ai € [L] s.t. II(F) = 7Ti] (5.11)

is upper bounded by

3
7T|<BL,BR>] < €o-

Qe

Pr [7’ and Ai € [L] s.t. H(F)l(BL,BR)

On the other hand, by writing the probability in (5.11) in conditional form and applying Inequality 5.10,
we obtain that the probability in (5.11) is at least

%-Pr [T and Ai € [L] s.t. H(F)gaﬂi].

By combining the two last bounds, we obtain that
Pr [T and A€ [L] st. I(F) A?:?W] <2,

as required. [ |
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5.8.2.2 Proof of Proposition 5.8.4

Fix an assignment 7 : F” — 3 on which G has decoding error less than €q/2L with respect to a satisfying

assignment z of the input circuit ¢. We prove that Pr [D # xp and 11 (F) = 7T:| < go/L Let us denote

by & the event in which IT (F) = 7 and by & the event in which F' contains less than y/3L fraction
of edges on which G fails to decode x on m. We will prove that

Pr[D # z; and & ] = Pr [D # xp and I1(F) = W} < go/L.
It holds that
Pr[D # z; and & ] =Pr[D #x, and & and &] + Pr(¢(a,b) # zx and & and —&].

We upper bound both terms on the right hand side. The second term is clearly upper bounded by
Pr[—=&;]. The latter probability can be shown to be at most O (Lz/qwlf2 g2+ -dl/qm’zdl), using the
fact that F' samples well the edges of G, and more specifically using an argument similar to the one
used in the proof of Proposition 5.5.7. For sufficiently large choice of h, the latter expression is upper
bounded by ¢/3L.

We turn to upper bound the probability Pr[D # x; and & and &]. This probability is upper
bounded by the probability Pr[D # z;|€ and &)]. Now, let Fy be any 2d;-subspace of E such that

11 (Fp) = m; and such that the fraction of edges of Fy that fail to decode x on 7 is at most 2cq/3L.
Let us consider the probability Pr[D # z;|F = Fp]. Observe that conditioned on the choice F' = F,
the edge e chosen by the E-test is uniformly distributed among the edges of F'. Observe that e fails to
decode x only if one of the endpoints of e is inconsistent with 7 or if e is one of the edges in F' that fail
to decode = on 7. The probability of the first case is at most 4 - a < g¢/3L (where the latter inequality
holds for sufficiently large choice of h), and the probability of the second case is at most €q/3L. It
therefore holds that

Pr[D # z, and & and &)] < Pr[D # a;|F = Fy| <eo/3L +¢0/3L < 2e4/3L.

All in all, it holds that Pr[D # x;, and &| is at most 2e¢/3L + 3 - £9/3L = ¢/ L, as required. |

5.9 The Analysis of the Specialized Direct Product Test

In this section we provide the analysis of the S-test and prove Theorems 5.5.4 and 5.8.5, which are the
theorems on the soundness of the S-test that are used in Sections 5.5.3.1 and 5.8.2.1 respectively. The
proof proceeds in two steps. First, in Section 5.9.1, we define and analyze an intermediate direct product
test, which we call the P?-test. Then, in Section 5.9.2, we reduce the analysis of the S-test to that of
the P?-test.

For the rest of this section, we let ' be a finite field of size ¢ and let dy,d; € N.

5.9.1 The P3-test

In this section we define and analyze the P?-test. Informally, the P?-test consists of two P-tests that
are performed simultaneously. Details follow.

Given two strings 7y, Ty : F™ — X, we define their P?-direct product 11 (with respect to dy,d; € N)
as follows: II assigns each pair of dy-subspaces (A1, A;) the pair of functions (my|4,, 72)4,), and assigns
each pair of d-subspaces (By, B;) to the pair of functions (7y5,, 7 p,). We consider the task of testing
whether a given assignment II is the P?-direct product of some pair of strings m,m : F™ — . That
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1. Choose two uniformly distributed d;-subspaces By, By of F™.

2. Choose two uniformly distributed dy-subspaces A; C By, Ay C Bs.

3. Accept if and only if IT (B1, Ba)|(4, 4, = L (A1, A2).

Figure 5.5: The P2-test

is, we are given an assignment II , and in order to check whether II is a P?-direct product, we invoke
the P%-test, described in Figure 5.5.

It is easy to see that if II is a P?-direct product then the P?-test always accepts. Again, it can be
shown that if I is “far” from being a P2-direct product, then the P?-test rejects with high probability,
and that this holds even if II is a randomized assignment. Formally, we have the following result.

Theorem 5.9.1 (Soundness of the P%-test). There erist universal constants h,c € N such that the

following holds: Let e > h-dy-q %", « L. do - g~ /" Assume that dy > h-dy, m > h-dy. Suppose
that an assignment I passes the P?-test with probability at least €. Then, there exist two assignments
71 and 7y to F™ such that for By, By, Ay, Ay, distributed as in the P?-test it holds that

PI‘ H(BlaB2)|(A17A2) = H(Al,A2> and H(Al,AQ) % (7T1|A1,7TQ|A2) and H(Bl,BQ) % (71'1‘31,71'2‘32)]

is at least € (°).

In the rest of this section we prove Theorem 5.9.1. We denote by P the event in which the P>-test
accepts, that is, that II (B, B2)|(4, 4,) = II (41, A2). The core of the proof is the following lemma:

Lemma 5.9.2. There exist universal constants h', ¢ € N such that the following holds: Let ¢ > h' - d -
g /Mo of B -dy-qg~ /" Assume that dy > K -dy, m > B -dy. IfII passes the P?-test with probability
at least € then there exists an assignment my : F™ — 3 such that

O[/

Pr [73 and II (Al,A2)|A2 ~ Toa, and (B, B2)|32 ~ WQBZ] > Q(ecl),
and symmetrically, there exists a function m : F™ — X such that
Pr |:7D and II (A17A2)|A1 a% 7T1|A1 and (Bl, BQ)IBl a% 7T131:| Z Q({—jc’).

We prove Lemma 5.9.2 in Section 5.9.1.1. We turn to derive Theorem 5.9.1 from Lemma 5.9.2.

Proof of Theorem 5.9.1. The following proof is for the case where II is not randomized, but it can
be easily extended to the case where II is randomized (see Remark 5.9.4 for details). We will choose h
to be larger than the constant A’ of Lemma 5.9.2, so we can apply this lemma. Let 75 : F™ — ¥ be the
assignment guaranteed by Lemma 5.9.2, and let II be an assignment that is obtained from II as follows:

1. For every pair (Aj, Ay) for which II (Al,A2)|A2 ~ o4, Set IT' (A1, Ag) =TT (Ay, Ay).

2. For every other pair (A;, As), set II' (A;, Ay) = L, where L is some special value on which the test
never accepts.

3. Set the pairs (B, Bs) similarly.
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The probability ¢’ that the assignment II' passes the P%-test is at least Q(¢) by the definition of m,.
By choosing h to be sufficiently larger than the corresponding constants of Lemma 5.9.2, we can make
sure that &’ satisfies the requirements of Lemma 5.9.2. Therefore, we can deduce by Lemma 5.9.2 that
there exists an assignment 7 : F”* — ¥ such that

Pr [P and IT' (A, Ay) ,, & mija, and IU (By, By) p, & m&] > Q(()7) = Q).
We now choose ¢ = (¢ )2. Since the test never accepts when II' answers L, we deduce that
Pr {73 and TI(A;, Ay) & (mja,, Toa,) and I1(By, By) ~ (MBI,WMZ)} > Q(e).

Choosing h such that o > o’ completes the proof. [ ]

Remark 5.9.3. Technically speaking, our use of the special value L requires formal justification, since
when defining the P?-test and stating Lemma 5.9.2 we did not allow the use of such a special symbol.
To this end, we observe that the use of L can be implemented as follows: Let ¥ = X U{ L4, L}, where
1 4, L are symbols outside >. We first observe that Lemma 5.9.2 works just as well if we replace the
alphabet ¥ with the modified alphabet ¥’, since Lemma 5.9.2 is oblivious to the choice of the alphabet.
Now, whenever we wish to set II' (A;, A2) = L in the proof of Theorem 5.9.1, we actually set II' (A;, As)
to be the pair of functions that map all the vectors of A; and As respectively to the symbol 1 4. We
deal with the case of II' (By, B2) = L similarly, this time using the symbol Lg. It remains to observe
that when assigning II' (4;, Ay) this way, the P?-test will always reject IT' (4}, Ay), since the assignment
IT" never assigns pairs (By, By) with the symbol L 4. The same holds for the case of I (By, By) = L.

Remark 5.9.4. If II is randomized, then the definition of I’ in the foregoing proof should be slightly
changed to consider the internal randomness of II. That is, we define IT' to be a randomized assignment,
and obtain it from II as follows. For every pair (Aj, A) and every internal randomness w of II, let
us denote by (ay,as) the output of IT on (A;, As) and randomness w. We define the output of II' on

A, As) and randomness w to be (a1, as) if as ~ Tola,, and define it to be L otherwise. The definition
|[As
for pairs (Bj, Bs) is again similar.

5.9.1.1 The proof of Lemma 5.9.2

We prove Lemma 5.9.2 only for the assignment 75, and the conclusion 7; can be proved analogously. The
proof proceeds in three steps. First, we rely on Theorem 5.2.2 (soundness of the P-test) to find for each
pair of Ay, B; a direct product function that agrees (on average) with a good fraction of II(Ay,-) and
II(By, ). Then, we show that for each A; separately, the number of distinct such functions is bounded.
Next, we show that there is a single function 7 such that the probability that the test accepts and
I1 (A1, Az) 4, A T4, is non-negligible (A priori there could have been a different 7 for each A;). Finally,
we extend the latter result for d;-subspaces By, Bs. Let hy be the universal constant whose existence is
guaranteed in Theorem 5.2.2, and let a; be the corresponding value from Theorem 5.2.2.

Step 1. Consider the bipartite graph corresponding to the P-test, that is, the graph whose left vertices
are dg-subspaces and whose right vertices are di-subspaces, and such that a dy-subspace A; is connected
to a dj-subspace By by an edge if and only if A; C By. . We label an edge (A, By) by 7 : F™ — ¥ if

P [79 and I (By, By) , % mp, and 11 (Ay, Az),,, & W,AJ >0 ().

If no such 7 exists then do not label the edge.
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Fix Ay, B;. We will choose the universal constant b’ to be at least 2- hy. If the probability of passing
the P%-test conditioned on Ay, By is at least £/2, then we claim that the edge is labeled. Indeed, define
an assignment Il 4, p,) by

H(Al,Bl)(AQ) = H (Al, A2)|A2 and H(ALBl)(BQ) = H (Bl, B2)|32 .

If TI(4,,B,) passes the P-test with probability at least £/2, then by Theorem 5.2.2 (soundness of the
P-test) there is an assignment 7 as needed (since b’ > 2 - hy).

Furthermore, observe that by averaging at least £/2 of the edges (A;, By) have conditional success
at least /2, so (A, By) is labeled.

Step 2. Fix Bj and let L(Bj) be the labels on edges touching B;. Consider the following “pruning”
process: arbitrarily choose a label 7 € L(B;) and remove all elements in L(Bj) that are within relative
Hamming distance 3a; of m. Repeat until no more labels can be removed. Let L'(B;) denote the
remaining set of labels. The set L’(B;) has the following properties

e Every pair of labels in L'(B;) are at least 3ay apart, and

e Every f € L(By) is 3a;-close to some label in L'(By).
We prove that |L'(B;)] < O(1/e"), using an argument in the spirit of the Johnson bound: Suppose
L'(B;) = {m, m2,...} is non-empty. For every m; # m; € L'(B) let us denote

1

pi = 25 [H (31732)‘32 R T By

aq

Dij = lgr [H (B1, B2) , ~ i, and I (By, Ba)p, = 77]'\82] :

By the definition of the labels 7;, we know that for some universal constant 7 it holds that p; > n - &?
3

for every m;. We upper bound the fractions p; j: We know that for every m; # 7; it holds that m; % ;.
It follows that

2-a
pij < E2r TiB, = Tj|B,

_ _ 2
< 1/<qd1 2 (o1 —q d1)>
1

< Z.p2.

—_ 2 77 87

8

where the second inequality follows by Lemma 5.2.4 (subspace-point sampler) and the third inequality
holds for sufficiently large choice of h'. Now, by the inclusion-exclusion principle that

Zpi_zpi,j < 1
i i#]
/ 4 1 / 2 1 2 8
LB () - L@ (5o ) <1
The last inequality immediately implies that |L'(By)| < 2/ (n- &) = O(1/&?).

We define L(A;) similarly, and prune it to L'(A4;). Imagine now choosing a random w4, € L'(A)
for each A; and a random g, € L'(By) for each B;. An edge (Aj, By) is called alive if it is labeled
by a function 7 that is 3a’-close to both 74, and 7p,. We expect at least 1/|L'(A)||L(B)| = Q(&%)
fraction of edges to be alive. Fix a choice of m4, and 7p, for each A; and B; in a way that attains this
expectation.
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Step 3. Let D; be the distribution of choosing a random d;-subspace B; and two neighbors A, A}
of it in the graph. Let D, be the distribution of choosing two dy-spaces A;, A} independently and a
random B that is a common neighbor of them in the graph. The statistical distance between D; and
D, is small:

Claim 5.9.5. For every k € N, if the constant h' is sufficiently large then the distributions Dy and Ds
are §-close for § < e*'/k.

We defer the proof of this claim to Section 5.9.1.2. Now choose a random triplet A, A}, By according
to D;. We lower bound the probability that both edges (A;, B1) and (A}, B;) are alive. This certainly
holds if (i) Q(e®) fraction of the edges adjacent to B are alive, and (ii) both edges (A, By) and (A}, By)
are alive. Part (i) holds with probability 2(e¥) and conditioned on this, Part (ii) holds with probability
at least 2(£'%). Altogether

(Bl,Al]i{’l)le [(Ay, By), (A}, By) are both alive] = Q(e**).

Finally, if we let 0 be the statistical distance of D; and D,, and apply Claim 5.9.5 with sufficiently large
choices of k and h’, then we have that

(Bl,AFj‘ll)N'DQ [(Ay, B1), (A}, By) are both alive] > Q(e**) — § = Q(¢*).

Now fix A; such that the above holds when conditioning on A;. This means that for at least (%)
fraction of the dy-subspaces A there exists a dj-subspace By such that both the edges (A;, By) and
(A}, By) are alive. For each such A/, it holds that the label of (A}, By) is 3ay-close to mg,, which in turn
is 3ay-close to the label of the edge (A;, By), which is 3a;-close to m4,. Thus, the label of (A}, By) is is

9ar;-close to my4,. Let us denote by (a;,8:) the label of the edge (A}, By). Recall that by the definition

of 7r(A,17Bl> it holds that

> Q (). (5.12)

Pr [P and IT (A}, A) s, 2 70 )10,] 2

A2,B2

Since ( = 74 it holds by Lemma 5.2.4 (subspace-point sampler) that for a uniformly distributed

A’I,Bl>

dp-subspace A,:
10-a1

1
% 7TA1|A2:| <

g2 - (ag —q~)*

Er [W(Aa,Bl)iAa

The latter expression can be made smaller than any constant times £* by choosing »’ to be sufficiently
large. By subtracting that expression from Inequality 5.12, we obtain that
10-a1

a1 -0 4
AEE’Q [P and H(All,AQ)‘AQ ~ W(A’l,Bl)|A2 and W(A’l,Bl)|A2 ~ WAl\Az] >0 (6 ) .

By letting my = 74, and choosing ¢ = 28, we have by the triangle inequality

P [73 and I (A}, As) ,, <" @,AQ] > Q) - (1) = Q). (5.13)

Step 4. It remains to show that the assignment Il agrees with 7, on a non-negligible fraction of the
B’s. To this end, we observe that

11-a

Pr [73 and H(Al,A2)|A2 R T|A,

12-a1 1
11(By, B o | < . 5.14
(B1, Ba)p, # 2|sz| 2 (a2 (5.14)
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To see it, note that it suffices to prove that

U | (B By, A < ! < !
= | 1By Ba)ig, % min, T gt (o —gm®)" T g2 (an/2)”

PI' |:H (Bl, Bg)|A2

The latter inequality is an immediate corollary of Lemma 5.2.4 (subspace-point sampler).
Now, by choosing A’ to be sufficiently large so that the upper bound in Inequality 5.14 is sufficiently
smaller than €, and by combining Inequality 5.13 with Inequality 5.14, we obtain that

11-ay 12-a1 /

Pr|P and Il (A1, A2),, = Toa, and (B, Ba)p, ~ myp,| = Q).
By setting A’ such that o/ > 12 -« this concludes the proof of Lemma 5.9.2. [ |

5.9.1.2 Proofs of Auxiliary Claim

Proof of Claim 5.9.5. Fix k € N. In order to prove the claim, consider the event J which holds if
and only if A and A’ are independent. We argue that

5/2 6/2
Dl ~ Dl‘J = DQ’J ~ D2.

The fact that Dy|J = Dy|J is exactly Proposition 5.2.4. We show that D, 6?452 Dy|J and D, (Zﬁz Ds|J.
The statistical distance between Dy and D;|J (respectively, Dy and Ds|J) is exactly the probability that
the event J does not occur under D; (respectively Dy). It follows immediately from Proposition 5.2.16
that Prp, [=J] < 2-dy/q® 2% and Prp, [-J] < 2 dy/q™ *%. Both the latter expressions can indeed
be made smaller than £2*/k by choosing sufficiently large I/, as required. [ |

5.9.2 The proof of Theorems 5.5.4 and 5.8.5

In the rest of this section we prove Theorems 5.5.4 and 5.8.5.

Theorem (5.5.4, the soundness of the S-test, restated). There exists a universal constants h,c € N such

that the following holds: Let € > h - dy - q*do/h, a®p. do - q*do/h. Assume that dy > h-dy, m > h-d;.

Suppose that a (possible randomized) assignment 11 passes the S-test with probability at least . There
exists an assignment m @ F™ — 3 for which the following holds. Let By, By be uniformly distributed
and independent di-subspaces of F™, let A1 and As be uniformly distributed dy-subspaces of By and Bs
respectively, and denote A = A; + As. Then:

Pr |11 (B, B2)|(A1,A2) =1 (A>|(A1,A2) and I1(By, By) = 7T|(B1,Bz)] =Q(e9).

Remark 5.9.6. Note that in the foregoing restatement of Theorem 5.5.4 we denote the first universal
constant by h, while in its original statement it was denoted by A'.

The intuition that underlies the proof is the following. Consider an adversary the chooses the proof II.
Since the S-test essentially contains a P%-test, the adversary must choose the assignment II such that for
random dy-subspaces A; and Aj, the assignment IT (A; + Ag)l( Ar.4,) 18 consistent with two assignments
m, T on Aq, As respectively. On the other hand, given the sum A; + As, the adversary can not deduce
the choices of A; and A,, and therefore he must label both of A; and A, with the same assignment
in order to make the S-test accept. We conclude that m; and 7w must be essentially the same. Details
follow.
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Let /' be the universal constant whose existence guaranteed in Theorem 5.9.1 (soundness of the P2-
test), and let o/ be the corresponding value from Theorem 5.9.1. We choose ¢ to be the same constant
as in Theorem 5.9.1, and will choose the universal constant h to be at least h'.

Fix an assignment II that passes the S-test with probability at least €. We define a new assignment
IT" that assigns values to pairs of dy-subspaces and to pairs of dj-subspaces of F™ (not necessarily
independent) by choosing I1' (By, By) (respectively II' (A;, A)) to be equal to II (By, Bs) (respectively
IT(A; + Ap)) if By and By (respectively A; and Ajy) are independent, and choosing I to be arbitrary
otherwise. Observe that the assignment IT’ passes the P2-test whenever B; and B, are independent and
IT passes the S-test. Furthermore, the probability that two uniformly distributed d;-subspaces B; and
By of F™ are not independent is at most d;/¢™ %% by Proposition 5.2.16, and therefore I passes the
P2-test with probability at least e —d; /g™ %% . For a sufficiently large choice of h, the latter probability
is at least Q) (g), and also matches the requirements of Theorem 5.9.1 (soundness of the P?-test), so we
can apply this theorem. It follows that there exist assignments 7y, w9 : F” — ¥ such that for uniformly
distributed (not necessarily independent) By, By, A1 C By, Ay C By it holds that

PI’[H/ <B17BQ)\(A1,A2) = H/ (Al,AQ) (515)

and IT" (Ay, As) ~ <7T1|A177T2\A2)

Ol/

and IT' (By, By) ~ (7Tl|Bla 7T2\BQ)]
= (9.
The probability that B; and B, are not independent is at most d; /g™ 2%, and the latter expression

can be made smaller than any constant factor times £¢ by choosing h to be sufficiently large. Thus,
Inequality 5.15 also holds for uniformly distributed independent By and By;. We now argue that

Claim 5.9.7. For sufficiently large choice of h, it holds that m, < .

We defer the proof of Claim 5.9.7 to the end of this section. We turn to prove the theorem. By
Inequality 5.15 it holds for uniformly distributed and independent d;-subspaces B; and By of F™ that

Pr |:H, (B17BQ)\(A1,A2) = H, (Al,AQ) and 11 (Bl,BQ) CY% (7T1|B177T2|Bg) Z Q (50) .

By Claim 5.9.7 it holds that m % . Since B is a uniformly distributed d;-subspace of F™, this
implies by Lemma 5.2.4 (subspace-point sampler) that

6-a’ 1 L
< > 1 = S
PI‘ |:7T1|B2 7T2|BQ:| = 1 qd172 . (Oé/ _ q7d1>2 il 1 qd172 . (Oé//2)2

We conclude that

7-of
Pr |:H, (Bl, B2)|(A1,A2) = H, (Al, Ag) and II (Bl7 Bg) ~ (7Tl|317 7T1|BQ)

o 6-a/

> Pr [H' (B1, Ba) (4, 4, = I (A1, A2)  and I1(By, By) = (718, T2B,) and myp, = mop,

1

TR

= Q(,

where the last equality holds for sufficiently large choice of h. the theorem now follows by defining
7w = m and setting h to be sufficiently large such that a =7 /. |
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5.a/
Proof of Claim 5.9.7. For the sake of contradiction, assume that m; % my. Let A be a uniformly

distributed 2 - dy-subspace A of F™ and let A; and A, be uniformly distributed and independent dg-
subspaces of A. By Lemma 5.2.4, it holds that

4o/ 1 1
> >
Pr [WllA % 7T2A] > 1 o2 (of — q—2do)2 21- ?d—2. (o ’/2)

4o/ 2-a’ 2-a’
If 714 % T then by the triangle inequality it either holds that IT(A) % 4 or that IT(A) % mya.
Since A; is a uniformly distributed dyp-subspace of A, it holds by Lemma 5.2.4 (subspace-point sampler)
that

O(,

Pr {H (A)a, # 14, !

2d0 2. ( //2)

o o

A similar claim can be made for m and A,. Now, if either I1(A) , % mija, or I1(A),, 7 T4, then by

M(4) % mm} >1-

Oé/

definition it holds that II (A) 4, 4,) # (1145 T24,). We conclude that

CV/

Pr |10, 0 7 (it 10

4-of 1
s T >1- )
1]A % 2A:| - q2'd0—2 . (Oé’/Q)Q

and therefore by lifting the conditioning and substituting A = A; + Ay we obtain that for a uniformly
distributed and independent dy-subspaces A; and A, of F™ it holds that

/

Pr |:H (Al + A2)|(A17A2) ’% (Wl‘A177T2|A2)

}S e

On the other hand, by the definition of II’, Inequality 5.15 implies that for uniformly distributed and
independent dy-subspaces A; and As of F™ it holds that

/

Pr |:H (Al +A2)|(A17A2) % <7T1|A1a7T2A2):| > Q(EC) .

By choosing h to be sufficiently large, the latter lower bound can be made larger than 2/ (q2'd0*2 . (0/)2),
and this is a contradiction. |

Theorem 5.9.8 (5.8.5, list-decoding soundness of the S-test, restated). There exist universal constants

h,c € N such that for every dy € N, dy > h-dy, and m > h-dy, the following holds: Let € > h-dy-q~%/",

a¥p. do- g%/ Let T be a (possibly randomized) assignment to 2dy-subspaces of F™ and to pairs of

di-subspaces of F™. Then, there exists a (possibly empty) list of L = O (1/¢°) assignments ', ... % :
F™ — 3 such that

Pr |TL(By, Ba) 4y ay) = 1(A) (4, 0y and B € [L] st TL(B1, By) & i, | < &

Remark 5.9.9. Note that in the foregoing restatement of Theorem 5.8.5 we denote the first universal
constant by h, while in its original statement it was denoted by A'.

The basic idea of the proof is as follows. We apply Theorem 5.5.4 to II, thus ‘decoding” from it an
assignment m'. We then remove from II the places at which it roughly agrees with 7!, resulting in an
assignment H2 If the assignment II? is accepted by the S-test with probablhty less than e, then we are
finished - the required list of assignments in this case consists only of 7!. Otherwise, the assignment IT?
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is accepted by the S-test with probability at least £, and we can therefore “decode” a second assignment
72 from I12. Next, we remove from II? the places at which it roughly agrees with 72, resulting in an
assignment II3. We proceed in this manner, each time obtaining new assignments II* and 7, until the
conclusion of Theorem 5.8.5 holds.

We prove Theorem 5.8.5 only for non-randomized assignments I1, but the proof can easily be extended
to randomized assignments, see Remark 5.9.11 for details. We choose the constants h and ¢ to be the
same as in Theorem 5.5.4. If the S-test accepts II with probability less than € then the theorem holds
vacuously. We thus assume that the S-test accepts II with probability at least €. We show that for

L = O (1/¢°) there exist assignments 7!, ... 7% : F™ — ¥ such that
Pr [H (B1, B2)|(4,.4,) =1 (A)|(A1,A2)] (5.16)
_Pr [H (B1, Ba) s, 4y = T(A) 4,4, and Ji € [L]: T(By, By) & wf(BhBQ)]
< e

We construct the assignments 7!, ..., 7% as follows. We begin by applying Theorem 5.5.4 to II, obtaining

the assignment 7!, and set IT ©oT hen, for each i > 1 we define an assignment II*! as follows.

1. For every pair of dj-subspaces By, By such that II° (By, Bo) ~ ﬂ‘i(Bl Ba)s W€ set [Tt (B, By) = L,
where L is a special symbol that the test always rejects. This is our formal way of “removing”
II° (By, Bs).

(e}

2. For every pair of d-subspaces By, B such that II° (By, Bs) # ﬂ‘i(BLB2), we set 1" (B, By) =
IT¢ (B1, Bs).

3. For every 2dy-subspace A, we set II'*! (A) = IT' (A).

Now, observe that
Pr [H”l (B1, Ba) a1y = 1! <A>\<A1,A2>] (5.17)

— Pr [H" (B1, B2)j(a, 4y = II' (A)\(ALAﬂ}

—Pr [Hi (B, Bz)|(A1,A2) = II' (A)\(Al,Az) AT (B1, By) = Wr(Bl,Bz)} ’

since we must have I (By, Ba)| 4, 4,y 7# T (A)(4, 4,) Whenever I (By, Ba)| 4, 4, = L, and the
latter occurs whenever IT¢ (By, By) =~ Ty .5y U PT [H”l (B1, Ba)|(a, 4, = T (A)‘(ALAQ)} < ¢ then

we set L = i and finish the construction. Otherwise, we construct 7! by applying Theorem 5.5.4 to
the assignment IT*! and setting 7*! to be the resulting assignment.
It is easy to prove by induction that for every i € [L] it holds that

Pr |TU4 (By, Ba) 4, ) = T (A)) 4, | (5.18)
= A]ZI'B |:H (BI; BZ)KALAQ) =11 (A>|(A17A2):|
_APQEB [H (B1, B2)j(a, 40 = TH(A)y4, 4,y and 3i € [L] 2 1L (By, By) = WT(BI,BQ)] '

The proof of the Equality 5.18 goes essentially by summing over the probabilities of events of the form

I (By, Bo)y (4, ay) = 1 (A) 4, 4y and I (By, By) = w5 v and Bj <ist. IV (By, By) = i g
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for different values of 1.
Finally, by combining Equality 5.18 with the fact that

Pr |TI**! (B, B2)|(A1,A2) = (A)|(A1,A2)] <,

it follows that the assignments 7!, ... 7l satisfy Inequality 5.16. To see that L = O (1/&¢), observe that
for each 7 we have that

Pr [IT' (By, By) 4, 4y = IT' (A),4,.1,) and I (By, By) & wf(Bth)] — Q).

By Equality 5.17, this implies that the acceptance probability of II**! is smaller than the acceptance
probability of IT¢ by at least ¢, and therefore that the number of iterations can be at most O (1/€°), as
required.

Remark 5.9.10. As in the proof of Theorem 5.9.1 (soundness of the P2-test), the use of the special
symbol L requires formal justification. This can be done as explained in Remark 5.9.3.

Remark 5.9.11. As in the proof of Theorem 5.9.1 (soundness of the P2-test), if I is randomized, then
for each i the definition of II**! should be slightly changed to consider the internal randomness of IT¢.
That is, we define II'*! to be a randomized assignment, and obtain it from II as follows. For every pair
(Bi, By) and every internal randomness w of IT¢, let us denote by (by, by) the output of IT; on (By, Bs) and
randomness w. We define the output of I on (By, Bs) and randomness w to be L if (by, by) & 7T|i(B1,Bz)7
and define it to be (b1, by) otherwise. The definition for 2dy-spaces A can be changed similarly to include
the internal randomness of IT°. |
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