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1 Research ExperienceMy �eld of research is the theory of computation. I have worked mostly on a variety of subjectsrelated to randomized computations (e.g., pseudorandom generators, probabilistic proof systems,small probability spaces, and weak random sources), and to cryptography (e.g., zero-knowledge andfault-tolerant protocols). These areas are somewhat overlapping so the partition adopted belowis somewhat arbitrary. For example, pseudorandomness and zero-knowledge are relevant both torandomized computations and to cryptography. Some of my contributions to these areas are� Showing how to construct zero-knowledge proof systems for any language in NP, using anycommitment scheme [96].� Showing how to solve any multi-party protocol problem, using any trapdoor permutation [97].� Presenting a generic hardcore predicate for any one-way function [30].� Showing how to construct pseudorandom functions from any pseudorandom generators [23].I also have research experience in the area of distributed computing and in other areas of the theoryof computation.1.1 Randomized ComputationsRandomness is a central aspect of the theory of computation. The e�ects of randomness on com-putation can be appreciated from a variety of points of view ranging from the abstract study ofcomplexity classes to the concrete construction of e�cient algorithms. In particular, the notions ofpseudorandom generators, interactive proofs, probabilistically checkable proofs (pcp), weak randomsources and constructions of small probability spaces have played an important role in the devel-opment of complexity theory and in the analysis of algorithms. I am proud of having contributedto the development and understanding of these notions.1.1.1 PseudorandomnessLoosely speaking, a pseudorandom generator is an e�cient (i.e., polynomial-time) deterministicalgorithm that stretches a uniformly chosen seed into a much longer sequence that, nevertheless,looks random to and e�cient observer. Pseudorandom generators allow to shrink the amount ofrandomness, in any e�cient application, by an constant power (i.e., instead of using n uniformlychosen bits, the application can be modi�ed to use only n� uniformly chosen bits, where �>0 is anyconstant). The construction of pseudorandom generators, under various intractability assumptions,has been a major enterprise in the last couple of decades.A key tool in the construction of pseudorandom generators is the construction of hard-corepredicates. A hard-core predicate of the function f is a polynomial-time computable predicate of xwhich is hard to approximate from f(x). Together with Levin, I was able to prove that any one-wayfunction of the form f(x; r) = (f 0(x); r) has a hard-core predicate (speci�cally, the inner-productmod 2 of x and r) [30]. This result plays an important role in the area of pseudorandomness.In particular, our result yields a very simple construction of a pseudorandom generator based onany one-way permutation and was used (by Hastad, Impagliazzo, Levin and Luby) to constructa pseudorandom generator based on any one-way function. Our result improves over a previousgeneral result of Yao and over previous results concerning speci�c functions of Blum and Micali,and Alexi, Chor, Schnorr and myself [1]. Put in more general terms, the result in [30] asserts that2



the complexity of any search problem is related to the complexity of answering \random (linear)queries" concerning the solution. Namely, for a search problem R, if it is infeasible, on input x, to�nd a solution s such that (x; s)2R then it is also infeasible to predict the inner-product (mod 2)of s and r, when given x and r, for a uniformly chosen r. This general form found many additionalapplications.Another contribution to the construction of pseudorandom generators is presented in [29]. Thiswork contains a construction of pseudorandom generators based on any \regular" function. (Looselyspeaking, a function f is called regular if each of its images has the same number of preimages.)The construction used in [29] utilizes hash functions in order to preserve the di�culty of successiveiterations of a (regular) one-way function. Traces of this paradigm can be seen in many subsequentworks in the area.The theory of pseudorandomness has been extended to functions by Goldwasser, Micali andmyself [23]. In particular, it has been shown how to construct pseudorandom functions, using anarbitrary pseudorandom (bit) generator. This means that a black-box that has only k secret bitsof storage can implement a function from k-bit strings to k-bit strings that cannot be distinguishedfrom a random function by any poly(k)-time observer that can \query the function" on argumentsof his choice.Other works of mine in the area of pseudorandomness include [28, 19, 53, 26, 31, 34, 32, 42].In particular, in [19] I've shown that two e�ciently sampleable distributions that are statisticallydi�erent can be computational indistinguishable only if one-way functions exist. In [26] an e�-cient ampli�cation of one-way permutations is presented. Ampli�cation of one-way function is animportant tool, especially in the construction of pseudorandom generators.1.1.2 Probabilistic Proof SystemsVarious types of probabilistic proof systems have played a central role in the development of com-puter science in the last couple of decades. I have contributed to the development of three suchproof systems: interactive proofs, zero-knowledge proofs, and probabilistic checkable proofs.Interactive Proofs. Interactive proof systems were presented by Goldwasser, Micali and Racko�as a randomized and (more) interactive generalization of NP. The generalization was aimed atproviding a convenient framework for the presentation of zero-knowledge proofs. (In fact, in [98]it was proved that this generalization is indeed essential for the (non-trivial) existence of zero-knowledge proofs.) However, back in 1985, it was not clear whether interactive proofs are morepowerful than NP. First evidence to the power of interactive proof systems was given by Micali,Wigderson and myself, by showing that Graph Non-Isomorphism (which is not known to be inNP) has an interactive proof system [96]. Still, the focus of that paper is on the zero-knowledgeaspects of interactive proofs: see Section 1.2.In [11], interactive proofs were used to present a dramatic refutation to the Random OracleHypothesis. In contrast to coNP � IP (estblaished before by Lund, Fortnow, Karlo� and Nisan),we showed that, relative to a random oracle, coNP is not contained in IP.More re�ned studies of the role of interaction, randomness and error probability in interactiveproof systems are the subject of [18, 5, 27, 46]. In particular, in [18] it is shown that the errorprobability in the completeness condition of interactive proof systems is unessential. In [5] theproblem of e�cient error-reduction in interactive proofs is addressed. This work also presents arandomness-e�cient sampling algorithm that is of independent interest. The power (or ratherlimitations) of interactive proof systems with bounded communication is studied in [27, 46].3



Zero-Knowledge and Knowledge Complexity. A fundamental complexity measure associ-ated with interactive proof systems is their knowledge complexity. The special case of knowledgecomplexity zero (aka Zero-knowledge) has received a lot of attention and is discussed in the Sec-tion 1.2. The general notion (of knowledge complexity) was suggested by Goldwasser, Micali andRacko�, yet without satisfactory de�nition (for the case where this complexity is greater than zero).In [36], two satisfactory de�nitions were presented and shown equivalent up to a constant. In [35],evidence was given to show that not all languages in IP have interactive proof systems of small(e.g., up to logarithmic) knowledge complexity.Probabilistically Checkable Proofs. Probabilistic checkable proof (pcp) systems have been afocus of intensive research, mainly due to the FGLSS-methodology of proving hardness results forcombinatorial approximation problems. In [6], we show that this methodology is \complete" in thefollowing sense. We study the free-bit complexity, denoted f , of probabilistic veri�ers for NP andshow that an NP-hardness result for the approximation of MaxClique to within a factor of N1=(g+1)would imply f � g. In addition, we reduce this complexity to two (i.e., f � 2) which yields (via theFGLSS-method) that approximating the clique to within a factor of N1=3 (in an N -vertex graph) isNP-hard. We also obtain improved non-approximability results for other Max-SNP problems suchas Max-2SAT and Max-3SAT. Underlying all these complexity improvements was the suggestion touse a new code in the inner-most level of the proof system, and the development of correspondingcodeword tests. This code, known as the LongCode, has been instrumental to further developmentsin the area, which include optimal NP-Hardness factors for MaxClique, Max3SAT, and some otherproblems (by Hastad).Probabilistic checkable proofs of almost-linear length for SAT are presented in [43]: The lengthof the proof is approximately n � exp(plog n) and veri�cation in performed by a constant number(i.e., 19) of queries, as opposed to previous results that used proof length n1+O(1=q) for veri�cationby q queries.1.1.3 New Topics in Randomized ComputationsProperty Testing. Together with Goldwasser and Ron, I have initiated a study of generalproperty testing and its relation to learning theory and to approximation problems [24]. Propertytesting is a relaxation of a decision task, where one tries to distinguish between objects havingthe predetermined property and objects \being far" from having the property, and do so withoutinspecting the entire object. Our work [24] focuses on testing graph properties, and presentsalgorithms, running in time that does not depend on the size of the graph, that distinguish thecase the graph has some predetermined property (e.g., being Bipartite) from the case it is far fromthe class of graphs having this property. Follow-up works include [37, 38, 25, 16, 39, 44].Locally testable codes. Locally testable codes are error-correcting codes that admit very ef-�cient codeword tests. Speci�cally, using a constant number of (random) queries, non-codewordsare rejected with probability proportional to their distance from the code. A systematic study ofthese codes was initiated in [43], which presents such (linear) codes in which k information bits areencoded by a codeword of length approximately k � exp(plog k).Locally decodable codes are di�erent from locally testable codes, which are studied in [115].The latter are closely related to private information retreival schemes, introduced in [68].
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1.1.4 Other Topics in Randomized ComputationsConstruction of Small Sample Spaces. A careful investigation of many randomized algo-rithms reveals the fact that they perform as well when their random input only possesses weakrandom properties (rather than being uniformly distributed). Consequently, the construction ofsmall sample spaces that exhibit some desired (weak) random properties is the key to transformingthese algorithms into deterministic ones at a reasonable cost. An archetypical example is Luby'sMaximal Independent Set algorithm. The construction of small sample spaces, inducing weakrandomness properties, is addressed in [14, 12, 2, 17]. The �rst two works deal with generatingand using constant amount of independence between the random variables, whereas the last twoworks deal with approximating larger amounts of independence. In particular, [2] contains threesimple constructions of small sample spaces that are almost unbiased, and [17] contains generalconstructions for approximating any product-distribution.Universal Hashing are used in many works in complexity theory. These works typically use tworandom properties of hash functions (i.e., \extraction" and \mixing"). In [47], we construct smallfamilies of functions having these random properties, demonstrating a trade-o� between the qualityof the functions and the size of the families from which they are drawn. For the \mixing" propertyand some parameters of the \extraction" problem, these constructions are still the best known.Using Sources of Weak Randomness. The above mentioned works capitalize on the factthat particular randomized algorithms perform as well when their input is taken from a sourceof weak randomness. A complementary approach is to transform any randomized algorithm intoa more robust algorithm so that the robust algorithm, when fed with a random input producedby a source of weak randomness, performs as well as the original algorithm when given a randominput produced by a perfect source. This way of using sources of weak randomness in algorithmsand other algorithmic settings is investigated in [12, 13]. In [13], Chor and myself introduce andinvestigate probability bounded sources of randomness that output a stream of blocks so that nostring is \too likely" to appear in the next block. The notion of a probability-bounded sourceturned out to be central to subsequent developments in this area, and the notion of a block-sourceplayed an important role too.Probabilistic Communication Complexity. Another area in which randomness plays a cen-tral role is communication complexity. Here the setting consists of two parties each having an inputand a predetermined two-argument function. The goal is to exchange as little bits of communi-cation in order to obtain the value of the function. In [13], a tight relation between the problemof extracting unbiased bits from two weak sources and probabilistic communication complexity isestablished, leading in turn to tight bounds on the probabilistic communication complexity of mostfunctions and of speci�c functions such as inner-product mod 2. Tradeo�s between randomnessand communication were investigated in [10].Publications in this area[1] W. Alexi, B. Chor, O. Goldreich, and C.P. Schnorr, \RSA/Rabin Functions: Certain PartsAre As Hard As the Whole", SIAM Jour. on Computing, Vol. 17, No. 2, April 1988, pp.194{209. Extended abstract in 25th FOCS, 1984.[2] N. Alon, O. Goldreich, J. Hastad, and R. Peralta, \Simple Constructions of Almost k-wiseIndependent Random Variables, Jour. of Random Structures and Algorithms, Vol. 3, No. 3,5



pp. 189{304, 1992. Extended abstract in 31st FOCS, 1990.[3] N. Alon, O. Goldreich and Y. Mansour. \Almost k-wise independence versus k-wise indepen-dence", ECCC, TR02-048, 2002.[4] Z. Bar-Yossef, O. Goldreich, and A. Wigderson, \Deterministic Ampli�cation of Space BoundedProbabilistic Algorithms", Proceedings of 14th IEEE Conference on Computational Complex-ity, pages 188{198, 1999.[5] M. Bellare, O. Goldreich, and S. Goldwasser, \Randomness in Interactive Proofs", Compu-tational Complexity, Vol. 4, No. 4 (1993), pp. 319{354. Extended abstract in 31st FOCS,1990.[6] M. Bellare, O. Goldreich and M. Sudan, \Free Bits and Non-Approximability", SICOMP,Vol. 27, No. 3, pp. 804{915, June 1998. Extended abstract in 36th FOCS, 1995.[7] M. Bellare, O. Goldreich and E. Petrank. \Uniform Generation of NP-witnesses using anNP-oracle", Information and Computation, Vol. 163, pages 510{526, 2000.[8] M. Blum and O. Goldreich, \Towards a Computational Theory of Statistical Tests", 33rdFOCS, 1992.[9] R. Canetti, G. Even and O. Goldreich, \Lower Bounds for Sampling Algorithms", IPL 53(1995), pp. 17{25.[10] R. Canetti and O. Goldreich, \Bounds on Tradeo�s between Randomness and CommunicationComplexity", Computational Complexity, Vol. 3 (1993), pp. 141{167. Extended abstract in31st FOCS, 1990.[11] R. Chang, B. Chor, O. Goldreich, J. Hartmanis, J. Hastad, D. Ranjan, and P. Rohatgi, \TheRandom Oracle Hypothesis is False", JCSS, Vol. 49, No. 1, 1994, pp. 24{39.[12] B. Chor, J. Friedmann, O. Goldreich, J. Hastad, S. Rudich and R. Smolansky, \The BitExtraction Problem or t-Resilient Functions", Proc. of the 26th IEEE Symp. on FoundationOf Computer Science, 1985, pp. 396{407.[13] B. Chor and O. Goldreich, \Unbiased Bits from Sources of Weak Randomness and Proba-bilistic Communication Complexity", SIAM Jour. on Computing, Vol. 17, No. 2, April 1988,pp. 230{261. Extended abstract in 26th FOCS, 1985.[14] B. Chor and O. Goldreich, \On the Power of Two-Points Based Sampling", Jour. of Com-plexity, Vol 5, 1989, pp. 96{106.[15] B. Chor, O. Goldreich and S. Goldwasser, \The Bit Security of Modular Squaring givenPartial Factorization of the Moduli", in Advances in Cryptology { Crypto `85 (Proceedings),pp. 448{457, 1986.[16] Y. Dodis, O. Goldreich, E. Lehman, S. Raskhodnikova, D. Ron and A. Samorodnitsky, \Im-proved Testing Algorithms for Monotonicity", Random99, Springer LNCS, Vol. 1671, pages97{108. 6



[17] G. Even, O. Goldreich, M. Luby, N. Nisan, and B. Veli�ckovi�c, \E�cient Approximationsof Product Distributions", Random Structures and Algorithms, Vol. 13, No. 1, pp. 1{16,Aug. 1998. Extended abstract in 24th STOC, 1992.[18] M. Furer, O. Goldreich, Y. Mansour, M. Sipser, and S. Zachos, \On Completeness and Sound-ness in Interactive Proof Systems", Advances in Computing Research: a scienti�c annual.Extended abstract in 28th FOCS, 1987.[19] O. Goldreich, \A Note on Computational Indistinguishability", IPL 34 (1990), pp. 277{281.[20] O. Goldreich, \Candidate One-Way Functions Based on Expander Graphs", Cryptology ePrintArchive, Report 2000/063, 2000.[21] O. Goldreich, \Using the FGLSS-reduction to Prove Inapproximability Results for MinimumVertex Cover in Hypergraphs", ECCC, TR01-102, 2001.[22] O. Goldreich and S. Goldwasser, \On the Limits of Non-Approximability of Lattice Prob-lems", JCSS, Vol. 60, pages 540{563, 2000. Extended abstract in 30th STOC, 1998.[23] O. Goldreich, S. Goldwasser and S. Micali, \How to Construct Random Functions", Jour. ofthe ACM, Vol. 33, No. 4, Oct. 1986, pp. 792{807. Extended abstract in 25th FOCS, 1984.[24] O. Goldreich, S. Goldwasser and D. Ron, Property Testing and its connection to Learningand Approximation, Journal of the ACM, pages 653{750, July 1998. Extended abstract in37th FOCS, 1996.[25] O. Goldreich, S. Goldwasser, E. Lehman, D. Ron and A. Samorodnitsky, Testing Monotinicity,Combinatorica, Vol. 20 (3), pages 301{337, 2000. Extended abstract in 39th FOCS, 1998.[26] O. Goldreich, R. Impagliazzo, L.A. Levin, R. Venkatesan, and D. Zuckerman, \Security Pre-serving Ampli�cation of Hardness", extended abstract in 31st FOCS, 1990.[27] O. Goldreich and J. Hastad, \On the Complexity of Interactive Proofs with Bounded Com-munication", IPL, Vol. 67 (4), pages 205{214, 1998.[28] O. Goldreich and H. Krawczyk, \On Sparse Pseudorandom Ensembles", Random Structuresand Algorithms, Vol. 3, pp. 163{174, 1992.[29] O. Goldreich, H. Krawczyk, and M. Luby, \On the Existence of Pseudorandom Generators".SIAM J. on Computing, Vol. 22-6 (1993), pp. 1163{1175. Extended abstract in 29th FOCS,1988.[30] O. Goldreich and L.A. Levin, \A Hard-Core Predicate for any One-Way Function". extendedabstract in the proceedings of 21th STOC, 1989.[31] O. Goldreich, L.A. Levin, and N. Nisan, \On Constructing 1-1 One-way Functions", ECCC,TR95-029, 1995.[32] O. Goldreich and B. Meyer, \Computational Indistinguishability { Algorithms vs. Circuits",Theoretical Computer Science, Vol. 191 (1998), pages 215{218.[33] O. Goldreich, D. Micciancio, S. Safra, and J.P. Seifert, Approximating shortest lattice vectorsis not harder than approximating closest lattice vectors, IPL, 71, pages 55{61, 1999.7



[34] O. Goldreich, N. Nisan and A. Wigderson, \On Yao's XOR-Lemma", ECCC, TR95-050, 1995.[35] O. Goldreich, R. Ostrovsky and E. Petrank, \Knowledge Complexity and ComputationalComplexity", SICOMP, Volume 27, Number 4, pp. 1116{1141, August 1998. Extended ab-stract in the proceedings of 26th STOC, 1994.[36] O. Goldreich and E. Petrank, \Quantifying Knowledge Complexity", Computational Com-plexity, Vol. 8, pages 50{98, 1999. Extended abstract in 32nd FOCS, 1991.[37] O. Goldreich and D. Ron, Property Testing in Bounded Degree Graphs, Algorithmica, 32 (2),pages 302{343, 2002. Extended abstract in 29th STOC, 1997.[38] O. Goldreich and D. Ron, A Sublinear Bipartite Tester for Bounded Degree Graphs, Combi-natorica, Vol. 19 (3), pages 335{373, 1999. Extended abstract in 30th STOC, pp. 289{298,1998.[39] O. Goldreich and D. Ron, \On Testing Expansion in Bounded-Degree Graphs", ECCC, TR00-020, 2000.[40] O. Goldreich and V. Rosen, \On the Security of Modular Exponentiation with Applicationto the Construction of Pseudorandom Generators",[41] O. Goldreich and S. Safra, \A Combinatorial Consistency Lemma with application to thePCP Theorem", SICOMP, Volume 29, Number 4, pages 1132{1154, 1999.[42] O. Goldreich and M. Sudan, \Computational Indistinguishability: A Sample Hierarchy",JCSS, Vol. 59, pages 253{269, 1999.[43] O. Goldreich and M. Sudan, \Locally Testable Codes and PCPs of Almost-Linear Length",in Proc. of the 43rd FOCS, pages xxx{xxx, 2002.[44] O. Goldreich and L. Trevisan, \Three Theorems regarding Testing Graph Properties", inProc. of the 42th FOCS, pages 460{469, 2001.[45] O. Goldreich, S. Vadhan and A. Wigderson, \Simpli�ed Derandomization of BPP using aHitting Set Generator" ECCC, TR00-004, 2000.[46] O. Goldreich, S. Vadhan and A. Wigderson, \On interactive proofs with a laconic provers",Proc. of the 28th ICALP, Springer's LNCS 2076, pages 334{345, 2001.[47] O. Goldreich and A. Wigderson, \Tiny Families of Functions with Random Properties",Journal of Random structures and Algorithms, Volume 11, Number 4, December 1997, pages315{343. Extended abstract in 26th STOC, 1994.[48] O. Goldreich and A. Wigderson, On the Circuit Complexity of Perfect Hashing, ECCC,TR96-041, 1996.[49] O. Goldreich and A. Wigderson, \Improved Derandomization of BPP using a Hitting SetGenerator", Random99, Springer LNCS, Vol. 1671, pages 131{137.[50] O. Goldreich and A. Wigderson, \On Pseudorandomness with respect to Deterministic Ob-servers", Proceedings of the satellite workshops of the 27th ICALP, Carleton Scienti�c (Proc.in Inform. 8), pages 77{84, 2000. 8



[51] O. Goldreich and A. Wigderson, \Derandomization that is rarely wrong from short advicethat is typically good", Proceedings of RANDOM, pages 209{223, 2002.[52] O. Goldreich and D. Zuckerman, \Another proof that BPP subseteq PH (and more)", ECCC,TR97-045, 1997.Unpublished manuscripts in this area (cited in literature)[53] O. Goldreich and S. Micali, \The Weakest Pseudo-Random Generator Implies the StrongestOne", October 1984.1.2 Foundations of CryptographyI have participated in the revolutionary developments that have transformed the �eld of Cryptog-raphy from a semi-scienti�c discipline to a respectable �eld in theoretical computer science. Indeed,since the mid 1980's, Cryptography not only has its own merits but also sheds light on fundamentalissues concerning computation such as randomization, knowledge and interaction.1.2.1 Zero-Knowledge and Protocol DesignZero-Knowledge Proofs. My most important contribution to the area is the work on zero-knowledge, coauthored by Micali and Wigderson [96]. In this work we demonstrate the generalityand wide applicability of zero-knowledge proofs, a notion introduced by Goldwasser, Micali andRacko�. These are probabilistic and interactive proofs that, for the members x of a language L,e�ciently demonstrate membership in the language without conveying any additional knowledge.Until then, zero-knowledge proofs were known only for some number theoretic languages in NP \coNP . Assuming the existence of one-way functions, we showed that every language in NP hasa zero-knowledge proof. Loosely speaking, it is possible to demonstrate that a CNF formula issatis�able without revealing any other property of the formula. In particular, without yieldingneither a satisfying assignment nor properties such as whether there is a satisfying assignment inwhich x1 = x3 etc. The dramatic e�ect of the above work on the design of cryptographic protocolsis demonstrated in another paper of the same authors [97]. Indeed, zero-knowledge proofs havebecome a standard tool in the design of cryptographic schemes and protocols.Other works of mine in the area of zero-knowledge proof systems include [98, 93, 92, 82, 91,57, 69, 100, 102, 101, 90, 66, 55, 83, 54]. A common theme in many of these works is the attemptto uncover the principles underlying the phenomenon of zero-knowledge so that they can be bettertuned towards applications. In particular, in [98, 82, 92], various formulations of zero-knowledge aresuggested and investigated and certain properties of proof systems are demonstrated essential to thezero-knowledge property. In [69, 100], techniques for designing zero-knowledge proofs are developed;speci�cally, these works present compilers that given proof systems that are zero-knowledge w.r.thonest-veri�er produce systems that are zero-knowledge against any veri�er. In [90, 66, 55], thenotion of resettable zero-knowledge was introduced and studied.Cryptographic Protocol Design. The work on general multi-party computations coauthoredby Micali, Wigderson and myself [97] is central to this area. Building on [96] and using additionalideas, we showed that any protocol problem can be solved. Speci�cally, for everym-ary (computable)function f , we construct a secure (fault-tolerant) m-party protocol for computing f on inputsscattered among the m parties. The protocol can tolerate adversarial behaviour of any minority,9



and no minority can learn from the execution more than it can learn from its own inputs and thevalue of the function. In other words, the protocol \emulates" a trusted party in a setting in whichno party can be trusted (and furthermore any minority may be malicious). The construction ofthe fault-tolerant protocol is explicit (in the sense that an e�cient algorithm is presented that, oninput a Turing machine description of a function, outputs the desired fault-tolerant protocol). Thiswork [97] has also inspired the development and study of cryptographic protocols in the privatechannel model.Other works of mine in the area of cryptographic protocols include [103, 62, 65]. In [103] it isshown that general multi-party computation reduces to a very simple two-party computation (ofa two-bit function). In [62] the scope of multi-party computation is extended to the asynchronoussetting, whereas [65] deals with adaptive/dynamic adversaries (in both the private channel and thecomputational models). Early works on testing and designing simple protocols appear in [72, 78,76, 74, 79, 64, 77].1.2.2 PseudorandomnessPseudorandom generators, surveyed in Section 1.1, are very important to cryptography. In par-ticular, pseudorandom generators yield private-key encryption schemes. Pseudorandom functionshave become an important cryptographic tool used in a variety of applications. Early applicationsof pseudorandom functions were described in [89, 81, 80].Results from cryptography (and in particular pseudorandom functions [23]) were used to derivemany of the impossibility results in the area of machine learning.1.2.3 New Topics in CryptographyThe notion of incremental cryptography was introduced and developed in [59, 60]. The aim of thisapproach is to design cryptographic algorithms (e.g., for signing) with the property that havingapplied the algorithm to a document, it is possible to quickly update the result of the algorithmfor a modi�ed document, rather than having to re-compute it from scratch. In particular, schemesthat support powerful update operation and satisfy strong security requirements were developedyielding an application to the problem of virus protection (which was not possible before).In [68], we consider the problem of private information retreival. In particular, we obtainedseveral e�cient schemes for obtaining a record from a database by querying servers maintainingduplicated copies of the database so that none of the individual servers can know which record hasbeen required by the user.Other work of an initiatory 
avor include a critical review of the Random Oracle Methodology[67], a theoretical treatment of software protection [81], and a study of the (im)possibility of \codeobfuscation" [56].1.2.4 Other Topics in CryptographyI have also worked on the \classical" problems of cryptography, namely encryption [82] and signa-tures [80, 75]. In particular, in [75] the notion of an On-line/O�-line Signature Scheme is presentedand instantiated.Publications in this area[54] B. Barak and O. Goldreich, \Universal arguments and their applications" Proceedings of 17thIEEE Conference on Computational Complexity, pages 194{203, 2002.10
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4.2 Graduate Courses(All courses till 1993 { at the Technion, rest at the Weizmann):� Complexity Theory{ A yearly introductory course: 1999{ A single-semester introductory course: 1991, 2002{ Advanced topics: 1994,� Cryptography{ Foundations of Cryptography: 1988, 1989, 1992, 2000, 2002{ Introduction to Cryptography: 1994,{ Advanced Topics in Cryptography: 1990, 2001� Probabilistic Methods in Complexity Theory: 1991, 1993, 2001� Advanced Topics in Theoretical Computer Science: 1986, 1988, 1993.� Algebric Complexity of Computation (sessions): 1983.4.3 Short Courses and Lecture Series� Pseudorandomness, lecture series at the IAS/Park City Mathematics Institute summer school,2000.� Zero-knowledge, toturial at the 43rd FOCS, 2002.5 PositionsSince November 1998: The Meyer W. Weisgal Professorial Chair.July 1995 { June 1998: Visiting Scientist, Laboratory for Computer Science, M.I.T, USA.Since October 1995: Full Professor, Computer Science and Applied Mathematics Department,Weizmann Institute of Science, Israel.March 1994 { Sept. 1995: Associate Professor (with tenure), Computer Science and AppliedMathematics Department, Weizmann Institute of Science, Israel.July 1988 { Feb. 1994: Associate Professor (with tenure), Computer Science Department, Tech-nion, Israel.Jan. 1986 { June 1988: Senior Lecturer (Assistant Professor), Computer Science Department,Technion, Israel.Feb. 1985 { Sept. 1986: Post-Doctoral Associate, Laboratory for Computer Science, M.I.T,USA.July 1983 { Sept. 1984: Post-Doctoral Fellow, Laboratory for Computer Science, M.I.T, USA.Oct. 1983 { Dec. 1985: Lecturer, Computer Science Department, Technion, Israel.Oct. 1980 { Sept. 1983: Teaching Assistant, Computer Science Department, Technion, Israel.21



6 Fellowships and Honors� Visiting Miller Research Professor, Miller Institute for Basic Research in Science of the Uni-versity of California at Berkeley, USA, 1996.� IBM Post-Doctoral Fellowship, 1986.� Weizmann Post-Doctoral Fellowship, 1983-84 and 1985.� Gutwirth Scholarship Award for Excellent Doctoral Student, 1982, Technion, Haifa, Israel.� Gutwirth Scholarship Award for Excellent Master Student, 1981, Technion, Haifa, Israel.� President's Undergraduate List of Excellence, 1978-79, Technion, Haifa, Israel.� Chairman's Undergraduate List of Excellence, 1977-78 and 1979-80, Computer Science Dept.,Technion, Haifa, Israel.7 Short VisitsSeptember 2002: Institute of Advanced Studies, Princeton, NJ, USA.August 2000: Institute of Advanced Studies, Princeton, NJ, USA.October 1996: Mathematical Sciences Department of IBM Thomas J. Watson Research Center,Yorktown Heights, NJ, USA.August { September 1996: Computer Science Department of the University of California atBerkeley, USA.September 1994: Basic Research in Computer Science (BRICS), Center of Danish National Re-search Foundation, Aarhus, Denmark.July 1994: Network Architecture and Algorithms Group, Department of Communication Sys-tems, Computer Science, IBM Research Division, Hawthorne, NJ, USA.August 1993: International Computer Science Institute (ICSI), Berkeley, USA.July 1993: Network Architecture and Algorithms Group, Department of Communication Sys-tems, Computer Science, IBM Research Division, Hawthorne, NJ, USA.August { September 1991: International Computer Science Institute (ICSI), Berkeley, USA.August 1989: International Computer Science Institute (ICSI), Berkeley, USA.July 1988: International Computer Science Institute (ICSI), Berkeley, USA.July { August 1987: Laboratory for Computer Science, MIT, USA.July 1982: Electronic Research Lab., UC-Berkeley, USA.
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8 Special Invitations8.1 Invited Speaker at Conferences� Invited speaker at the 27th International Colloquium on Automata Languages and Program-ming (ICALP'00), July 2000, Gen�eve, Swiss. Talk's title \Pseudorandomness".� Invited speaker at Crypto97, August 1997, Santa Barbara, USA. Talk's title \The Foun-dations of Modern Cryptography".� Invited speaker at the 14th Symposium on Theoretical Aspects of Computer Science (STACS97),February/March 1997, L�ubeck, Germany. Talk's title \Probabilistic Proof Systems".� Invited speaker at the International Congress of Mathematicians (ICM94), August 1994,Z�urich, Switzerland. Talk's title \Probabilistic Proof Systems".� Invited speaker at the Israel Mathematical Union annual meeting, April 1994, Beer-Sheva,Israel. Talk's title \Probabilistic Proof Systems".� Invited speaker at the 4th SIAM Conference on Discrete Mathematics, June 1988, San Fran-cisco, USA. Talk's title \Zero-Knowledge Proofs: Proofs that Yield Nothing But their Va-lidity".� Invited speaker at the 17th European Meeting of Statisticians, August 1987, Thessaloniki,Greece. Talk's title \Proofs, Knowledge and Coin Tosses".8.2 Participation in Workshops (by invitation)� Workshop on Complexity Theory, November 2000, Oberwolfach, Germany. (Co-organizer)� DIMACS Workshop on Sublinear Algorithms, September 2000, Princeton, USA. Talk given\An Introduction to Property Testing".� Workshop on Complexity Theory, November 1998, Oberwolfach, Germany. (Co-organizer)� Fields Institute Workshop on Interactive Proofs, PCP's and Fundamentals of Cryptography,May 1998, Toronto, Canada. Talk given \Combinatorial Property Testing (a survey)".� DIMACSWorkshop on Randomization Methods in Algorithm Design, December 1997, Prince-ton, USA. Talk given \Combinatorial Property Testing (a survey)".� Workshop on Cryptography, September 1997, Dagstuhl, Germany. Work presented \Onthe Limits of Non-Approximability of Lattice Problems".� Workshop on Complexity Theory, November 1996, Oberwolfach, Germany. (Co-organizer)� Workshop on Randomized Algorithms and Computation, December 1995, Berkeley, USA.Work presented \Non-Approximability Results for MAX SNP { Towards Tight Results".� Workshop on Cryptography, September 1995, Luminy, France. Work presented \Informa-tion Theory versus Complexity Theory: another Test Case".� Weizmann Workshop on Randomness and Computation, January 1995, Rehovot, Israel.(Co-organizer) 23



� Workshop on Complexity Theory, November 1994, Oberwolfach, Germany. Work pre-sented \Knowledge Complexity".� Mini-workshop on Proof Veri�cation and Approximation Algorithms, March 1994, Oberwol-fach, Germany.� Weizmann Workshop on Proabilistic Proof Systems and Cryptography, Program Checking andApproximation Problems, January 1994, Rehovot, Israel. Work presented \Tiny Familiesof Functions with Random Properties".� Workshop on Cryptography, September 1993, Dagstuhl, Germany. Work presented \UsingError-Correcting Codes to Enhance the Security of Signature Schemes or Security in Theoryand Practice".� Workshop on Complexity Theory, November 1992, Oberwolfach, Germany. Work pre-sented \Towards a Computational Theory of Statistical Tests".� Workshop on Cryptography, September 1989, Oberwolfach, W. Germany. Works pre-sented \A Note on Computational Indistinguishability" and \A Uniform Complexity Treat-ment of Encryption and Zero-Knowledge".� Workshop on Mathematical Methods in VLSI and Distributed Computing, November 1987,Oberwolfach, W. Germany. Work presented \How to Solve any Protocol Problem".� Workshop on Algorithms, Randomness and Complexity, March 1986, Luminy, France.Work presented \Unbiased Bits from Sources of Weak Randomness and Probabilistic Com-munication Complexity".� AMS Conference on Computational Number Theory, August 1985, Arceta, USA.� Workshop on Cryptography, June 1985, MIT { Endicott House, Massachusetts, USA.Work presented \Unbiased Bits from Weak Sources of Randomness".8.3 Speaker in Special Colloquiums� Invited speaker at the One-Day Colloquium in Honor of Shimon Even's 60th Birthday, June1995, Haifa, Israel. Talk's title \Free bits in PCPs and non-approximability { Towardstight results".� Invited speaker at Israeli Theory Seminar in Computer Science, May 1991, Tel-Aviv, Is-rael. Talk's title \Fault-tolerant Computation in the Full Information Model".� Invited speaker at Israeli Theory Seminar in Computer Science, January 1989, Tel-Aviv,Israel. Talk's title \A Hard-Core Predicate for any One-Way Function".� Invited speaker at Israeli Theory Seminar in Computer Science, November 1986, Tel-Aviv,Israel. Talk's title \Proofs which Yield Nothing But their Validity or All NP LanguagesHave Zero-Knowledge Proofs".� Invited speaker at the Columbia 9th Theory Day, September 1986, New York, USA.Talk's title \Proofs which Yield Nothing But their Validity or All NP Languages Have Zero-Knowledge Proofs". 24



9 Service on Departmental and Institutional CommitteesAll at the Weizmann Institute of Science.1999{2001: Member of the Institute's Hiring Committee.Since Jun. 1999: Member of the Department's Hiring Committee.Since Nov. 2001: Head of the Department's Hiring Committee.10 Public Professional Activities10.1 Organization of Conferences and WorkshopsOrganization of Workshops:� Co-organizer of the Complexity Theory Meeting, November 1996, 1998 and 2000, Oberwol-fach, Germany.� Co-organizer of the Weizmann Workshop on Randomness and Computation, January 1995,Rehovot, Israel.Service on Program Committees of Conferences:� Member of the Program Committee for STOC90, FOCS94 and FOCS99.� Member of the Program Committee for Crypto85, Crypto88 and Crypto92.� Member of the Program Committee for PODC97.� Chairman of the Program Committee for the 2nd Israel Symp. of Theory of Computing andSystems (ISTCS), 1993.10.2 Editorial and Refereeing WorkEditorial work:� Since Jan. 1996: on the editorial board of SIAM Journal on Computing.� Since being founded (in 1994): on the editorial board of the Electronic Colloquium on Com-putational Complexity (ECCC), http://www.eccc.uni-trier.de/eccc/.� Since Jan. 1992: on the editorial board of Journal of Cryptology.Reviews and Refereeing:� Wrote a Featured Review for Mathematical Reviews, [99d:68077ab], April 1999.� Refereed numerous papers for many scienti�c journals including JACM, SIAM Journal onComputing, Algorithmica, Combinatorica, JCSS, Journal of Algorithms, IEEE Transactionson Information Theory, Information and Computation, SIAM Journal on Discrete Mathemat-ics, Computational Complexity, Random Strutures and Algorithms, Journal of Cryptography,Journal of Complexity, IPL, Mathematical Systems Theory, ACM Computing Surveys.� Refereed numerous papers for several conferences including many of the STOC, FOCS,ICALP conferences. 25



10.3 Non-technical publications� Together with Avi Wigderson, wrote a white-paper on \Theory of Computation { A Scienti�cPerspective", May 1996. Extended Abstract in SIGACT News, (Vol. 28, 1997).� Published an article addressing the sociological state of Theoretical Computer Science inSIGACT News (Vol. 23, Nr. 1, January 1992). Article's title: \Critique of some Trends inthe TCS Community in Light of Two Controversies".� Published a report on the ISTCS93 conference in SIGACT News (Vol. 24, Nr. 3, October1993).11 Membership in Professional Societies� Voting member of the ACM. Membership No. 3235165.� Member of SIAM and its activity group on Discrete Mathematics. Membership No. 21062.12 Research Grants12.1 Active� MINERVA Foundation, Germany.Grant No. xxxx, 2000{02. Project: \Randomness and Computation".12.2 Past� Fund for Basic Research Administered by the Israeli Academy of Sciences and Humanities.Grant no. 570/86 (cont. 608/88), 1987{89. Title \Zero-Knowledge and Interactive ProofSystems". Total budget 38,560$.� United States - Israel Binational Science Foundation (BSF), Jerusalem, Israel.Grant No. 86-00301, 1987{89. Project: \Fault-Tolerant Distributed Protocols, Randomnessand Computational Number Theory". Total budget 37,000$.� United States - Israel Binational Science Foundation (BSF), Jerusalem, Israel.Grant No. 89-00312, 1990{92. Project: \Pseudorandomness and Zero-Knowledge". Totalbudget 75,000$.� United States - Israel Binational Science Foundation (BSF), Jerusalem, Israel.Grant No. 92-00226, 1993{95. Project: \Randomness and Computation". Total budget78,500$.13 Patents� S. Even, O. Goldreich and S. Micali, \On-Line/O�-Line Digital Signing", U.S. Patent No.5,016,274 (issued May 14th 1991). 26



� O. Goldreich and R. Ostrovsky, \Comprehensive Software Protection System", U.S. PatentNo. 5,123,045 (issued Jun. 16th 1992).� B. Chor, O. Goldreich and E. Kushilevitz, \Private Information Retrieval", U.S. Patent No.5,855,018 (issued on Dec. 29th 1998).
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