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■ Abstract Recent advances in achieving textbook multigrid efficiency for fluid
simulations are presented. Textbook multigrid efficiency is defined as attaining the
solution to the governing system of equations in a computational work that is a small
multiple of the operation counts associated with discretizing the system. Strategies are
reviewed to attain this efficiency by exploiting the factorizability properties inherent
to a range of fluid simulations, including the compressible Navier-Stokes equations.
Factorizability is used to separate the elliptic and hyperbolic factors contributing to
the target system; each of the factors can then be treated individually and optimally.
Boundary regions and discontinuities are addressed with separate (local) treatments.
New formulations and recent calculations demonstrating the attainment of textbook
efficiency for aerodynamic simulations are shown.

1. INTRODUCTION

This paper addresses the attainment of textbook multigrid efficiency (TME) in solv-
ing the fluid dynamics equations for simulation. A multigrid method is defined by
Brandt (1984, 2000) as having TME if the solutions to the governing system of
equations are attained in a computational work which is a small (less than 10) mul-
tiple of the operation count in the discretized system of equations (residual evalu-
ations). The TME descriptor stems from the efficiency that has been demonstrated
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for elliptic problems and is available in multigrid textbooks (Wesseling 1992,
Trottenberg et al. 2000, Briggs et al. 2000). The compressible Navier-Stokes (NS)
equations are a set of coupled nonlinear equations that are not fully elliptic, even
for subsonic Mach numbers, but contain hyperbolic partitions. Across the Mach
number range, the equations are of mixed type and the solutions exhibit disconti-
nuities (shocks, slip lines, etc.) and flow- or grid-induced singularities. Thus, there
are many difficulties in developing TME solvers for fluid simulations.

Existing computational fluid dynamics (CFD) solvers for the Euler and NS
equations can accommodate a broad range of Mach numbers and are quite robust.
Much of the robustness stems from the realization of nonlinear schemes that have
their roots in the numerical solution of the time-dependent Riemann problem, ex-
tended to multiple dimensions on a dimension-by-dimension basis (Roe 1986).
The flux-difference-splitting scheme is an example of this approach; central dif-
ferencing schemes with scalar/matrix artificial viscosity are closely related to this
approach. At low Mach numbers, preconditioning is typically required for accu-
racy and efficiency. The equations are solved using a time-dependent (multistage
time-stepping methods) or a quasi-Newton framework (approximate implicit or
residual minimization schemes), often embedded in a full approximation scheme
(FAS) multigrid framework. The current state of the art is summarized by Mavriplis
(1997) for aerodynamic applications using unstructured grids in Volume 29 of this
series.

The efficiency of CFD solvers used in current practice is far from TME, es-
pecially for viscous simulations. Typically, more than 1000 residual evaluations
are required to converge lift and drag values, even for relatively benign cruise
configurations intended to minimize viscous and shock-wave losses. Even more
computational work is required as the geometry and/or the flow simulation be-
comes more complex. Thus, there is a potential gain of more than two orders of
magnitude in operation count reduction if TME could be attained for CFD simu-
lations. For staggered-grid formulations of incompressible-flow equations, robust
and relatively efficient multigrid solvers have already been developed (Oosterlee
et al. 1988, 2000; Montero et al. 2000); their efficiency is still about an order of
magnitude behind TME.

To be efficient, multigrid solvers for general systems of partial differential
equations must adequately address three types of errors: (a) high-frequency error
components, (b) uniformly smooth error components, and (c) characteristic er-
ror components. The latter are (usually smooth) error components that are much
smoother in characteristic directions than in other directions. Standard multigrid
methods that are efficient for elliptic problems recognize and separate the treat-
ment of high-frequency and smooth error components. The former are efficiently
reduced in relaxation; the latter are well approximated on coarse grids and, hence,
eliminated through the coarse-grid correction. The efficiency of classical multigrid
methods severely degrades for nonelliptic problems because characteristic com-
ponents cannot be adequately approximated on coarse grids (Brandt 1981, Brandt
& Yavneh 1992, Brandt & Diskin 2000).
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If the target discretization ish-elliptic (or semi-h-elliptic), the high frequency
error components can still be reduced by a local (or blockwise) relaxation pro-
cedure. By definition (Brandt 1981, Trottenberg et al. 2000), a discrete scalar
(not necessarily elliptic) operatorL[u] possesses a good measure ofh-ellipticity
if the absolute value of its symbol|L(θ̄ )| = |e−i (θ̄ ·j )L[ei (θ̄ ·j )]| is well separated
from zero for all high-frequency Fourier modes. Here,j = ( jx, j y, jz) are the
grid indexes and̄θ = (θx, θy, θz), 0 ≤ |θx|, |θy|, |θz| ≤ π are normalized Fourier
frequencies. High-frequency Fourier modes are the modes satisfying max (|θx|,
|θy|, |θz|) ≥ π

2 . A system of equations possesses a good measure ofh-ellipticity
if the h-ellipticity measure of the determinant of its operator matrix is
good.

Standard coarse-grid corrections are efficient for uniformly smooth error com-
ponents, even for nonelliptic problems. An effective reduction of characteristic
error components can be achieved either by designing a proper relaxation scheme
reducing not only high-frequency but smooth error components as well (e.g., by
downstream ordering of relaxation steps) or by adjusting coarse-grid operators for
a better characteristic-component approximation. Multigrid methods efficiently re-
ducing all the three aforementioned types of error have been developed for scalar
nonelliptic operators (Brandt & Diskin 2000; Diskin 1998, 2001). Efficient meth-
ods for solving the different factors encountered in the determinants of the flow
equations in different regimes, as well as available analytical tools, are reviewed
by Brandt et al. (2001).

TME for systems of equations can be attained by exploiting the factorizability
property of the governing equations. The factorizability of the NS equations is man-
ifested by the fact that in smooth regions (i.e., neglecting shocks), the determinant
of the matrix of differential operators consists of separable factors. Exploiting the
factorizability property in discrete computations reduces the problem of relaxing
a complicated system of discretized coupled differential equations to relaxation of
simpler factors constituting the system determinant.

This approach is quite distinct from most approaches to accelerate convergence
because, for steady-state flows, the factors are treated directly rather than through
pseudo-time marching methods. Time-dependent flow solvers can be constructed
within this approach as well and in principle are simpler to develop than steady-
state solvers. A list of envisioned difficulties and possible solutions in attaining
TME for CFD simulations is discussed elsewhere by Brandt (2000) and Brandt
et al. (2001).

This paper is organized as follows: The foundations of the methodology for
attaining TME are discussed in Section 2, including the concept of principal lin-
earization and illustrations of the factorizability of various fluid dynamic equa-
tions. Two strategies for exploiting the factorizability are presented in the next
two sections: Reformulation of the differential equations is discussed in Section
3. An alternative, more general, distributed relaxation approach is discussed in
Section 4. Some recent advances in formulation and demonstration are shown in
Section 5. Concluding remarks are given in Section 6.
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2. FOUNDATIONS

The basic framework for nonlinear TME solvers is full multigrid (FMG) algo-
rithms (Brandt 1977, Trottenberg et al. 2000, Briggs et al. 2000). In FMG algo-
rithms, the solution process is started on a very coarse grid where the computa-
tional cost of solution is negligible. The coarse-grid solution is then interpolated
to the next fine grid to form an initial approximation. A few multigrid FAS cycles
(possibly just one) are performed to obtain an improved solution approximation.
This process continues to finer grids until the solution on the target finest grid is
achieved.

In the solution of highly nonlinear problems, a good initial guess is important.
A general way to obtain such an initial guess is by continuation, in which the
solution to the target problem is approached through the solutions of a sequence of
parameterized problems. Usually the problem starting the continuation process is
easy to solve, and difficulty gradually increases as the control parameter approaches
the target value; this continuation process can often be integrated into an FMG
solver. For example, with viscosity as the control parameter, at the coarse grids
more artificial viscosity can be used, then gradually taken out as the algorithm
proceeds to finer levels. Such FMG continuation is often attained in practice, even
without explicit design, because larger numerical viscosity is naturally introduced
on coarse grids.

The objective of FMG algorithms (and TME methods in particular) is an ac-
curate approximation to the solution of the differential equations, not necessarily
fast asymptotic residual convergence. An approximation is considered accurate if
its algebraic error is below the level of the discretization error. The algebraic error
is defined as the difference between the exact and approximate solutions of the
discrete problem. The discretization error is defined as the difference between the
exact solutions of discrete and differential problems.

On any grid in an FMG algorithm, we require only that the algebraic error after
a few multigrid cycles be less than the discretization error. The latter can be quite
accurately estimated by comparing solutions at different levels of the FMG algo-
rithm. On the other hand, a fast residual convergence is considered as an important
monitoring tool. In many practical cases, it is possible to develop a multigrid solver
exhibiting fast residual convergence rates without compromising TME.

The goal of this paper is to review solution strategies leading to TME solution
of fluid mechanics equations. The most general system we consider here is the
time-dependent compressible NS equations written as

∂tQ+ R(Q) = 0, (1)

where the conserved variables areQ ≡ (ρu, ρv, ρw, ρ, ρE)T , representing the
momentum vector, density, and total energy per unit volume, and

R(Q) ≡ ∂xF(Q)+ ∂yG(Q)+ ∂zH(Q), (2)
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F(Q) =



ρu2+ p− 2µ∂xu− λ(5 · u)

ρuv − µ(∂xv + ∂yu)

ρuw − µ(∂xw + ∂zu)

ρu

ρuE+ up− λu(5 · u)− µτ1− κ∂xε

 ,

G(Q) =



ρuv − µ(∂xv + ∂yu)

ρv2+ p− 2µ∂yv − λ(5 · u)

ρvw − µ(∂yw + ∂zv)

ρv

ρvE + vp− λv(5 · u)− µτ2− κ∂yε

 ,

H(Q) =



ρuw − µ(∂xw + ∂zu)

ρvw − µ(∂yw + ∂zv)

ρw2+ p− 2µ∂zw − λ(5 · u)

ρw

ρwE + wp− λw(5 · u)− µτ3− κ∂zε

 ,

where

τ1 = 2u∂xu+ v(∂xv + ∂yu)+ w(∂xw + ∂zu),

τ2 = 2v∂yv + u(∂xv + ∂yu)+ w(∂yw + ∂zv),

τ3 = 2w∂zw + u(∂xw + ∂zu)+ v(∂yw + ∂zv),

µ andλ are viscosity coefficients, andκ is the coefficient of heat conductivity.
A basic step in developing an efficient multigrid algorithm is to design an

efficient relaxation procedure. For nonlinear problems, the relaxation updates to a
current solution approximation are usually computed through Newton iterations.
The full Newton linearization of the NS equations (as expressed by Equation 1) is
a very complicated operator, and its solution (inversion) is too costly for practical
applications. To reduce the computational cost without compromising efficiency,
one can choose to relax a principal linearization of the system of equations. The
principal linearization of a scalar equation contains the linearization terms that
make a major contribution to the residual per unit change in the unknown variable.
The principal terms thus generally depend on the scale, or mesh size, of interest. For
example, the discretized highest derivative terms are principal on grids with small
enough mesh size. For a discretized system of differential equations, the principal
terms are terms that contribute to the principal terms of the system determinant.

To illustrate the idea of principal linearization, consider a nonlinear discrete
thin-layer approximation of the convection-diffusion operator, in which the flow is
parallel to the boundary (x-direction) and only the viscous terms associated with
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variations in they-coordinate normal to the boundary are retained:

N(u) ≡ u∂h
x u− ν∂h

yyu, (3)

where∂h
x and∂h

yy are discrete approximations to the firstx-directional derivative
and to the secondy-directional derivative, respectively. A full Newton linearization
(assuming constant viscosity) for a correctionδu has three terms

∂N

∂u
δu ≡ u∂h

x δu+
(
∂h

x u
)
δu− ν∂h

yyδu. (4)

To evaluate principality of the terms, one can start from an exact discrete solution;
for example, the functionδu ≡ 0 is the exact solution of the homogeneous equation
∂N
∂u δu = 0. A unit change in the unknown variable,δu, is defined as a perturbation
of the solution value at one grid point. Introducing this perturbation, the residual
function becomes nonzero in the vicinity of the perturbed point. One can directly
check which of the terms of the full linearization operator make major residual
contributions. Three situations are encountered:

■ High cell Reynolds number (
uh2

y

νhx
À 1). If the velocity functionu is smooth and

nondegenerate, i.e., the magnitude of velocity deviations in neighboring grid
points is less than the local velocity magnitude, then the major contribution to
the residual function is O(u/hx) and comes from the termu∂h

x δu; the second
term contribution is O(∂h

x u); and the viscous term contributes O(ν/h2
y) that

is much less than O(u/hx). Thus, only the first termu∂h
x δu is principal.

However, if the velocity field is not smooth, either because of a coarse mesh
or proximity to a discontinuity, or if the absolute velocity value is small
(stagnation flows), then the second term becomes principal as well.

■ Low cell Reynolds number (
uh2

y

νhx
¿ 1). The major residual contribution comes

from the viscous term, which is the only principal term.
■ Medium cell Reynolds number (

uh2
y

νhx
= O(1)). This situation corresponds to

the usual boundary layer assumption when convection balances diffusion.
For smooth nondegenerate flows, the only subprincipal term is the second;
the first and the third terms are principal. For nonsmooth or degenerate flows,
all three terms are principal.

As an example of a system of nonlinear flow equations, we consider a discrete
operator corresponding to a one-dimensional steady-state compressible inviscid
flow:

N(q) ≡


u∂h

x u+ (γ − 1)ε

p
∂h

x p

γ p∂h
x u+ u∂h

x p

(γ − 1)ε∂h
x u+ u∂h

x ε

 , (5)

whereq = (u, p, ε)T represents velocity, pressure, and internal energy andγ is
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the ratio of specific heats. The full Newton linearization of this operator is given
by

∂N

∂q
δq ≡


(
∂h

x u
)+ u∂h

x (γ − 1)ε

(
1

p
∂h

x −
(∂h

x p)

p2

)
(γ − 1)

(
∂h

x p
)

p

γ p∂h
x +

(
∂h

x p
)

γ
(
∂h

x u
)+ u∂h

x 0

(γ − 1)ε∂h
x +

(
∂h

x ε
)

0 (γ − 1)
(
∂h

x u
)+ u∂h

x



×

δuδp
δε

 , (6)

Assuming a smooth nondegenerate solutionq, the first simplification step is to
eliminate lower derivative terms from each entry of the matrix in Equation 6. This
simplification leads to an approximate linearization as

u∂h
x (γ − 1)

ε

p
∂h

x (γ − 1)

(
∂h

x p
)

p

γ p∂h
x u∂h

x 0

(γ − 1)ε∂h
x 0 u∂h

x



δu

δp

δε

 . (7)

The determinant of the matrix in Equation 7 is

u∂h
x

(
u2∂h

x ∂
h
x − c2∂h

x ∂
h
x − (γ − 1)2

ε

p

(
∂h

x p
)
∂h

x

)
,

where the sound speedc relates to the internal energyε asc2 = γ (γ−1)ε. Because
p is nondegenerate, the last term in the parentheses is subprincipal in comparison
to the other two terms. The third element in the first row of the matrix in Equation
7 does not contribute to the principal part of the determinant operator; therefore
the principal linearization is defined as

u∂h
x (γ − 1)

ε

p
∂h

x 0

γ p∂h
x u∂h

x 0

(γ − 1)ε∂h
x 0 u∂h

x



δu

δp

δε

 . (8)

The notion of principal linearization is essentially based on the discrete formu-
lation. The principal part of a differential operator may be defined as the limit of
the principal part of the corresponding discrete operator as the mesh sizeh tends
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to zero. So for smooth nondegenerate flows, the principal terms of the differential
equations are the highest derivatives.

TME for solution of the NS system of differential equations can be achieved
by exploiting the system factorizability. To illustrate the factorizability property,
examples are given below for various fluid mechanics regimes. In all cases, we
assume a smooth nondegenerate solution as defined previously.

2.1. Incompressible Navier-Stokes Equations

The steady-state incompressible NS equations can be written as

Qνu+5p = 0,

5 · u = 0,
(9)

whereu = (u, v, w)T is the velocity vector andQν = u · 5− ν1 is a convection-
diffusion operator. The principal linearization operator is given by

L


δu

δv

δw

δp

 =


Qν 0 0 ∂x

0 Qν 0 ∂y

0 0 Qν ∂z

∂x ∂y ∂z 0



δu

δv

δw

δp

 , (10)

where velocityu is fixed in the linearized convection-diffusion operatorQν . The
determinant of the matrix operatorL is

detL = −Q2
ν 1. (11)

2.2. Compressible Euler Equations

A nonconservative form of the Euler equations is given by

Qu+ 1

ρ
5 p = 0,

ρc25 · u+ Qp= 0,

c2

γ
5 · u+ Qε = 0,

where Q ≡ Q0 denotes the particular case ofQν with zero (ν = 0) physical
diffusion, and density,ρ, pressure,p, sound speed,c, and internal energy,ε, are
related as

p = (γ − 1)ρε, (12)

c2 = γ p/ρ. (13)
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The principal linearization is given by

L



δu

δv

δw

δp

δε


=



Q 0 0
1

ρ
∂x 0

0 Q 0
1

ρ
∂y 0

0 0 Q
1

ρ
∂z 0

ρc2∂x ρc2∂y ρc2∂z Q 0

c2

γ
∂x

c2

γ
∂y

c2

γ
∂z 0 Q





δu

δv

δw

δp

δε


. (14)

The determinant of the matrix operatorL is

detL = Q3[Q2− c21], (15)

where1 is the Laplace operator, andQ2 − c21 represents the full-potential
operator.

2.3. Compressible Navier-Stokes Equations

The nonconservative formulation corresponding to the steady-state version of
Equation 1 is given by(

(u · 5)− µ
ρ
1− λ̂

ρ
∂xx

)
u− λ̂

ρ
(∂xyv + ∂xzw)+ 1

ρ
∂x p = 0,

(
(u · 5)− µ

ρ
1− λ̂

ρ
∂yy

)
v − λ̂

ρ
(∂xyu+ ∂yzw)+ 1

ρ
∂y p = 0,

(
(u · 5)− µ

ρ
1− λ̂

ρ
∂zz

)
w − λ̂

ρ
(∂xzu+ ∂yzv)+ 1

ρ
∂z p = 0,

ρc2(5 · u)+ (u · 5)p+ (γ − 1)(−κ1ε +8) = 0,

c2

γ
(5 · u)+ (u · 5)p− κ

ρ
1ε + ρ8 = 0,

where

8 ≡ µ(2(∂xu)2+ 2(∂yv)2+ 2(∂zw)2+ (∂xv + ∂yu)2+ (∂xw + ∂zu)2

+ (∂yw + ∂zv)2)+ λ(∂xu+ ∂yv + ∂zw)2.

Assuming constant viscosity and heat conduction coefficients, the principal
linearization operatorL , keeping the terms principal on both the viscous and
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inviscid scales, is given by

L =



Q µ

ρ
− λ̂
ρ
∂xx − λ̂

ρ
∂xy − λ̂

ρ
∂xz

1

ρ
∂x 0

− λ̂
ρ
∂xy Q µ

ρ
− λ̂
ρ
∂yy − λ̂

ρ
∂yz

1

ρ
∂y 0

− λ̂
ρ
∂xz − λ̂

ρ
∂yz Q µ

ρ
− λ̂
ρ
∂zz

1

ρ
∂z 0

ρc2∂x ρc2∂y ρc2∂z Q (1− γ )κ1

c2

γ
∂x

c2

γ
∂y

c2

γ
∂z 0 Q κ

ρ


, (16)

detL = Q2
µ

ρ

[
κc2

γρ
12+ Q

(
− c21+ κ(λ̂+ µ)

ρ2
12

)
− Q2κ + λ̂+ µ

ρ
1+ Q3

]
,

(17)

where, nondimensionalizing by density and sound speed and applying Stokes hy-
pothesis for the bulk viscosity term, the coefficients becomeµ/ρ = M∞/(ρ Re),
κ = M∞γ /(Re Pr), and̂λ = λ+ µ = µ/3; M∞ is the freestream Mach number,
and Re and Pr are Reynolds and Prandtl numbers respectively.

The approaches exploiting the factorizability property for efficient solution of
the NS equations may be divided into two categories: (a) reformulating the target
differential equations so that the principal linearization of the new formulation
becomes uncoupled (usually triangular with the factors of the determinant on the
main diagonal) and (b) modifying the equations for computing relaxation updates
while keeping the original formulation for computing residuals.

For the subsonic compressible Euler equations, the first TME solvers exploiting
factorizability of the system have been developed by Ta’asan (1993, 1994, 1995).
These solvers represent examples of the reformulation approach. New canonical
variables have been introduced, and in these variables, the Euler system of equa-
tions becomes block upper triangular with the main diagonal blocks consisting
of the basic components of the system. Another reformulation approach toward
achieving TME for solution of the Euler and incompressible NS equations is based
on the pressure-equation formulation which effectively separates elliptic and hy-
perbolic factors of the system (Sidilkover & Ascher 1995, Sidilkover 1999b).

The approaches from the second category are more general, allowing consider-
able freedom in relaxation-scheme design because different schemes may be ap-
plied to different flow regions. However, the design itself is relatively simple only if
the target discretization scheme is also factorizable, i.e., the determinant of the dis-
crete principal linearization can be represented as a product of discrete factors, each
of them approximating a corresponding factor of the determinant of the differential
equations. A stumbling block that has prevented fast progress in developing TME
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solvers was the lack of factorizable discretizations for many important application
areas in fluid mechanics. Among the widely known discretization schemes, only
staggered-grid formulations for incompressible and subsonic compressible-flow
regimes are conveniently factorizable. Some centrally differenced collocated-grid
formulations are factorizable as well, but the factors obtained in the corresponding
discrete determinant are not often easily treated. The search for new factorizable
discretization schemes is chiefly motivated by the need to derive discrete schemes
with the resulting discretizations of scalar factors satisfying some desired proper-
ties (e.g., stability, correct alignment with the physical anisotropies, compactness,
availability of an efficient relaxation scheme, etc.) Development of suitable fac-
torizable discrete schemes for the NS equations is a challenging task. Much of
the recent progress in achieving TME for CFD simulations is because new fam-
ilies of general factorizable collocated-grid discretization schemes are emerging
(Sidilkover 1999a, Sidilkover 2001, Roberts et al. 2000, Roberts 2000, Diskin &
Thomas 2002). The next two sections present some details of methods from the
two categories.

3. EQUATION REFORMULATION STRATEGIES

As mentioned previously, the first TME solvers exploiting factorizability of the
system have been developed by Ta’asan (1993, 1994, 1995). The original equa-
tions were reformulated in terms of canonical forms, in which the subsystems
governed by hyperbolic operators are distinguished and treated separately, both
in discretization and relaxation, from those governed by elliptic operators. The
canonical variables for two dimensions are velocity (u, v), entropys, and total
enthalpyH. The elliptic operators are discretized withh−elliptic centered differ-
ences and solved with point relaxation and coarse grid corrections; the hyperbolic
operators are discretized with upwind schemes and solved by marching techniques.
Ta’asan (1994) was able to demonstrate solutions for the subsonic compressible
Euler equations that converged with the same rates as the solution of the scalar
full-potential equation. An additional advantage shown for this formulation was
that the total artificial viscosity error was smaller than with other schemes because
the upwinding was only used for the hyperbolic subsystems. The main disadvan-
tage of this formulation is that it is not easily generalized to viscous and unsteady
problems, especially in three dimensions.

An alternative pressure-equation formulation for the incompressible NS Equa-
tions 9 effectively separates the elliptic and hyperbolic factors of the system. The
continuity equation is replaced with an equation for the pressure, as

5 (Qνu+5p)− Qν(5 ·u) = 0. (18)

Assuming a smooth nondegenerate flow, the principal linearization taken in the
limit as mesh sizeh tends to zero is an upper triangular matrix with the main
diagonal composed of the linearized convection-diffusion and Laplace operators,
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L ≡


Qν 0 0 ∂x

0 Qν 0 ∂y

0 0 Qν ∂z

0 0 0 1

 . (19)

The relaxation scheme is defined as

Lδq = −R(q), (20)

whereR(q) is the new nonlinear formulation of the incompressible NS equations.
The determinant of the reformulated system isQ3

ν1 as compared toQ2
ν1

of the original system. Thus, additional boundary conditions that enforce zero-
divergence need to be applied. The equations are uncoupled everywhere except
at the boundaries, and some local relaxation is needed to relax the equations in
this region. Some two-dimensional results are shown subsequently, demonstrat-
ing the efficiency of this approach. Although unexploited as yet, the approach
applies equally well to time-dependent flows. This approach has met difficulties
in generalizing to viscous compressible flows.

4. DISTRIBUTED RELAXATION STRATEGIES

The most general procedure exploiting factorizability of the target NS equations is
distributed relaxation used earlier for special cases (Brandt & Dinar 1979, Brandt
& Yavneh 1992). The general framework, first introduced by Thomas et al. (2002),
can be outlined as follows:

In general, the simplest form of the differential NS equations corresponds to
nonconservative equations expressed in primitive variables, e.g., taken as the set
composed of velocity, pressure, and internal energy,q = (u, v, w, p, ε)T . For a
perfect gas, the primitive and conservative variables are connected through Equa-
tions 12, 13, and

ε = E − 1

2
(u2+ v2+ w2). (21)

The time-dependent nonconservative equations are found readily by transforming
the time-dependent conservative equations:

∂q
∂Q

[∂tQ+ R] = 0,

∂tq+ ∂q
∂Q

R = 0,

where ∂q
∂Q is the Jacobian matrix of the transformation. For steady-state equations,

the time derivative is dropped. In an iterative procedure, the correctionδq ≡
qn+1− qn, wheren is an iteration counter, can be computed from the equation
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Lδq = − ∂q
∂Q

R, (22)

where the right side is a linear combination of the conservative residuals, andL is
the principal linearization of the nonconservative operator at the scaleh.

Although significantly simplified by retaining only principal terms, the system
(Equation 22) is still a set of coupled equations containing elliptic and hyper-
bolic components. Therefore, collective Gauss-Seidel relaxation ofL is not often
effective. The distributed-relaxation method replacesδq in Equation 22 byMδw.

LM δw = − ∂q
∂Q

R. (23)

The resulting matrixLM becomes lower triangular. The diagonal elements ofLM
are composed ideally of the separable factors of the matrixL determinant. These
factors are scalar differential operators of first or second order, so their efficient
relaxation is a much simpler task than relaxing the entire system associated with
L . In relaxing scalar factors, any change introduced in the variablesδw during
relaxation is distributed, with the pattern of distribution matrixM , to the primitive
variables,δq = Mδw. The variablesδw need not be explicitly used in relaxation;
therefore, they are sometimes referred to as “ghost” variables. To obtain the optimal
(textbook) efficiency, relaxation of each factor should incorporate the essential
part of an efficient multigrid solver for its corresponding operator: Sometimes this
essential part is just the relaxation part of that solver, sometimes this may even be
an entire separate multigrid cycle of that solver applied over subdomains.

4.1. Distribution Matrices

For incompressible NS equations, an appropriate distribution matrix corresponding
to the operatorL of Equation 19 is

M =


1 0 0 −∂x

0 1 0 −∂y

0 0 1 −∂z

0 0 0 Qν

 , (24)

yielding the lower triangular operator

LM =


Qν 0 0 0

0 Qν 0 0

0 0 Qν 0

∂x ∂y ∂z −1

 . (25)

A possible distribution matrix for the compressible Euler equations with the
principal linearization operatorL of Equation 14 is given by
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M =



1 0 0 − 1

ρ
∂x 0

0 1 0 − 1

ρ
∂y 0

0 0 1 − 1

ρ
∂z 0

0 0 0 Q 0

0 0 0 0 1


(26)

with

LM =



Q 0 0 0 0

0 Q 0 0 0

0 0 Q 0 0

ρc2∂x ρc2∂y ρc2∂z Q2− c21 0

c2

γ
∂x

c2

γ
∂y

c2

γ
∂z − c2

ργ
1 Q


. (27)

For compressible NS equations, one of the factors of the principal-linearization
determinant in Equation 17 is very complicated. Instead of devising a suitable
relaxation method for this scalar factor, one can employ a distributed relaxation
partially decoupling the linear system associated with operatorL as given by
Equation 16. In particular, the distribution matrix

M =



1 0 0 − 1

ρ
∂x 0

0 1 0 − 1

ρ
∂y 0

0 0 1 − 1

ρ
∂z 0

λ̂∂x λ̂∂y λ̂∂z Q λ̂+µ
ρ

0

0 0 0 0 1


(28)

results in

LM =



Q µ

ρ
0 0 0 0

0 Q µ

ρ
0 0 0

0 0 Q µ

ρ
0 0

P∂x P∂y P∂z QQ λ̂+µ
ρ

− c21 (1− γ )κ1

c2

γ
∂x

c2

γ
∂y

c2

γ
∂z − c2

γρ
1 Q κ

ρ


, (29)
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whereP ≡ ρc2 + λ̂Q. The last two equations remain coupled, requiring a block
2×2 matrix solution in relaxation. This distributed relaxation scheme is still much
less expensive than direct relaxation of matrixL requiring solution for a block 5×5
matrix.

4.2. Boundaries and Discontinuities

Boundaries and discontinuities introduce some additional complexity in distributed
relaxation. The determinant ofLM is usually of higher order than the determinant
of L . Thus, as a set of new variables,δw would generally need additional boundary
conditions. In relaxation, it is usually possible to determine suitable boundary
conditions forδw that satisfy the original boundary conditions for the primitive
variables.

Distributed relaxation is applied throughout the entire computational domain,
having the full effect away from boundaries in the regular (smoothly varying) flow
field. The discrete equations near the boundaries are usually different from the
interior equations; the relaxation equations are coupled near the boundaries, not
decoupled as they are in the interior of the domain, even if expressed in terms
of δw. Thus, some local procedures should supplement the distributed-relaxation
pass. The coupled near-boundary equations can be separated from other equa-
tions and solved (relaxed) with an appropriate method, such as direct solution or
block-Newton-Kacmarcz relaxation. The smoothing by such general robust relax-
ation may be much slower per pass than the smoothing of the interior relaxation,
so more passes will be needed near boundaries. However, the additional work
will not seriously affect the overall complexity because the number of boundary
(discontinuity) points is usually very small in comparison with the number of
interior points.

Solution (or extensive relaxation) of the coupled near-boundary equations serves
two purposes. The first is to provide convenient and reliable boundary conditions
for the distributed-relaxation equations in the interior. The second purpose ari-
ses because in the outer multigrid cycle, efficient fine-to-coarse restriction of resid-
uals near the boundaries is difficult to design; it depends on many factors, such
as the shape of the boundary, the type of the boundary conditions, etc., and dif-
fers from the residual restriction in the interior. A general way to avoid efficiency
degradation is to reduce residuals near the boundaries before restriction to a level
that is significantly below the residual level characterizing the interior field. Hav-
ing small residuals near the boundaries makes the precise form of the restriction
operator less important.

In regions near discontinuities, more relaxations than in other places are required
because of the large differences between the conservative and nonconservative
operators. Additional local general relaxation sweeps should be applied in these
regions, relaxing directly the conservative equations. One does not have to detect
discontinuities explicitly other than through monitoring the residuals. A general
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rule is to apply relaxation wherever the residuals are large in comparison with
the rest of the field, which is a general consideration for attaining TME (Brandt
1977).

5. RECENT ADVANCES

5.1. Pressure-Equation Discretization

The original pressure-equation formulation of Sidilkover & Asher (1995) has been
extended to general coordinates and implemented for lifting airfoils in inviscid flow
by Roberts et al. (1997, 1999, 2002) and viscous flow by Swanson (2001). The
results for viscous flow over a lifting airfoil at low Reynolds number are shown
in Figure 1. An alternating line-implicit Gauss-Seidel relaxation is used to treat
the mesh anisotropy that generally occurs in resolving viscous boundary layers on
stretched grids. The computed pressure distributions are nearly indistinguishable
from each other on the finer grids. The convergence rate actually increases as grids
are refined and more levels in the FAS cycle are used; the 16×8 grid is always the
coarsest grid in the multigrid computations. The convergence rates are comparable
to the rates obtained for fully elliptic problems.

5.2. Staggered-Grid Factorizable Discretization

The first TME solver applying the distributed relaxation approach for solution
to an entering flow problem for the incompressible NS equations was developed
using a staggered-grid formulation (Brandt & Yavneh 1992). This formulation
was extended to the compressible NS equations, and fast convergence rates were
demonstrated (Thomas et al. 1999) for several viscous model problems. This lat-
ter work was the first experience with distributed relaxation in computation of
compressible viscous flows in which a 2× 2 block was relaxed simultaneously
in line-implicit Gauss-Seidel relaxation. The coupling of boundary and interior
relaxation was not completely treated at the time. A more complete study on
TME for the incompressible equations at high-Reynolds-number conditions was
performed (Thomas et al. 2001). In all these calculations, a staggered arrange-
ment of variables on Cartesian grids has been used. With distributed relaxation,
the system of equations has been decomposed (i.e., factored) everywhere, ex-
cept near boundaries where the equations remained coupled. The results of the
calculation are shown in Figure 2 for the viscous flow over a finite flat plate.
The convergence of residuals and the algebraic-to-discretization error ratios in
drag are shown versus multigrid cycles. The residual convergence rate is about
the same as for the underlying Laplacian factor. The FMG solver, with just one
FAS multigrid cycle per grid level and a total computational work equivalent to
about 10 target-grid residual evaluations, converged the drag to the discretization
accuracy.
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Figure 1 Computational results for the incompressible viscous flow over a lifting
Kármán-Trefftz airfoil atRe= 200 andα = 2◦. (a) Pressure distribution on the upper
and lower surfaces for a sequence of grids. (b) Residual convergence with an FMG
method using 10 FAS cycles on each grid from the coarsest 16×8 to the finest 256×128
(squares:x–momentum; triangles:y–momentum; circles: pressure equation).
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Figure 2 Convergence of errors in an FMG cycle using five FAS cycles on each grid
from the coarsest 13×7 to the finest 193×97 for the incompressible viscous flow over
a flat plate atRe= 10,000. (Reproduced from Thomas et al. 2001 with permission.)
(a) Algebraic-to-discretization errors in drag,CD. (b) L2−norm of the residual.

5.3. New Factorizable Collocated-Grid Discretizations

Recently, a new multidimensional factorizable scheme for the Euler equations has
been developed (Sidilkover 1999a) for Cartesian coordinates and extended through
generalized coordinates to external lifting flows around airfoils with both subcrit-
ical and supercritical freestream Mach numbers (Roberts et al. 2000, Roberts
2001). The starting point for the scheme is the first-order discretization of the
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flux-difference-splitting scheme (Roe 1986). Correction terms are added in the
form of mixed derivatives to make the scheme both second-order accurate and dis-
cretely factorizable. The resulting scheme is second-order accurate and compact
in comparison with other schemes; it is the first flux-difference-splitting scheme
that is discretely factorizable in multiple dimensions. Discrete factorizability is
achieved by using some nonstandard wide approximations for spatial derivatives
to ensure that the identities

∂xx∂yy = ∂xy∂xy,

∂xx∂y = ∂xy∂x,

∂yy∂x = ∂xy∂y

are satisfied on the discrete level. The determinant of the resulting scheme is com-
posed of an upwind differenced convection factor and anh-elliptic approximation
for the full-potential factor. The distributed relaxation is possible by using a left
and right distribution matrix, although this has not been applied as yet.

In numerical tests performed for this scheme, the multigrid solver employed
symmetric point collective Gauss-Seidel relaxation. Computations for subsonic
and transonic channel flows with essentially grid-independent convergence rates
have been presented (Roberts et al. 2000). Grid-independent convergence rates
have also been attained for a flow with stagnation points (Roberts 2001). For lift-
ing airfoil problems, the subsonic-flow convergence rates observed in multigrid
V-cycles were quite fast (about 0.3 per cycle) and only slightly grid dependent. The
rates somewhat deteriorate in transonic/supersonic computations, emphasizing the
need for distributed relaxation. The scheme applies at low Mach numbers although
it has yet to be extended to viscous flows. Multigrid results for the transonic flow
over a lifting Kármán-Trefftz airfoil with a shock are shown in Figure 3. The pres-
sure distribution shows the weak shock that is captured by the scheme. The residual
convergence indicates some deterioration of the rate on the finer grids but the lift
and drag coefficients are converged to below discretization error levels in only a few
cycles.

Another example of a factorizable collocated-grid scheme is a scheme for the
Euler equations with second-order central differencing for the off-diagonal first
derivatives in Equation 14:

Lh =



Qh 0 0
1

ρ
∂2h

x 0

0 Qh 0
1

ρ
∂2h

y 0

0 0 Qh 1

ρ
∂2h

z 0

ρc2∂2h
x ρc2∂2h

y ρc2∂2h
z Q̄h 0

c2

γ
∂2h

x

c2

γ
∂2h

y

c2

γ
∂2h

z 0 Qh


, (30)
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Figure 3 Computational results for compressible Euler flow over a lifting K´armán-
Trefftz airfoil; M∞ = 0.70;α = 1◦. (Reproduced from Roberts 2001 with permission.)
(a) Surface pressure (Cp) on a sequence of three grids. (b) Convergence of continuity
equation residual (L2(rho)), lift (cl ), and drag (cd) in an FMG cycle with 20 FAS cycles
on the finest 257× 257 mesh and 10 FAS cycles on each coarser mesh.

where the discrete derivatives,∂2h
x , ∂

2h
y , ∂

2h
z , in all off-diagonal terms are the wide

(with mesh spacing 2h), second-order-accurate central-differencing approxima-
tions. All the diagonal terms,Qh, exceptQ̄h in the fourth equation, are discretized
with the same second-order-accurate upwind (or upwind-biased) discretization
scheme. In the subsonic regime (|u|2 = ū2 + v̄2 + w̄2 < c2), the Q̄h-term is
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discretized with a second-order-accurate downwind (or downwind-biased) dis-
cretization.

A typical difficulty associated with this type of scheme is a poor measure of
h-ellipticity in the discrete approximation for the full-potential factor of the system
determinant. The determinant of the matrix operatorLh is given by

(Qh)3[QhQ̄h − c242h], (31)

where42h is a wide discretization of the Laplace operator. The full-potential-
operator approximation appearing in the brackets is noth-elliptic for subsonic
Mach numbers.

Several approaches to cure the lack ofh-ellipticity (mainly in applications to
incompressible-flow equations) have been proposed in the literature (e.g., Armfield
1994, Brandt & Ta’asan 1985, Lang 2002). Some of the approaches are associated
with introduction of additional terms increasing the measure ofh-ellipticity in the
system of equations, and others propose averaging (filtering) spurious oscillations.

An approach advocated by the authors is based on a mechanism that allows
one to improve theh-ellipticity measure by obtaining any desired discretizations
for the full-potential factor of the system determinant without compromising the
discrete factorizability. The starting point is the discretization as given by Equation
30. The way proposed to improve the discrete full-potential operator is to change
the discretization ofQ̄h to Q̄h + Ah. Then the discrete full-potential operator is
changed to

QhAh + QhQ̄h − c242h,

whereAh = (Qh)−1Dh, Dh = Fh − (QhQ̄h − c242h), andFh is a desired
approximation for the full-potential factor. In smooth regions,Ah is second-order
small (proportional toh2); hence the overall second-order discretization accuracy is
not compromised. The operator (Qh)−1 is a nonlocal operator, and its introduction
can be effected through a new auxiliary variableψh and a new discrete equation
Qhψh = Dh ph.

Thus, the corrected discrete approximation to Equation 14 is defined as

Lh =



Qh 0 0 0
1

ρ
∂h

x 0

0 Qh 0 0
1

ρ
∂h

y 0

0 0 Qh 0
1

ρ
∂h

z 0

0 0 0 Qh −Dh 0

ρc2∂h
x ρc2∂h

y ρc2∂h
z 1 Q̄h 0

c2

γ
∂h

x

c2

γ
∂h

y

c2

γ
∂h

z 0 0 Qh



(32)
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The corresponding distribution matrix,Mh, for distributed relaxation is defined as

Mh =



1 0 0 0 − 1

ρ
∂h

x 0

0 1 0 0 − 1

ρ
∂h

y 0

0 0 1 0 − 1

ρ
∂h

z 0

0 0 0 1 Dh 0

0 0 0 0 Qh 0

0 0 0 0 0 1


, (33)

so that the resulting matrixLhMh becomes lower triangular as

LhMh =



Qh 0 0 0 0 0

0 Qh 0 0 0 0

0 0 Qh 0 0 0

0 0 0 Qh 0 0

ρc2∂h
x ρc2∂h

y ρc2∂h
z 1 Fh 0

c2

γ
∂h

x

c2

γ
∂h

y

c2

γ
∂h

z 0 − c2

γρ
12h Qh


. (34)

The scheme as defined above is valid for nonconservative flows. A version to
be used for distributed relaxation of conservative equations has also been designed
(Diskin & Thomas 2001).

Numerical tests have been performed as yet only for a quasi-one-dimensional
subsonic flow in a convergent/divergent channel. The accuracy was comparable to
other schemes. With proper treatment of the distributed-relaxation equations in the
regions adjacent to the boundaries, the convergence of the multigrid solver with a
V-cycle and two relaxation sweeps per level is identical with the convergence of a
similar multigrid solver for the discrete full-potential operator.

6. CONCLUDING REMARKS

Fundamentals and recent advances toward the development of TME solvers for
fluid simulations have been presented. Accurate discrete approximations to the
solution of the differential equations are obtained with FMG methods through fast
reduction of algebraic errors below the discretization error level on each mesh.
Strategies to attain TME for general fluid systems by exploiting factorizability
of the governing differential equations are reviewed. These strategies include a
reformulation of the target differential equations and a distributed-relaxation ap-
proach applied to the original equations. New discretizations and computations
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demonstrating this methodology for inviscid and viscous flow simulations are
presented.
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LITERATURE CITED

Armfield SW. 1994. Ellipticity, accuracy, and
convergence of the discrete Navier-Stokes
equations.J. Comput. Phys.114:176–84

Brandt A. 1977. Multi-level adaptive solutions
to boundary-value problems.Math. Comput.
31:333–90

Brandt A. 1981.Multigrid solvers for non-ellip-
tic and singular-perturbation steady-state
problems.Work. Pap., Weizmann Inst. Sci.

Brandt A. 1984. Multigrid techniques: 1984
guide with applications to fluid dynamics.
VKI Lect. Ser. Comput. Fluid Dyn.Weizmann
Inst. Sci., Rehovot, Israel

Brandt A. 2000. Recent developments in multi-
grid efficiency in computational fluid dynam-
ics. In Multigrid, Appendix C, pp. 573–89.
London: Academic. 631 pp.

Brandt A, Dinar N. 1979. Multi-grid solutions
to elliptic flow problems. InNumerical Meth-
ods for Partial Differential Equations, ed. S
Parter, pp. 53–147. New York: Academic

Brandt A, Diskin B. 2000. Multigrid solvers for
nonaligned sonic flows.SIAM J. Sci. Comput.
21:473–501

Brandt A, Diskin A, Thomas JL. 2001. Text-
book multigrid efficiency for computational
fluid dynamics simulations.AIAA 2001-2570

Brandt A, Ta’asan S. 1985. Multigrid solutions
to quasi-elliptic schemes. InProgress and
Supercomputing in Computational Fluid Dy-
namics, ed. EM Murman, SS Abarbanel, pp.
143–54. Boston: Birkh¨auser

Brandt A, Yavneh I. 1992. On multigrid solu-
tion of high-Reynolds incompressible enter-
ing flow. J. Comput. Phys.101:151–64

Briggs WL, McCormick SF, Henson V. 2000.
A Multigrid Tutorial, Second Edition. Phila-
delphia, PA: SIAM

Diskin B. 1998.Efficient multigrid solvers for
the linearized transonic full potential equa-

tion. PhD thesis. Weizmann Inst. Sci., Re-
hovot, Israel. 119 pp.

Diskin B. 2001. Efficient multigrid methods for
solving upwind-biased discretizations of the
convection equation.Appl. Math. Comput.
123:343–79

Diskin B, Thomas JL. 2001. Distributed relax-
ation for conservative discretizations.AIAA
Pap. 2001-2571

Diskin B, Thomas JL. 2002. New factoriz-
able discretizations for the Euler equations.
ICASE Rep. 2002-6

Lang M. 2001. Distributed relaxation multigrid
applied to incompressible equations in com-
putational fluid dynamics.GMD Res. Ser. No.
4, St Augustin, Ger.

Mavriplis DJ. 1997. Unstructured grid tech-
niques.Annu. Rev. Fluid Mech.29:473–514

Montero RS, Llorente IM, Salas MD. 2001. Ro-
bust multigrid methods for the Navier-Stokes
equations.J. Comput. Phys.173:412–32

Oosterlee CW, Gaspar FJ, Washio T, Wien-
ands R. 1998. Multigrid line smoothers
for higher order upwind discretizations of
convection-dominated problems.J. Comput.
Phys.139:274–307

Oosterlee CW, Washio T. 2000. Krylov sub-
space acceleration of nonlinear multigrid
with application to recirculating flows.SIAM
J. Sci. Comput.21:1670–90

Roberts TW. 2001. The development of a factor-
izable multigrid algorithm for subsonic and
transonic flow.AIAA Pap. 2001-2572

Roberts TW, Sidilkover D, Swanson RC. 1997.
Textbook multigrid efficiency for the steady
Euler equations.AIAA Pap. 97-1949

Roberts TW, Sidilkover D, Swanson RC. 1999.
An algorithm for ideal multigrid convergence
for the steady Euler equations.Comput. Flu-
ids28:427–42



1 Nov 2002 17:0 AR AR159-FM35-14.tex AR159-FM35-14.sgm LaTeX2e(2002/01/18)P1: GJB

340 THOMAS ¥ DISKIN ¥ BRANDT

Roberts TW, Sidilkover D, Thomas JL. 2000.
Multigrid relaxation of a factorizable con-
servative discretization of the compressible
Euler equations.AIAA Pap. 2000-2252

Roberts TW, Sidilkover D, Tsynkov SV. 2002.
On the combined performance of nonlo-
cal artificial boundary conditions with the
new generation of advanced multigrid flow
solvers.Comput. Fluids31:269–308

Roe PL. 1986. Characteristic-based schemes
for the Euler equations.Annu. Rev. Fluid
Mech.18:337–65

Sidilkover D. 1999a. Factorizable scheme for
the equation of fluid flow.ICASE Rep. 99-
20, NASA CR-1999-209345

Sidilkover D. 1999b. Some approaches to-
ward constructing optimally efficient multi-
grid solvers for the inviscid flow equations.
Comput. Fluids28:551–71

Sidilkover D. 2001. Factorizable upwind
schemes: the triangular unstructured grid for-
mulation.AIAA Pap. 2001-2575

Sidilkover D, Asher U. 1995. A multigrid solver
for the steady-state Navier-Stokes equations
using the pressure-Poisson formulation.Mat.
Appl. Comput.14:21–35

Swanson RC. 2001. Towards optimal multigrid
efficiency for the Navier-Stokes equations.
AIAA Pap. 2001-2574

Ta’asan S. 1993. Canonical forms of multidi-
mensional steady inviscid flows.ICASE Rep.
93-34, NASA CR-191488

Ta’asan S. 1994. Canonical-variables multi-
grid method for steady-state Euler equations.
ICASE Rep. 94-14, NASA CR-194888

Ta’asan S. 1995. Essentially optimal multi-
grid method for steady state Euler equations.
AIAA Pap. 95-0209

Thomas JL, Diskin B, Brandt A. 1999. Dis-
tributed relaxation multigrid and defect cor-
rection applied to the compressible Navier-
Stokes equations.AIAA Pap. 99-3334

Thomas JL, Diskin B, Brandt A. 2001. Text-
book multigrid efficiency for the incompress-
ible Navier-Stokes equations: high Reynolds
number wakes and boundary layers.Comput.
Fluids30:853–74

Thomas JL, Diskin B, Brandt A, South JC.
2002. General framework for achieving text-
book multigrid efficiency: quasi-1-D Eu-
ler example. InFrontiers of Computational
Fluid Dynamics 2002, ed. DA Caughey, MM
Hafez, pp. 61–80. New Jersey: World Sci.
506 pp.

Trottenberg U, Oosterlee CW, Sch¨uler A. 2000.
Multigrid. London: Academic. 631 pp.

Wesseling P. 1992.An Introduction to Multigrid
Methods. Chichester: Wiley. 284 pp.


