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Abstract. Our objective is to calculate a curve (configuration) in two dimensions that solves
an optimization problem of minimizing a generalized squared curvature functional subject to global
constrained. We allow the given rigidity coefficient to vary along the curve. The global constraints
include the length of the curve and its initial and ending positions and directions. We use a multigrid
approach to efficiently solve the resulting discretized system of non-linear equations. This approach is
in particular convenient for introducing the desired global constraints and solving the entire problem
in linear time complexity. Since our work is motivated by the idea of building a soft octopus-
like robotic arm, we then produce a dynamic sequence of such configurations depending on time
to resemble a complete movement of the octopus arm, for instance in a reaching movement. The
obtained sequence involves bend propagation as well as elongation of the arm as is typical to the
octopus. We suggest the use of our results as input to the robotic arm in order to enable its basic
movements. The numerical approach itself can be generalized to much more complex problems in
higher dimensions.

Key words. constrained optimization, multigrid, minimal squared curvature, octopus arm
extension, soft robotic arm

1. Introduction. For many years scientists and engineers have investigated con-
tinuum robots [21]. Compared with traditional rigid-body structures, continuum
robots with their large number of degrees of freedom are capable of flexible and highly
dexterous movements. An example in nature of a continuum structure are octopus
arms [23]. The octopus arm in particular has no internal or external skeleton and
its muscular structure is considered to be a ”muscular hydrostat” [18]. Its arms are
fully flexible, can bend in any direction and grasp objects. Therefore a continuum
arm design inspired by octopus (Octopus vulgaris) would be suitable for searching in
unsafe and narrow spaces [26] [25], and surgical applications [22].

The trajectory generation problem for mobile robots in general and for the robotic
arm inspired by octopus in particular, is of purely geometric nature and can be de-
fined as providing a set of time dependent configurations that are ”smooth” and meet
certain boundary conditions. The notion of ”smoothness” is an ambiguous one. Au-
thors have used different types of smoothness criteria in order to derive trajectories.
Kanayama et al. [17] used the square of curvature and the square of the deriva-
tive of curvature as cost functions. The configurations that minimize these criteria
are clothoids and cubic spirals. In fact, variations of the problem of minimizing the
squared curvature have a long history and various applications, see for example [20]
and [19]. Horn [15] addressed the problem of determining a smooth planar configu-
ration that started at (0, 0) in the vertical direction arrived at (1, 0) vertically and
minimized the integral of the squared curvature. He derived a differential equation
of the optimal configuration along with its properties and concluded that the optimal
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one is not a semi circle. Later, Kallay [16] solved the problem where the length of
the solution is also constrained. Bruckstein et al. [11] introduced a scale-invariant
measure to avoid solutions which are smoother just by being longer, and showed that
due to this measure circular arcs are optimal in large number of situations. They
proposed a numerical procedure for computing piecewise linear approximations of the
optimal configurations as a solution of discrete two-point boundary value problems.

In this paper we present a fast multilevel solver for the generalized problem of
minimizing the squared curvature of a curve, given its length and starting and ending
positions and directions. In addition, we allow the curve to have an arbitrary variable
rigidity coefficients, which can control the curvature function produced in the resulting
configuration, with smaller curvature wherever the coefficient is larger. This enables
solutions with variable curvature, i.e., configurations which are in agreement with the
observed typical octopus arm movement (composed of a sequence of time dependent
configurations). We show that the bending movement of the robotic arm prototype
in [29] actually minimizes the squared curvature with uniform rigidity coefficients,
while the octopus arm extension movement which usually includes bend propagation
can be described only when variable rigidity coefficients are employed. We achieved
good resemblance to the octopus arm movement.

The multilevel solver we introduce here is a linear time algorithm (in the number
of discrete unknowns). In fact it can produce a sequence of solutions much faster
than and in a resolution which is beyond one would actually need for the robotic
arm. However, we regard this solver as a stepping stone for treating more challenging
problems, for which the introduced technology is essential.

The paper is organized as follows. In Section 2 we introduce the optimization
problem to be solved. In Section 3 we present the basic multilevel techniques used for
the fast solver. In Section 4 we show the resemblance of our results to the bending
movement of the robotic arm and to the bend propagation of the octopus arm. Finally,
in Section 5 we outline various problem directions, including control and other inverse
problems, for which extensions of the multigrid solver developed here can apply.

2. The optimization problem. Our objective is to minimize the two dimen-
sional squared curvature of a curve with a given length L subject to boundary con-
ditions stating its starting and ending positions and directions. We will consider the
normalized problem where we choose the starting point to be (xstart, ystart) = (0, 0)
ending at (xend, yend) = (1, 0):

minimize E(a, u) = 1
2L

∫ 1

0
a(s)(u′(s))2ds,

given u(0) = ustart , u(1) = uend

subject to L
∫ 1

0
cosu(s) ds = 1 , L

∫ 1

0
sinu(s) ds = 0,

(2.1)

where s is the arclength along the curve divided by L, u(s) is the tangent of the curve
at s, (u′(s))2 is thus the squared curvature and a(s) is the rigidity coefficient. For
given larger values of a(s) the obtained solution is expected to be less curved at s.

We discretize L to have n − 1 segments of (usually) equal length h (see on the
bottom of Figure 3.1 a mesh with 12 segments) and use two Lagrange multipliers λ1
and λ2 to obtain the following discrete Lagrangian

L(h, a, u) = 1
2Lh

∑n−1
j=1 aj+1/2(uj+1 − uj)2+

λ1[Lh( 1
2 cosu1 +

∑n−1
j=2 cosuj + 1

2 cosun)− 1]+

λ2Lh( 1
2 sinu1 +

∑n−1
j=2 sinuj + 1

2 sinun),

(2.2)
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where uj = u(sj), sj = (j − 1)h and aj+1/2 is the rigidity coefficient between uj and
uj+1.

The resulting system of non-linear equations obtained from ∂L(h, a, u)/∂ui = 0
and from ∂L(h, a, u)/∂λk = 0, for k = 1, 2 is

for i = 2, ..., n− 1 N1(h, a, u, i) ≡
(−ai+1/2ui+1 + (ai+1/2 + ai−1/2)ui − ai−1/2ui−1)/h)

− L2λ1 sinui + L2λ2 cosui = b1i
given u(0) = u1 = ustart , u(1) = un = uend

subject to N2(h, u) ≡
Lh( 1

2 cosu1 +
∑n−1
j=2 cosuj + 1

2 cosun) = b2,

N3(h, u) ≡
Lh( 1

2 sinu1 +
∑n−1
j=2 sinuj + 1

2 sinun) = b3,

(2.3)

where ai+1/2 = ai+1/2/h, b1i = b3 = 0 and b2 = 1.
An alternative way to derive the above is by variation of the differential min-

imization problem. Assume the minimum is obtained at some u(s) and look at a
perturbation ε(s) to it such that ε(0) = ε(1) = 0. We use Lagrange multipliers and
consider the following difference

E(a, u+ ε)− E(a, u) = 1
L

∫ 1

0
a(s)u′(s)ε′(s)ds− Lλ1

∫ 1

0
ε(s) sinu(s)ds

+ Lλ2
∫ 1

0
ε(s) cosu(s)ds+O(ε(s)2)

= − 1
L

∫ 1

0
[a(s)u′(s)]′ε(s)ds− Lλ1

∫ 1

0
ε(s) sinu(s)ds

+ Lλ2
∫ 1

0
ε(s) cosu(s)ds+O(ε(s)2),

(2.4)

where we have used integration by parts for the first term of the right hand side. Since
this difference has to be non-negative for any ε(s), we obtain the following differential
equation

− [a(s)u′(s)]′ − L2λ1 sinu+ L2λ2 cosu = 0, (2.5)

subject to the same conditions of (2.1). (2.3) is obtained by central discretization of
(2.5).

3. The multilevel solver. We use multigrid techniques [10], [2] and [24] to
efficiently solve (2.3), the resulting discretized system. We start by describing a
point-by-point minimization of (2.1), then choose a hierarchy of grids and define the
coarse-to-fine interpolation rule which is based on minimization consideration. The
calculation of the coarse grid equations and the fine-to-coarse transfer of residuals
follow. We use the Full-Approximation-Scheme (FAS) due to the non-linearity of the
system of equations, imposed by the non-linear global constraints, and employ the
Full-Multigrid (FMG) algorithm. In addition, we use continuation of the boundary
conditions to enable a stable solution for more curved configurations.

3.1. Relaxation. A point-by-point minimization of (2.1) is equivalent to solving
in turn the i’th equation of system (2.3) for ui. However, since each equation is
nonlinear function of ui, the relaxation of each ui should not waste work on solving
the relevant equation exactly . Rather, only an inexpensive substantial step toward
such a solution should be made. In particular, if ũi is the current value of ui, then its
value after relaxing the i’th equation is

ũi ← [ai+1/2ũi+1 + ai−1/2ũi−1 + (b1i + L2λ1 sin ũi − L2λ2 cos ũi)h]/(ai+1/2 + ai−1/2).
(3.1)
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Note that the trigonometric terms of ũi are “non-principal terms” as they are multi-
plied by h and thus their contribution to the change in the residual can be neglected.

As is well known [9], following a small number of relaxation sweeps, the remaining
error e = u − ũ is smooth and therefore can be approximated by a “coarser” (or
“diluted”) system, i.e., a system with less variables.

3.2. Hierarchy of grids. In the classical case of “geometric multigrid”, where
the fine-level set of unknows u is defined on a well-structured grid, the coarse set U
is naturally defined in terms of coarsening that grid, for example by omitting from it
every other point, see the two bottom grids in Figure 3.1. All finer grids are uniform
such that the mesh of a finer grid is twice as smaller as the coarser one. To formulate
the relation between two adjacent levels of our multigrid solver, we use the convention
of describing the fine level by lower case letters such as h, ui and ai+1/2 and the coarse
grid by capitals: H, UI and AI+1/2. The relation between the fine and the coarse
mesh sizes is then H = 2h.

The needed finest mesh size depends on the prescribed boundary angles. If, for
instance, the absolute value of the initial angle exceeds Π/2, the curve has to turn
around to reach the other end, as can be seen at both ends of the black curve in
Figure 4.4. In particular, if L is close to 1, the angles at the “bent” end of the curve
has to change quickly within a small arc length. This would imply the use of smaller
h towards that end. The sharper the bent, the smaller the needed h [1]. In this work
we do not intend to solve all possible combinations of L and boundary angles, but we
rather assume that the bent cannot be too sharp, which is reasonable for both the
octopus and the robotic arm. Still, to enable more curvature at the beginning and
end of our solution (as is usually observed at the octopus arm) we choose an uneven
coarsest level as shown in Figure 3.1, where the mesh size is smaller near the end
points than the one in the middle. For this nonuniform mesh (2.3) takes the form

for i = 2, 3 N1(h, a, u, i) ≡
(−ai+1/2ui+1 + (ai+1/2 + ai−1/2)ui − ai−1/2ui−1)/(

hi+1/2+hi−1/2

2 )
− L2λ1 sinui + L2λ2 cosui = b1i

given u(0) = u1 = ustart , u(1) = u4 = uend

subject to N2(h, u) ≡
L(cosu1

h3/2

2 + cosu2
h3/2+h5/2

2 + cosu3
h5/2+h7/2

2 + cosu4
h7/2

2 ) = b2,
N3(h, u) ≡
L(sinu1

h3/2

2 + sinu2
h3/2+h5/2

2 + sinu3
h5/2+h7/2

2 + sinu4
h7/2

2 ) = b3,
(2.3’)

where ai+1/2 = ai+1/2/hi+1/2 and hi+1/2 is the i’th mesh size, i = 1, 2, 3.

In an adaptive approach instead of choosing every other fine point to serve as
the coarse points, we may choose all (or most) fine points wherever a relatively large
difference between neighboring unknowns is detected. Similarly, less (than the usual
half) grid points are needed where the solution is smooth. For full efficiency of the
solver, all grids should actually be uneven, chosen according to the detected curvature
at each site. Then the choice of the coarse grid can be completely automated by using
the so called bootstrap algebraic multigrid (BAMG) [5]. But we do not attempt this
generality here.

3.3. Minimization based interpolation. The derivation of our specific inter-
polation from a pair of coarse grid points to possibly many inner fine points, as is for
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Fig. 3.1. An example of three grids where the coarsest of them is non uniform with grid points
closer to the end points. Still the coarsening ratio is preserved: H = 2h and H = 2H.

example needed (in the middle of the grid) between the two coarse levels in Figure
3.1, is given in the Appendix.

For the common coarsening ratio 2, where the coarse grid points are chosen to
be at every other fine point (the two finest levels of Figure 3.1), the interpolation to
ui+1, which is between two coarse grid points, is

ui+1 ← ui+1 + (↑hH V )i+1 = ui+1 +
VIai+1/2 + VI+1ai+3/2

ai+1/2 + ai+3/2
, (3.2)

where V is the coarse correction to the fine grid function u. The interpolation to ui
is simply ui ← ui + VI . We use equation (3.2) for the interpolation except from the
coarsest level, where equation (A.5) is needed.

3.4. Coarsening. The derivation of the coarse grid equations given an explicit
coarse-to-fine interpolation operator is simply the equations for minimizing E(u+ ↑hH
V ). Thus we calculate the coarse couplings AI+1/2 as well as the right hand side of
the coarse equations. Consider the generalized optimization problem

minimize E(a, b, u) =
1

2

∫
a(s)(u′(s))2ds−

∫
b(s)u(s)ds, (3.3)

and its discretization

minimize Eh(a, b, u) =
1

2

n−1∑
j=1

aj+1/2(uj+1 − uj)2

hj+1/2
−
n−1∑
j=1

bjuj
hj+1/2 + hj−1/2

2
.

(3.4)
On the finest grid bj = 0 for j = 1, ..., n− 1. The equivalent j’th equation is

− aj+1/2uj+1 + (aj+1/2 + aj−1/2)uj − aj−1uj−1/2 = bj
hj+1/2 + hj−1/2

2
, (3.5)

5



so the j’th residual can be defined as

resj = bj
hj+1/2 + hj−1/2

2
+ aj+1/2uj+1 − (aj+1/2 + aj−1/2)uj + aj−1/2uj−1. (3.6)

Given the set of fine and coarse mesh sizes, hi+1/2 and HI+1/2, see Figure 3.2, we
want to calculate the equation at the coarse grid point I. For a given current fine
approximation ũ, using (A.5) and according to Figure 3.2, we get

Eh(a, b, ũ+ ↑hH V ) = 1
2{

∑i−1
j=l aj+1/2[ũj+1 + (

∑i−1
k=j+1 αkVI−1 +

∑j
k=l αkVI)/ali−

ũj − (
∑i−1
k=j αkVI−1 +

∑j−1
k=l αkVI)/ali]

2+∑n−1
j=i aj+1/2[ũj+1 + (

∑n−1
k=j+1 αkVI +

∑j
k=i αkVI+1)/ain−

ũj − (
∑n−1
k=j αkVI +

∑j−1
k=i αkVI+1)/ain]2}−∑i−1

j=l bjhj+1/2 [ũj + (
∑i−1
k=j αkVI−1 +

∑j−1
k=l αkVI)/ali]−∑n−1

j=i bjhj+1/2[ũj + (
∑n−1
k=j αkVI +

∑j−1
k=i αkVI+1)/ain],

(3.7)

where, ali =
∑i−1
k=l αk, ain =

∑n−1
k=i αk and αk = 1/ak+1/2. Analogously to the fine

grid equation (3.5), the resulting coarse grid equation at the coarse site I is

−AI+1/2VI+1 + (AI+1/2 +AI−1/2)VI −AI−1/2VI−1 = BI
HI+1/2 +HI−1/2

2
, (3.8)

where

AI+1/2 = (

n−1∑
k=i

αk)−1, (3.9’)

BI = 2

n−1∑
j=l+1

[(↑Hh )Ijresj ]/(HI+1/2 +HI−1/2), (3.10’)

HI−1/2 =
∑i−1
k=l hk+1/2, HI+1/2 =

∑n−1
k=i hk+1/2 and the residual weighting coefficients

are

(↑Hh )Ij =


∑j−1
k=l αk l < j < i

1 j = i∑n−1
k=j αk i < j < n.

(3.11’)

Again, we only use this generalized form to deduce the equations of the coarsest
level. For the simpler uniform grids case, we get

AI+1/2 = (1/ai−1/2 + 1/ai+1/2)−1, (3.9)

BI =
1

H

i+1∑
j=i−1

[(↑Hh )Ijresj ] (3.10)

and

(↑Hh )Ij =

 1/ai−1/2 j = i− 1
1 j = i
1/ai+1/2 j = i+ 1.

(3.11)
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ai-1 /2 , hi-1 /2 

UI -1 

ulll
 un

 ui-1 ui 

AI -1 /2 , HI -1 /2 AI +1 /2 , HI +1 /2 
UI UI +1 

Fig. 3.2. An example of corresponding sections of two grids. The coefficient AI+1/2 is calcu-
lated from all ai+1/2’s between i and n and the transfer of residuals from the fine level to the coarse
one at site I involves the residuals at all fine points between sites l+ 1 and n− 1 as is calculated in
(3.11’).

3.5. Full approximation scheme (FAS). Since the system of equations (2.3)
that we want to solve is nonlinear, due to its global constraints, we actually need
to use the Full Approximation Scheme (FAS), introduced in [2], which is called so

because it gives the coarse equations in terms of the full solution U = Ũ + V , not in
terms of the correction V alone [9], where Ũ is the current approximate fine solution
ũ transferred to the coarse level. Namely,

ŨI =

n−1∑
j=l+1

(↑Hh )Ij ũj , (3.12)

where l (n) is the fine index at the grid point I − 1 (I + 1), (↑Hh )Ij is given by (3.11’)
(or by (3.11)) and the boundary values are transferred directly.

Using for the linear part of the equations the operator suggested by equation
(3.8), and applying to it the standard FAS procedure, yields a coarse problem similar
to the fine one (2.3):

for I = 2, ..., N − 1 N1(H,A,U, I) = B1
I

given U(0) = U1 = ustart , U(1) = UN = uend

subject to N2(H,U) = B2, N3(H,U) = B3,
(3.13)

where AI+1/2 = AI+1/2/HI+1/2 is given by (3.9’) (or by (3.9)) and the coarse right
hand sides are

B1
I =

n−1∑
j=l+1

(↑Hh )Ij [b
1
i −N1(h, a, ũ, j)] +N1(H,A, Ũ , I). (3.14)

and

Bq = [bq −Nq(h, ũ)] +Nq(H, Ũ), (q = 2, 3). (3.15)
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It is important to remember that it is the error e = u−U which is smoothed by
relaxation and thus approximated by the correction V = U − Ũ , so after obtaining
an approximate solution U to the coarse equation (3.13), the coarse-grid correction
to the fine level is

ũ← ũ+ ↑hH (U − Ũ) , (3.16)

where ↑hH is given by (A.5) (or by (3.2)). It is also important to use exactly the same

Ũ in (3.16) as in (3.14), (3.15) and as the first approximation in the process of solving
(3.13), so that the solver is stationary , meaning that if the exact solution has already
been obtained at the fine level (N1(h, a, ũ, i) = b1i ) and hence (3.13) is immediately
at its solution, then (3.16) does not change ũ.

3.6. Multigrid cycle. Having constructed the coarse-level equations, they are
then (approximately) solved by a similar procedure: a small number of relaxation
sweeps followed by approximating the remaining error with a still coarser system.
The coarsest-level equations are finally solved by some direct method. This recursively
defines the multilevel cycle, which, for a work comparable to that of just few relaxation
sweeps over the finest level (the given system), would usually reduce the error to a
small fraction (far less than .5, typically) of its pre-cycle size. Such a cycle is called a
V-cycle due to its V shape as can be seen in the right of Figure 3.3.

In our solver the coarsest level includes five interior points (unknowns), the middle
grid in Figure 3.1. To solve (2.3) we use Newton-Raphson iterations. To obtain a
good first guess, we actually start with an even coarser grid which includes only two
interior points, the top grid in Figure 3.1. The corresponding two unknowns, u2 and
u3, can be calculated from the two (non linear) last conditions in (2.3’). Then the two
Lagrange multipliers are extracted from the remaining two (linear) equations. and
are kept unchanged on all fine levels and may be corrected only at the coarsest level.
Thus the two global constraints are actually being solved only on the coarsest level,
while on finer grids their residuals are being calculated and transferred to coarser and
coarser grids until the coarsest one is reached.

Full Multigrid (FMG) algorithm. The multigrid cycle described above can be
applied to any first approximation given on the finest grid. In a full multigrid (FMG)
algorithm, the first approximation is obtained by interpolation from a solution on the
next coarser grid, which has previously been calculated by a similar FMG algorithm.
A typical FMG algorithm, with one V -cycle per refinement, is shown in Figure 3.3.
This is the algorithm we use here. In particular, the FMG algorithm begins by solving
the coarsest level explicitly.

3.7. Continuation. It is easy to solve the problem for certain initial end angles
(ustart and uend) and much harder for others. We have thus used a continuation
approach to solve more difficult cases gradually, starting with easy-to-solve problems.
For example, consider a circular arc of length L > 1 which extends over a chord of
length 1, both resting on a central angle 2u, so that L = 2ru; see Figure 3.4. The
radius of the circle is r = 0.5/ sinu, so u satisfies u/ sinu = L (or approximately u ∼√

6(L− 1)/L when small). We can thus use such an arc as our initial solution, with
ustart = −uend = u. Having solved this problem we gradually change the boundary
angles to actually obtain a solution to any given problem. This is mostly done on
the coarsest grid (the one with five interior unknowns) by using a Newton-Raphson’s
iteration successively for a sequence of problems, the (approximate) solution of each
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one serves as the initial guess for the next one, while the boundary angles are gradually
changed until the desired ones are met. For large ustart and/or −uend one has to do
this continuation on a finer level, using our multigrid cycle in each iteration.

interpolation  (3.16)  

    relaxation sweeps 

calculating coarse 

equations  (3.13)       

ν ν solve directly * 

h0 

h0/2 

h0/4 

2h=H 

h 



Largest grid 

Smallest grid 

Final discrete 

     solution 

Start solving 

       here  


. . . 

* 

1ν

1ν

1ν

2ν

2ν

2ν

Multigrid V-cycle 

2ν

2ν

2ν

.  .  . 

* 

1ν

1ν

2ν

* 

1ν

* 

 the obtained final solution for the corresponding meshsize 

interpolation of the solution  

Fig. 3.3. An FMG-cycle: starting from a direct solution of the coarsest level (on the left),
interpolate to a finer level, apply a V-cycle there and switch to a still finer level, etc. A V-cycle
V (ν1, ν2) (on the right): starting from the finest level, perform ν1 relaxation sweeps, then transfer
to the next coarser level and so on until the coarsest level. Solve the coarsest level exactly, then
interpolate to a finer grid followed by ν2 relaxation. This is repeated until the finest level is reached.

4. Results.

4.1. The efficiency of the cycle. The efficiency of a multigrid cycle is often
measured by calculating residuals. We calculate here the residual of the system of
equations in (2.3), i.e.,

Res1 ≡

√√√√ n∑
i

(b1i −N1(h, a, u, i))2 , (4.1)

and the residuals of the two constraints:

Res2 ≡ |b2 −N2(h, u)| , Res3 ≡ |b3 −N3(h, u)|. (4.2)

We use the FMG (with one V-cycle per each level) to obtain the solution on the finest
level followed by additional V-cycles only on that level. As can be seen in Table 4.1
the residuals are decreased by a factor of at least 10 per cycle which is the desired
textbook efficiency of multigrid.
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u u 

L=2ru 

r 

0.5 

0.5=r sinu u 

Fig. 3.4. An easy-to-solve problem: a circular arc of length L > 1 which extends over a chord
of length 1, both resting on a central angle 2u. The angle between the chord and the tangent (the
red line), which is also u, can be obtained by solving u/ sinu = L.

Cycle number Res1 Res2 Res3

1 0.491258 0.000833 0.002888
2 0.026529 -0.000043 0.000032
3 0.001547 -0.000006 0.000004
4 0.000093 0.000000 -0.000001

Table 4.1
The obtained residuals for the system of equations and for the two constraints are shown for

four V -cycle V (2, 1).

4.2. The resemblance to a robotic arm. Soft robotic arm inspired by the
octopus has been designed and tested for certain movements [29]. A two dimensional
reconstruction of a robotic arm prototype bending movement (obtained at its early
stage of development), using an appropriate algorithm [28], was carried out and used
to detect the robotic arm backbone from imaged video frames as is shown in Figure
4.1. We were able to imitate the initial and final configurations in this figure, see
Figure 4.2, and in fact the entire movement as shown in Figure 4.3. We may conclude
that every configuration within this robotic arm movement (at least roughly) actually
minimizes our mathematical model (2.3), i.e., minimizing the squared curvature given
the length of the robotic arm and the positions and angles of its end points for uniform
constant rigidity coefficients.

4.3. The resemblance to a single octopus arm configuration. Octopus
arm movements were video recorded while an octopus was kept in a large glass water
tank. For details on animals, experimental setup and recording sessions see [13] and
[27]. Zelman et al. [28] reconstructed the octopus arm movement and produced a
sequence of three dimensional curves varying in time. Each time instance is given as
a set of 100 3D points. Since it has been observed that most of the extension movement
of the octopus’s arm is basically planar [13], we projected the three dimensional data
into two dimensions by using a principal components reduction. Indeed, it turns out
that about 95% (and sometimes even more) of the curve is planar. In addition, we have
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Fig. 4.1. The robotic arm is performing a bend movement starting from the initial position
shown on the left. The right picture in obtained by reconstructing the backbone of the arm from
many imaged video frames taken while the bent was performed.

Fig. 4.2. Resemblance of the initial and the final configurations of the robotic arm movement
and the solution of minimizing the squared curvature with uniform rigidity coefficients.

normalized the starting point to (0, 0) and the ending point to (1, 0). The length and
the angles boundary conditions are easily measured. Solving the obtained problem in
(2.3) on a grid with 24 meshes and constant rigidity (ai ≡ 1 for i = 1, ..., 24) results
with an evenly curved solution shown on the left of Figure4.4. If, however, we want to
obtain a better agreement to the octopus arm, we need to introduce variable rigidity
coefficients to enable the variable rigidity exhibited by the octopus arm; see at the
right of Figure 4.4 for the choice of a1 : a5 = 0.5 , a6 : a8 = 0.1 , a21 : a22 = 0.1 , a23 :
a24 = 0.2.
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Fig. 4.3. The movement obtained by minimizing the squared curvature problem of (2.3) with
uniform rigidity coefficients.

Fig. 4.4. An example of an octopus’s arm configuration, shown in black. The solution of (2.3)
discretized by 24 segments, in blue, includes the case were a ≡ 1 on the left and the case with
manually adjusted smaller coefficients at both ends on the right, with a1 : a5 = 0.5 , a6 : a8 =
0.1 , a9 : a20 = 1 , a21 : a22 = 0.1 , a23 : a24 = 0.2.

4.4. The produced extension movement. The actual movement of the oc-
topus arm can be described as a sequence of configurations of its backbone. See for
example the 3D extension movement in the left of Figure 4.5. In general, such a
movement is a superposition of bend propagation and arm elongation. To create a
similar movement we start from the initial configuration, the red contour in the right
of Figure 4.5, i.e., from its given locations and angles of end points. Then, the con-
sequent configurations are generated by gradual changes introduced into the initial
parameters until some conditions are met for the last configuration, see the left of
Figure 4.6. In addition, to achieve the bend propagation, we introduce a shift in the
rigidity coefficients which are responsible for the bend, i.e., those in blue which create

12



Fig. 4.5. Left: An example of 3D octopus extension movement of bend propagation and elon-
gation. Right: The 2D projection of that movement using principal component reduction.

Fig. 4.6. Left: An example of bend propagation and elongation produced by our optimization
model so as to resemble the 2D octopus movement in the right of figure (4.5). Right: The rigidity
coefficients we have used to obtain the bend propagation.

the step pattern in the right of Figure 4.6.

Sometimes it is observed that the octopus starts the extension movement with an
additional bend of its arm closer to its body, see the red line in Figure 4.7. In such a
case it is necessary to let this bend gradually disappear as the arm becomes straight.
We show here such an example which involves either only bend propagation, see the
left of Figure 4.8, and one which also allows elongation of the arm, the right of Figure
4.8. In both cases the used rigidity coefficients are given in Figure 4.9.

5. Future directions. The solution techniques described here can and should
serve more general problem situations (not necessarily relevant to the octopus arm,
but important in many other areas), such as:

• Using other governing functionals: e.g., instead of (u′(s))2 in (2.1), use
|u′(s)| (allowing unbounded curvature at some points, or generally |u(m)(s)|q,
or combination of such terms; etc.

• Use other kinds of boundary conditions.
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Fig. 4.7. An example of a 3D movement of the octopus’s arm.

Fig. 4.8. Left: An example of an octopus-like movement of bend propagation generated by the
multigrid algorithm. Right: An example of an octopus-like movement of bend propagation combined
with elongation generated by the multigrid algorithm.

• Calculate arm curves in 3D space, instead of the current 2D model.
• Instead of a fixed length L, add stiffness coefficients (energy term associ-

ated with local stretching) to the governing functional (as those measured in
[14]).

• Dynamic arm: simulate an arm moving in time, u = u(s, t), guided by
a suitable minimization functional, such as

∫
E(a, u(s, t))dt and possibly by

some stiffness coefficients.
• The results presented here were manually designed, in particular the rigidity

coefficients were found by trial and error. An interesting question is to auto-
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Fig. 4.9. The rigidity coefficients used in the multigrid algorithm to create an octopus-like
movement of bend propagation. The smaller coefficients (in blue and light blue step pattern) which
are responsible for the produced bend, are shifted at each consequent configuration.

matically solve the inverse problem in which the arm configuration, i.e., the
function u(s) is given for a few configurations (along with the length L and
the boundary conditions), from which the rigidity coefficient function a(s),
is derived. (Multigrid tools for very efficient solution of inverse problems are
described in [3], Section 4, [8] and in more details in [4] and [12].)

• Dynamic inverse problem: In the octopus case described in this paper,
the rigidity coefficients actually change in time. So in such cases the inverse
problem would be to calculate an unknown rigidity a(s, t) so as to yield solu-
tions u(s, t) that best fit a collection of dynamic arm observations, regularized
by adding to the governing functional terms such as∫ ∫

(α[
∂

∂t
a(s, t)]2 + β[

∂

∂s
a(s, t)]2) ds dt. (5.1)

• System optimization: Instead of calculating a(s, t) to best fit a set of
observations, seek a(s, t) for which the system would operate optimally, e.g.,
minimizing average execution times of a set of tasks. Such a formulation is
needed for example for the optimal design of robotic arms. (See again [3]
Sections 4 and 5 with more details in [4].)

• Stochastic formulation: Instead of minimizing energy E[a, u], assume a
probability distribution P is given, for example in the Bolzmann form

P [a, u] =
1

z
exp−βE[a,u] . (5.2)

For a given set of coefficients a, the task is the to calculate various average
properties of the set of probable arm configurations u. In other kinds of
problems (sometime falling under the name uncertainty quantification), the
rigidity coefficients are out given either, they just satisfy some probabilistic
relations, as in the Bolzmann from above. (Very efficient multiscale Markov
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Chain Monte Carlo techniques for stochastic problems are described in [7]
and [6]; such techniques should be combined with the multigrid methods
for inverse problems to efficiently quantify uncertain diffusion and similar
problems.)
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Appendix A. Minimization based interpolation, the general case.
The general case considered here is the correction scheme interpolation to many

inner fine points as is, for example, needed (in the middle of the grid) between the two
coarse levels in Figure 3.1. We assume that switching to the coarse level occurred when
the relaxation became slow and thus the residuals small. Since the error solves the
residual equations, we may also assume that the right hand side of these equations
approximately vanishes, which is equivalent to minimizing a quadratic form. To
calculate the interpolation to a finer grid given a solution at a coarser level, we thus
look at the following functional

E(a, u) =
1

2

∫
a(s)(u′(s))2ds, (A.1)

and its discretization, as depicted for a segment of the entire domain in Figure A.1,

Eh(a, u) =
1

2

n−1∑
j=1

aj+1/2(uj+1 − uj)2, (A.2)

where aj+1/2 = aj+1/2/hj+1/2. The interpolation to the fine grid points can be
calculated for the general case of variable hj+1/2 and aj+1/2 for j = 1, ..., n− 1, based

on minimization considerations. In particular, ∂Eh(u)/∂uj = 0 yields

aj+1/2(uj+1 − uj) = aj−1/2(uj − uj−1) = µ. (A.3)

µ can be interpreted as a constant current flowing between the points 1 and n, while
1/ai is the resistance per unit length and thus hi+1/2/ai+1/2 = 1/ai+1/2 is the resis-
tance between the points i and i+ 1. Next, we may derive from (A.3) that

un − u1 = µ Σn−1j=1

1

aj
. (A.4)
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Under the assumption that the transfer to the coarse level is by injection (i.e., where
UK and UM correspond to uk and um, respectively, see Figure A.1 and M = K + 1),
we may conclude that the interpolation coefficients from the two known coarser grid
variables are

ui ← (↑hH U)i = ( UK Σn−1j=i

1

aj+1/2
+ UM Σi−1j=1

1

aj+1/2
) / Σn−1j=1

1

aj+1/2
, (A.5)

where ↑hH denotes the coarse-to-fine interpolation operator. (See (3.16) in section 3.5
for the interpolation of the correction we actually use within the FAS.)

ai+1 /2 , hi+1 /2 

VK VM 

uk um ui ui  + 1 

AK+1 /2  , HK+1 /2 

si si+1 

Fig. A.1. An example of a segment of a fine grid with variable grid meshes hi and variable
coefficients ai and its related coarse grid with only two points.
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