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Abstract
We present a decentralized-control methodology and a tool-set for developing interactive user interfaces. We focus on the common case of developing the client side of Web applications. Our approach is to combine visual programming using Google Blockly with a single-threaded implementation of behavioral programming in JavaScript. We show how the behavioral programming principles can be implemented with minimal programming resources, i.e., with a single-threaded environment using coroutines. We give initial, yet full, examples of how behavioral programming is instrumental in addressing common issues in this application domain, e.g., that it facilitates separation of graphical representation from logic and handling of complex inter-object scenarios. The implementation in JavaScript and Blockly (separately and together) expands the availability of behavioral programming capabilities, previously implemented in LSC, Java, Erlang and C++, to audiences with different skill-sets and design approaches.

Categories and Subject Descriptors  D.3.3 [Language Constructs and Features]: Concurrent programming structures;  D.1.3 [Programming Techniques]: Concurrent programming

General Terms  Languages, Design, Human Factors

Keywords  Behavioral Programming, JavaScript, Coroutines, HTML 5, Google Blockly, Visual Programming, Client-side, Web application, Browser

1. Introduction
The behavioral programming (BP) approach is an extension and generalization of scenario-based programming, which was introduced in [4, 11] and extended in [17]. In behavioral programming, individual requirements are programmed in a decentralized manner as independent modules which are interwoven at run time. Advantages of the approach include facilitation of incremental development [17], naturalness [10], and facilitation of early detection of conflicting requirements [18]. A review of research and tool development in behavioral programming to date appears in [14]. While behavioral programming mechanisms are available in several languages such as live sequence charts (LSC), Java, Erlang and C++, its usage for complex real-world application and development of relevant methodologies are only beginning.

The purpose of the research summarized in this paper was to examine behavioral programming in a specific application domain, and to adjust it to languages, technologies and work methods that are used in this domain. The paper also sheds light on the principles of programming behaviorally and the facilities required of behavioral-programming infrastructure.

The paper describes and demonstrates the implementation of behavioral programming in JavaScript and in Google’s Blockly for the client side of Web applications, and then discusses general usability and design principles highlighted by these implementations. Clearly, in addition to the combined Blockly-and-JavaScript implementation shown here, behavioral programming can be used with JavaScript without
Blockly, or with Blockly with translation to another language, such as Dart. In this regard, Blockly is a layer above our JavaScript implementation, which can simplify development and facilitate experimenting with a variety of programming idioms. We hope that together with previously described ideas about scenario-based and behavioral programming, this paper will help drive the incorporation of these principles into a wide variety of new and existing environments for development with agents, actors, and decentralized control, and will help add them into the basic set of programming concepts that are understandable by and useful for novice and expert programmers alike.

We propose that decentralized scenario oriented programming techniques offer significant advantages over traditional programming metaphors in this specific domain. Consider, for example, an application with some buttons on a screen where there is a requirement that the software reacts to a sequence of button clicks in a certain way. Using a non-behavioral style with, e.g., JavaScript, one of the standard programming languages in this domain, the programmer would handle each button-click separately, and introduce special code to manage state for recognizing the specific sequence of events. We argue that with behavioral programming such a requirement can be coded in a single imperative script with state management being implicit and natural rather than explicit. See Section 5.1.

Our choice of the domain of interactive technology is influenced also by the current debate about the relative merits of Flash and JavaScript/HTML5 technologies (see, e.g., [28]). We believe that the technological discussion conducted mainly in industry should be accompanied with academic revisiting and analysis of software engineering and methodology aspects.

About the terms block and blocking

As we are dealing with languages and programming idioms, the reader should note that the term block appears in this paper in two different meanings: (a) a brick or a box - referring to programming command drawn as a two-dimensional shape; and (b) a verb meaning to forbid or to prevent, associated with the behavioral programming idiom for declaring events that must not happen at a given point in time. It is interesting to observe that these meanings are individually commonly used and are appropriate for the intent, that finding alternative terms for the sole purpose of disambiguation, is unnecessary, in the least, and in some cases, artificial and even detrimental to the understandability of the text. In this context, of course, the language name Blockly fits nicely with its proposed use in programming behaviorally. Still to minimize confusion, we avoided using the terms block and blocking in two other common software-related meanings, namely, (c) stopping a process or a subroutine while waiting for an event or resource; and, (d) a segment of program code which contains all the commands between some end-markers such as curly braces or begin and end.

2. Behavioral Programming

In this section we outline the technique of Behavioral Programming for the development of reactive systems. Formal definitions and comparisons with other programming techniques appear in [14, 17, 19].

A preliminary assumption in our implementation of behavioral programming is that an application, or a system, is focused on processing streams of events with the goal of identifying and reacting to occurrences of meaningful scenarios. Detected event sequences are then used to trigger abstract, higher level, events, which in turn may trigger other events. Some of these events are translated to actions that the system takes to effect changes in the external world. This cycle results with a reactive system that translates inputs coming from its sensors to actions performed by its actuators.

![Figure 1. Behavioral programming execution cycle: all b-threads synchronize, declaring requested and blocked events; a requested event that is not blocked is selected and b-threads waiting for it are resumed.](image)

More specifically, in a behavioral program, event sequences are detected and generated by independent threads of behavior that are interwoven at run time in an enhanced publish/subscribe protocol. Each behavior thread (abbr. b-thread) specifies events which, from its own point of view must, may, or must not occur. As shown in Figure 1, the infrastructure consults all b-threads by interweaving and synchronizing them, and
selects the events that will constitute integrated system behavior without requiring direct communication between b-threads. Specifically, all b-threads declare events that should be considered for triggering (called requested events) and events whose triggering they forbid (block), and then synchronize. An event selection mechanism then triggers one event that is requested and not blocked, and resumes all b-threads that requested the event. B-threads can also declare events that they simply “listen-out for”, and they too are resumed when these waited-for events occur.

This facilitates incremental non-intrusive development as outlined in the example of Figure 2. For another example, consider a game-playing program, where each game rule and each player strategy is added in a separate module that is oblivious of other rules and strategies. Detailed examples showing the power of incremental modularity in behavioral programming appear, e.g., in [17–19].

![Figure 2](image)

**Figure 2.** Incremental development of a system for controlling water level in a tank with hot and cold water sources. The b-thread WhenLowAddHot repeatedly waits for WaterLevelLow events and requests three times the event AddHot. WhenLowAddCold performs a similar action with the event AddCold, reflecting a separate requirement, which was introduced when adding three water quantities for every sensor reading proved to be insufficient. When WhenLowAddHot and WhenLowAddCold run simultaneously, with the first at a higher priority, the runs will include three consecutive AddHot events followed by three AddCold events. A new requirement is then introduced, to the effect that water temperature should be kept stable. We add the b-thread Stability, to interleave AddHot and AddCold events using the event-blocking idiom.

In behavioral programming, all one must do in order to start developing and experimenting with scenarios that will later constitute the final system, is to determine the common set of events that are relevant to these scenarios. While this still requires contemplation, it is often easier to identify these events than to determine objects and associated methods. By default, events are opaque and carry nothing but their name, but they can be extended with rich data and functionality. Further, the incremental traits of BP and the smallness of b-threads (see Section 5) facilitate subsequent adding and changing of event choices.

The behavioral programming technique facilitates new automated approaches for planning in execution [12, 15], program verification and synthesis [13, 18, 22], visualization and debugging of concurrent execution [5], natural language coding of scenarios [9], and program repair [20].

3. Infrastructure Implementation

3.1 Coordinating behaviors written in JavaScript

In principle, the concepts of behavioral programming are language independent and indeed they have been implemented in a variety of languages using different techniques. However, certain language facilities are needed in order to control the execution, synchronization and resumption of the simultaneous behaviors. In LSC this is done by the control mechanism which, interpreter-like, advances each chart along its locations (see, e.g. [16]). In Java [17], Erlang [32] and C++ the mechanism is implemented as independent threads or processes and uses language constructs such as wait and notify for suspension and resumption. When executed in a browser, a JavaScript application is typically executed as a single thread in a single process, hence another mechanism is needed. Note that for the present proof-of-concept, the choice is indeed JavaScript, but the language-independent principles can be implemented also in other technologies, say, Flash ActionScript, if appropriate constructs are available for suspension and resumption.

In JavaScript 1.7 [27] (currently supported in the Firefox browser) the `yield` command was introduced which allows the implementation of generators and coroutines, and we chose to use it for our BP implementation - providing suspension and resumption in single-threaded multi-tasking. Briefly, the `yield` mechanism allows a method to return to its caller, and upon a subsequent call, continue from the instruction immediately after the most recent return. Thus, in the context of coroutines, coordinated behavioral execution can be described as follows:

Behavior threads are implemented as JavaScript coroutines. For example, the b-thread Stability of the water-tap example is shown in the following code-snippet. The b-thread two calls to `yield` correspond to the two boxes of this b-thread in Figure 2.

```javascript
function() {
    yield
    whenLowAddHot
    wait for WaterLevelLow
    request AddHot
    request AddCold
    request AddCold
    request AddCold
    request AddCold
    request AddCold
    Event Log
    Stability
    wait for AddHot while blocking AddCold
    WaterLevelLow
    AddHot
    AddCold
    AddCold
    AddCold
    AddCold
    AddCold
    ...
    ...
}
```

...
while (true) {
    yield({
        request: [],
        wait: "addHot",
        block: "addCold"
    });
    yield({
        request: [],
        wait: "addCold",
        block: "addHot"
    });
}

The infrastructure executes in cycles. In each cycle, the b-threads are called one at a time. The coroutine of each b-thread returns, using the yield command, specifying this coroutine’s declaration of requested events, blocked events and waited-for events. Once each of the b-threads has been called and has returned in this manner, and its declarations have been recorded, the infrastructure selects for triggering an event that is requested and not blocked. The infrastructure then resumes all b-threads that requested or waited for the event, by calling them (and only them), one by one, as part of the new cycle.

In fact this description summarizes the majority of what was needed for our implementation of behavioral programming in JavaScript. More details appear in Appendix A. The b-threads are, of course, application specific and are provided by the application programmer.

Since JavaScript requires that the yield command be visible in the source of the coroutine at least once, in the present implementation we chose not to hide it within a method dedicated to behavioral synchronization and declarations, such as the bSync method in the Java implementation. Indeed, we feel that this diversity in command name usage across languages emphasizes that BP benefits, such as ease of state management and incrementality (see Section 5), can be gained by implementing and using BP principles in any language and with a variety of idioms.

### 3.2 Behavioral blocks for Blockly

The Google Blockly environment [8] is built along principles similar to those of the popular Scratch language [30]. Other languages and environments in this family include, among others, BYOB/SNAP! [26], MIT App Inventor [1], and Waterbear [6]. In these languages, the programmer assembles scripts from a menu of block-shaped command templates that are dragged onto a canvas. The Blockly blocks contain placeholders for variables and sub-clauses of the commands and can express scope of program-segment containment, relying on the notation of a block containing physically other blocks, with possible nesting. The popularity of the Scratch language suggests that this style of coding is more accessible to children than standard programming languages, and perhaps even other visual languages, such as LSC. However, we also feel that the combination of visualization and language customization make Blockly an excellent platform for demonstrating coding techniques that would otherwise require pseudo-code or abstraction, and it may also prove suitable for complex applications.

While Scratch and BYOB are interpreted (in SmallTalk and now also in Flash), Blockly and Waterbear diagrams are translated into code (we use JavaScript) which can later be manipulated and executed natively without dependency on the development environment.

Our implementation of behavioral programming in Blockly includes new (types of) blocks: the b-thread block for the b-thread logic (the string b-thread in the template can be replaced by the programmer with the b-thread’s name or description); the b-Sync block for synchronization and bidding of requested, waited-for, and blocked events; and, a lastEvent block where b-threads that wait for a number of events can examine the one that indeed happened.

For illustration, the Stability b-thread of the water-tap example, is coded in Blockly as
and is automatically compiled into the JavaScript code shown in Section 3.1.

The advantages of programming in this manner are discussed in Section 5. We will only mention here that the visualness of Blockly adds to the usability of BP principles, while behavioral decomposition should simplify the development of complex applications in Blockly.

As the Google Blockly environment is in early development stages, we had to also add some basic capabilities, such as list concatenation, that are not specific to behavioral programming.

4. Programming an Interactive Application Behaviorally - an Example-driven Tour

In this section we present the underlying design principles for applications coded with Blockly, JavaScript, and HTML, via a review of several small applications. The code and additional explanations are available online at www.b-prog.org

4.1 Sensors and Actuators

A key design principle is separating the “real” world from the application logic using appropriate interfaces for translating occurrences in the environment into entities that can be processed by the application, and application decisions into effects on the environment.

We begin our example-driven tour with examination of the sensors and actuators of a simple application which consists of the following three buttons:

Button1  Button2  Hello, world!

The requirements for this application are that when the user clicks Button1 the greeting should be changed to “Good Morning” and when the user clicks Button2 the greeting should be changed to “Good Evening”. We first have to create a sensor for the button clicking:

```html
<input value = "Button1" type = "button" onclick = "bp. event ('button1Click');" />
```

The clicking is captured by the standard use of the HTML verb onclick and the ensuing activation of JavaScript code. The function `bp.event` is part of the behavioral infrastructure in JavaScript, and it creates the behavioral event passed as a parameter. Details about event triggering appear in Section 4.3.

To transform application decisions into effects on the environment, an HTML entity can activate JavaScript code using another part of the behavioral infrastructure we added in Blockly/HTML/JavaScript, the verb `when_eventName`, as follows:

```html
<input value = "Hello, world!" type = "button" when_button1Click = "value='Good Morning'" when_button2Click = "value='Good Evening'" />
```

In this simple example, there are no application-logic b-threads and the actuator is driven directly by the behavioral event generated by the sensor.

In the present implementation, events are simply character strings. The semantics of triggering a behavioral event in Blockly is notifying (or resuming) any b-thread or HTML entity that registered interest in the specified event, using the `b-Sync` block or the `when_eventName` idiom, respectively.

We believe that the design of a reactive behavioral application should start with analysis and determination of the sensors and actuators and the associated events. For example, Figure 3 in Section 4.3 shows such an event list for a richer example. The behaviors can then be added incrementally, as requirements are analyzed. Of course, as needed, sensors and actuators can be modified or replaced. In this approach the role of GUI design can be separated from that of application logic programming, and deciding about sensors and actuators can be seen as a development stage in which negotiation and agreement between individuals acting in these capacities take place.

4.2 Application-logic b-threads

We now move to a slightly richer example - a water-tap application similar to the one described in Section 2. This application’s logic is coded in the following b-threads. One b-thread adds five quantities of hot water and terminates:

```
addHot times
```

Another adds five quantities of cold water and terminates:
And, the third b-thread which interleaves the events is the same as the one shown in Section 3.2. The result is of course the interleaved run of ten events alternating repeatedly between addHot and addCold.

Each b-thread is contained within the Blockly block of b-thread. The b-thread can use any Blockly block for implementing the desired logic. To synchronize with other b-threads the b-Sync block is used, with the three parameters of requested, waited-for, and blocked events.

In contrast with the BPJ Java implementation, where b-thread priorities were assigned explicitly, in the Blockly implementation, b-thread priority is implied by its physical location on the development canvas, with the topmost b-thread being called first, and the lowest b-thread being called last in every execution cycle. When a new b-thread is added some dragging may be needed in order to insert it at the desired priority.

When starting an application, the Blockly infrastructure also triggers a behavioral event called start to activate the JavaScript behavioral programming infrastructure and execution of all b-threads.

4.3 Execution Cycle Details

To show finer points about the interweaving of b-threads in the Blockly/JavaScript environment, we examine an application for a computer game where the player attempts to land a rocket on a landing pad on the surface of a planet, or perhaps a space shuttle on a space station. The rocket moves at a fixed speed in the vertical direction. Using GUI buttons, the player can move the rocket right and left to be positioned directly above the landing pad. The player can also press the Up button to suspend the rocket and prevent it from going down in the next time unit. A small challenge is introduced as the landing pad keeps moving right and left either randomly or subject to an unknown plan. Two walls mark the sides of the playing areas, and the rocket cannot move past them (but does not crash when it touches them).

The game is won when the rocket lands safely on the landing pad, and is lost if the rocket either lands on the landing-pad when it is not aligned with it, or if it misses the landing-pad altogether.

As suggested in Section 4.1 we first agree on the events, and the associated sensors and actuators in the game. They are listed in Figure 3.

As described in the infrastructure section, at every synchronization point, the declarations of all b-threads are consulted, an event is selected for triggering, and b-threads that requested or waited for that event are resumed. Events that are generated by sensors are handled as follows. The function bp.event dynamically creates a b-thread which requests the event at the next synchronization point, and terminates once the event is triggered.

When an execution cycle ends and no event is triggered, the system is considered to have completed a superstep. The next behavioral event, if any, must come from a sensor reporting some external environment event. The sensor-generated event initiates a new superstep which then continues until, again, there are no events to be selected. To force a sensor-generated event to be triggered only at a beginning of a new future superstep, the sensor code should not call the event-triggering function directly, but should set it as a timer-driven JavaScript event. Due to the JavaScript single-threaded non-preemptive events mechanism the code will run as soon as the current function (the superstep) ends. This is shown below where a RocketLeft actuator uses a when clause and the function trigger to serve as a RocketTouchedLeftWall sensor.

```javascript
<function trigger(exEvent) {
  setTimeout("bp.event(‘"+exEvent+’’)”,0);
}
...
</script>
<input
  value = "WALL1"
  type = "button"
  
```
<table>
<thead>
<tr>
<th>Sensor / Actuator</th>
<th>Event</th>
<th>Event Meaning (Description)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor</td>
<td>BtnLeft</td>
<td>User clicked ←</td>
</tr>
<tr>
<td>Sensor</td>
<td>BtnRight</td>
<td>User clicked →</td>
</tr>
<tr>
<td>Sensor</td>
<td>BtnUp</td>
<td>User clicked Up</td>
</tr>
<tr>
<td>Sensor</td>
<td>TimeTick</td>
<td>A unit of time passed</td>
</tr>
<tr>
<td>Sensor</td>
<td>RocketAtLeftWall</td>
<td>Rocket started touching left wall</td>
</tr>
<tr>
<td>Sensor</td>
<td>RocketAwayFromLeftWall</td>
<td>Rocket stopped touching left wall</td>
</tr>
<tr>
<td>Sensor</td>
<td>RocketAtRightWall</td>
<td>Rocket started touching right wall</td>
</tr>
<tr>
<td>Sensor</td>
<td>RocketAwayFromRightWall</td>
<td>Rocket stopped touching right wall</td>
</tr>
<tr>
<td>Sensor</td>
<td>TouchDown</td>
<td>Rocket touched launch pad and is aligned with it</td>
</tr>
<tr>
<td>Sensor</td>
<td>Missed</td>
<td>Rocket reached or passed launch pad without being aligned with it</td>
</tr>
<tr>
<td>Actuator</td>
<td>RocketLeft</td>
<td>Request to redraw rocket 10 pixels to the left</td>
</tr>
<tr>
<td>Actuator</td>
<td>RocketRight</td>
<td>Request to redraw rocket 10 pixels to the right</td>
</tr>
<tr>
<td>Actuator</td>
<td>RocketDown</td>
<td>Request to redraw rocket 10 pixels down</td>
</tr>
<tr>
<td>Actuator</td>
<td>DisplayWin</td>
<td>The application determined that the player won</td>
</tr>
<tr>
<td>Actuator</td>
<td>DisplayLose</td>
<td>The application determined that the player lost</td>
</tr>
<tr>
<td>Actuator</td>
<td>GameOver</td>
<td>The application determined that the game should be stopped</td>
</tr>
<tr>
<td>Actuator</td>
<td>PadLeft</td>
<td>The application wishes the pad to move 10 pixels to the left</td>
</tr>
<tr>
<td>Actuator</td>
<td>PadRight</td>
<td>The application wishes the pad to move 10 pixels to the right</td>
</tr>
</tbody>
</table>

**Figure 3.** The external world in the rocket-landing game is represented to the behavioral application via sensors and actuators.

```plaintext
< div class="example"
  style = "position:absolute;left:10;top:150;width:52;height:500"
when_RocketLeft =
"if(rocketX<=(leftWall+1)){
  trigger('RocketTouchedLeftWall');
}"
```

As shown here, to avoid unnecessary delays, the specified time can be zero.

Note that a separate RocketLeft listener is responsible for moving the rocket on the screen, and that multiple listeners can be coded for a given behavioral event. The relevant when clauses may be coded under a wide selection of HTML objects — the approach does not require that the programmer chooses “correctly” HTML entities associated with a given sensor or actuator.

Two of the central questions in real-time system design is whether two events can occur exactly at the same instant, and how much time is required for the processing of all system-generated events that follow a single sensor-generated event. The user should consider the following assumptions and implementation choices as ways to simplify the application, when applicable:

- Always trigger sensor-generated events in a new superstep (using the time-out technique above)
- As in Logical Execution Time [21], assume that a superstep which consists of one sensor-generated event followed by system-generated events takes (practically) zero time.

Note that the second assumption is common, e.g., in real-time interrupt handling and in user interface programming, where event handlers must respond quickly. Thus, the BP semantics is well defined, and when b-threads communicate only through behavioral events also does not allow race conditions. Simplicity emerges partly from the fact that each b-thread can declare the events which affect it at a given state, and then handle the effects of their triggering, and completely ignore the existence of events that should not affect its state.

### 5. Key Scenarios where BP Benefits Emerge

Below we outline and exemplify some of the advantages and desirable capabilities of behavioral programming techniques, and the software development scenarios in which they appear. For additional comparison of BP with standard programming techniques as well as other publish/subscribe and rule-based environments see [14, 17]
5.1 Incrementality and alignment with the requirements

The first and foremost benefit of programming behaviorally is the ability to structure application modules such that they are aligned with the requirements. As discussed at length in [14, 17], modules can be written to reflect individual requirements with little or no change to existing code. Further, as requirements are added, refined, or merely taken sequentially from a requirements document, the corresponding b-thread code can be developed and added to the application incrementally.

In the rocket-landing game, for example, assume that one first codes the following b-threads without any requirement for walls — hence without the wall-related b-threads and the four wall-related events. The coded b-threads are thus:

- Attempting to move the rocket down in response to the passing of time,
- Attempting to move the rocket right or left in response to a corresponding user click,
- Blocking the rocket’s down move in response to clicking Up,
- Moving the landing pad right and left, and
- Detecting and announcing user winning or losing.

Then, the developer or the customer realize that walls may be required and describe the desired behavior: no advancement past the wall, but hitting a wall does not mean a crash. The appropriate sensors and b-threads to block rocket movement like

![Diagram of rocket and wheel]

can then be added incrementally. Other capabilities which can be added with no change to the existing b-threads include additional obstacles (with behavior similar to that of the walls), increasingly hard-to-track movements of the landing pad, and a facility for advanced human players to automate their own play by programming strategy b-threads that request prescribed sequences of button-clicking events (this last example is, of course, not needed for this simple game, but is desirable and common in more advanced games).

The independence of behavior threads is also manifested in that scripts and scenarios do not have to communicate with each other directly. In the native Blockly or Scratch, broadcasting and publish/subscribe techniques can suffice for rich processing, relying only on local variables and avoiding global or shared variables. With the addition of behavioral synchronization and event-blocking (i.e., forbidding) the integrated runs are enriched, without adding a burden of peer-to-peer communication. Specifically, any event or condition that a b-thread blocks may be generated by any existing or yet-to-be-developed b-thread or sensor.

5.2 Easy state management for long scenarios

Scenarios are, of course, central to behavioral programming, and go substantially beyond the rule-based capability of waiting for an event and then triggering another event based on the system’s state. For example, consider the nullification game application [31] — a combinatorial game where the player attempts to push in an entire array of switches placed on a rotating wheel, and where an adversary attempts to reverse the switch settings.

A game move consists of optionally pressing the switch (Switch), and then rotating the wheel to the next switch position (Shift).

In this example the animated drawing of the rotation of the wheel and the changes in switch position are performed by the GUI-processing JavaScript application package Raphael [2]. Following a game move, multiple animations have to occur, including the moving of an arrow indicating the pressing of a switch, the
movement of the switch itself, wheel rotation, and the flyover of the arrow from the human player side to the adversary side and vice versa, in an indication of whose turn it is.

In native JavaScript, without coroutines, this sequence of events would have to be programmed with callbacks and/or independent event handlers, and with variables to keep track of the evolving state and would generally look similar to:

```javascript
when_UserWantsSwitchAndShift =
    state = SwitchAndShift0 ;
    trigger( ResponseStart );

when_ResponseStart =
    if( state = SwitchAndShift0 ) {
        state = SwitchAndShift1 ;
        trigger( startAnimation-MoveArrow );
    } else {
        ... 
    }

when_AnimationEnded-MoveArrow =
    if( state = SwitchAndShift1 ) {
        state = SwitchAndShift2
        trigger( startAnimation-SwitchCurrentButton );
    } else {
        ... 
    }
```

In our implementation this sequence is handled naturally in a b-thread as consecutive instructions as shown in Figure 4.

Thus, our solution facilitates waiting for events inline and not only by callbacks. It should be noted that several JavaScript pre-compilers, such as NarrativeJS [25], StratifiedJS [29], and others, allow for sequential event handling in JavaScript, similarly to the ability described in this section. These extensions to JavaScript can be viewed as implementing a subset of the complete behavioral protocol, often without events blocking or multiple b-threads. In this context it should be noted that BP is different from rule-based systems in that blocking in BP is targeted at events, regardless of their originator, as opposed to rule-based system in which blocking is by disabling rules (see, e.g., [7]).

5.3 Integration with standard programming

Coding behaviorally does not mean that all calculations and data processing performed by the application must be based on events. A behavioral application can contain substantial pieces that are coded in standard programming languages. In the context of JavaScript and Blockly, JavaScript functions can be called from Blockly blocks, or from the sensors and actuators. In the nullification game example the calculations of the adversary strategy which is based on deBruijn sequences [31], are performed by calling a JavaScript function. Needless to say, the Raphael animations discussed above also demonstrate the power of such integration capabilities.

5.4 Programming with parallel continuous entities with well-defined semantics

As in the LSC language, the basic units of program code (the actors) in the current Blockly and JavaScript environment are scripts that run “all the time”. These scripts take desired actions when specific conditions are met, or constantly express their opinion about the global state from a narrow viewpoint based on events that they listen-out for. As observed in [10, 23], this design appears to be “natural” in the sense that it was adopted by children who were not explicitly guided to it.

In behavioral programming, instantiation, activation and repeated synchronization of such scripts is easy, often “free”, i.e., automatic, in comparison to the more elaborate setup commonly needed in other languages and contexts.

A problem in Scratch pointed out by Ben-Ari and discussed in Scratch forum [3] is that the semantics of interweaving scripts depends on intricate properties of the model whose effects on scheduling are sometimes hidden from the programmer. For a less intricate but illustrative example, consider the scripts

```javascript
when greenFlag clicked
set X to 0
forever
    broadcast mymsg
    wait 1 secs
end

when I receive mymsg
    change X by 1
end
```

The programmed flow is that once the green flag is clicked, the first script broadcasts `mymsg`, waits 1 second and then broadcasts the message again. Whenever this message is received by the second script, the variable X is incremented, and after 2 seconds, the variable Y is incremented. However a result of running and stopping the scripts is
suggesting that when the message is broadcast a second time, the first execution of the second script is interrupted and is never resumed, thus Y is incremented only once. When the delay in the first script is set to 5 seconds instead of 1, the final value of Y is 2. We did not find documentation of this semantics of Scratch.

Our approach, in this paper, is to view scripts as global entities with well-defined scheduling, synchronization protocol, and interweaving semantics. Using our Blockly and JavaScript environment, an application similar to the above example will have to be coded differently. Depending on the programmer’s solution, when the behavioral event associated with second message is triggered, this event will either: (a) cause no effect, as at the synchronization point when it is triggered no b-thread will declare it as a requested or waited-for event (instead, the second b-thread is only waiting for time-delay to pass), or (b) it will be processed by another running instance of the second b-thread class, which would be explicitly started by the application to catch such events while other instances wait for the time-delay to pass. In either case, the semantics will be well defined and the composite behavior will be readily predictable.

5.5 Priority as a first-class idiom

When multiple simultaneous behaviors are active and vote with their event declarations as votes’ with regard to the progress of an application, priority becomes a useful construct. In our implementation, b-thread priorities are based on their easy to manage order on the canvas, i.e., a b-thread laid higher on the canvas has a higher priority. The priorities of b-threads that are perfectly aligned with each other vertically are ordered based on the b-threads’ left-to-right horizontal order. In addition, the single-threaded sequential calling of JavaScript coroutines provides for well-defined semantics of the “simultaneous” part of the behavior, and of the corresponding effects on any variables that are shared between b-threads.

5.6 The secondary role of the behaving objects

In Scratch, scripts are anchored on game characters called sprites which are perceived as the behaving entities. On one hand, the sprites can be readily thought of...
as agents or actors in their own right, which in turn rely on scripts as their implementation or as another level in their hierarchy. On the other hand, following the detailed discussion of inter-object versus intra-object behavior in [11], behavior scenarios are not necessarily anchored on a given object. For example, in [23] the researchers observed that when forced to associate scripts with sprites, young programmers split the scripts of the (correct) behavior of one game character on multiple sprites, and game rules were associated with arbitrary sprites. This further puts into question the need to focus on “the behaving entity” when observing a behavior. The Blockly/JavaScript environment presented here does not force the programmer to associate desired behaviors with behaving objects.

We propose that there is an important distinction between objects in general, as in object oriented programming, and the concept of behaving entities that are tangible in the user’s eyes. For example, in an application with a graphical user interface, it is not always best to anchor the code on the elements on the screen. It may be better, instead, to code scenarios that involve multiple tangible entities as standalone modules. Of course, scenarios, events, screen objects, etc., may be coded with object-oriented programming.

6. Discussion and Future Work

We presented an implementation of behavioral programming principles in JavaScript and in Google Blockly. The result is a proof-of-concept for a programming environment which appears to be natural and intuitive, and highlights interesting traits of behavioral programming. An important next step is to show the scalability of the concepts and their applicability to complex systems. As our understanding of BP develops, it will also be interesting to expand the discussion of comparisons of BP to other paradigms, which appear in [14, 17], to additional platforms such as rule-based (e.g., [7]) and functional reactive programming environments (e.g. [24]).

The ease of creating new language constructs in Blockly and the fact that visual block-based programming seems natural to individuals with little computer training, call for using Blockly as a test-bed for investigating the naturalness of new programming idioms. For example, nesting blocks which state things like “while forbidding events a, b, c do”, or “exit the present block when event e is triggered” have the potential of making behavioral programs simpler and more readable than when written with just basic b-Sync. Specifically, they can simplify the management of the sets of requested, waited-for and blocked events, and reduce the need to wait, in a single command, for multiple events and then check which of them was indeed triggered.

The availability of Blockly and JavaScript 1.7 for mobile platforms, such as Android smartphones, opens the way for a wide range of applications, and the single-threaded JavaScript implementation may further facilitate running behavioral applications with many b-threads in environments which do not readily accommodate large numbers of concurrent Java threads.

The combination of implementations of behavioral programming principles in popular languages, with IDEs that are particularly user friendly, and with a growing set of natural programming idioms, may further facilitate programming in a decentralized-control mindset by wider communities of beginners and professionals.
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A. Appendix: Behavioral Programming using Coroutines

This appendix presents a generic algorithm for implementing the behavioral programming event-driven loop using coroutines. The motivation for pursuing coroutines for b-threads is twofold. First, coroutines
consume less resources than threads or processes, and therefore can be found in embedded scripting languages that aim at minimizing resource allocation, such as JavaScript and Lua. Second, this implementation does not require concurrent execution, that is not always desirable, e.g., when debugging or verifying.

A.1 Introduction to Coroutines
Coroutines provide a mechanism for executing two or more control-flows independently, without requiring a thread scheduler. Instead, the control is passed from one coroutine to the other explicitly. Hence, coroutines are also referred to as type of non-preemptive multi-threading.

While coroutines are supported by many programming languages, each with its own syntax for defining and using them. In this section we will use the following notation.

* A coroutine is a function that instead of the standard return statement uses the special yield statement. Similarly to return, yield passes the control flow back to the caller together with a given value. Unlike return, when the coroutine is called again, it resumes at the state of the previous yield, as if it was paused and resumed. When the coroutine is resumed, the yield expression evaluates to the value sent to the coroutine by the caller.

* The create statement takes the name of a coroutine and creates a coroutine object. This object acts as a unique identifier of the state of the coroutine. Each subsequent call to the same identifier will continue from the state of the last call to yield. Notice that create does not run the coroutine itself.

* The send statement takes a coroutine and a value, and resumes the coroutine with the state of the last call to yield. Notice that send does not run the coroutine itself.

* The alive predicate tests if a coroutine object is still running. It returns true after the coroutines is created, and as long as the coroutine function is not completed. It returns false otherwise.

A.2 The Algorithm

```plaintext
// Queues of b-threads and their bids
running = []
pending = []

// ---------------------------------------------
// Adding a b-thread translates to pushing it
// to the running queue and creating a coroutine
// for it
// ---------------------------------------------
function addBThread(prio, func) {
    queue running, {priority: prio,
    bthread: create func}
}

// ---------------------------------------------
// Run is called to begin a superstep. It invokes
// the coroutines sequentially, collects the bids,
// selects the next event, and calls itself
// recursively
// ---------------------------------------------
function run() {
    while (running is not empty) {
        bid = unqueue running
        bt = bid.bthread
        newbid = send bt, lastEvent
        if (bt has not finished) {
            newbid.bthread = bt
            newbid.priority = bid.priority
            queue pending, newbid
        }
    }
    lastEvent = the first event (w.r.t. priority)
    that some b-thread requested and
    no b-thread blocked
    if (lastEvent is not equal to undefined) {
        temp = []
        while (pending not empty) {
            bid = unqueue pending
            if (bid specifies waiting-for
                or requesting lastEvent)
                queue running, bid
            else
                queue temp, bid
        }
        pending = temp
        run()
    }
}
```
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