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- $\mathbb{F}$: local field of char.0, $G$: reductive group over $\mathbb{F}$.
- $\mathcal{M}(G)$: smooth admissible representations (of moderate growth).

Assume $G$ quasisplit: fix Borel $B = HN$, $n = \text{Lie } F(N)$. Define $n' = [n, n]$, $v = n/n'$, $\Psi = v^* \subset n^*$, $\Psi \leftrightarrow \text{Lie algebra characters of } n \leftrightarrow \text{unitary group characters of } N$. $\Psi \supset \Psi \times = \text{non-degenerate characters.}$

For $\psi \in \Psi \times$, $\pi \in \mathcal{M}(G)$ define

$\text{Wh}^* \psi(\pi) = \text{Hom}_{cts} N(\pi, \psi), \Psi(\pi) = \{ \psi \in \Psi: \text{Wh}^* \psi(\pi) \neq 0 \}$

(Casselman) For any $\psi \in \Psi \times$, $\pi \mapsto \text{Wh}^* \psi(\pi)$ is an exact functor.
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- We say \( \pi \) is generic if \( \exists \psi \in \Psi^\times \) s.t. \( \text{Wh}_\psi(\pi) \neq 0 \).

**Theorem (Kostant, Rodier)**

\( \pi \) is generic iff it is large.

**Theorem (Harish-Chandra, Howe)**

Near \( e \in G \), the character distribution (asymptotically) equals to a linear combination of Fourier transforms of Haar measures of nilpotent coadjoint orbits.

\[
\chi_\pi \approx \sum a_O F(\mu_O)
\]

- Define \( \text{WF}(\pi) = \bigcup \{ O | a_O \neq 0 \} \subset \mathcal{N} \), where \( \mathcal{N} \subset g^* \) denotes the nilpotent cone.
- \( \pi \) is called large if \( \text{WF}(\pi) = \mathcal{N} \).
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Several authors (Matumoto, Yamashita, ...) consider generalized Whittaker functionals $\sim$ generic characters for smaller nilradicals.

We consider degenerate functionals $\sim$ arbitrary characters of $n$. 
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Key observation for the second statement:
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Using this, one can define

\[
\text{As}\mathcal{V}(M) \subset \text{An}\mathcal{V}(M) \subset \mathcal{N}
\]

Schmid and Vilonen proved that \( \text{WF}(\pi) \) and \( \text{As}\mathcal{V}(\pi^{K-\text{finite}}) \) determine each other.

Let \( \text{pr}_{n^*} : g^* \to n^* \) denote the natural projection (restriction to \( n \)).

**Theorem (0)**

For \( M \in \mathcal{HC} \) we have \( \Psi(M) = \text{pr}_{n^*}(\text{As}\mathcal{V}(M)) \cap \Psi \).
Idea of the proof

Since $\mathfrak{n}/[\mathfrak{n}, \mathfrak{n}]$ is commutative, from Nakayama’s lemma we have $\Psi(M) = \text{Supp}(M/[\mathfrak{n}, \mathfrak{n}]M)$. Now, restriction to $\mathfrak{n}$ corresponds to projection on $\mathfrak{n}^*$ and quotient by $[\mathfrak{n}, \mathfrak{n}]$ corresponds to intersection with $\Psi = [\mathfrak{n}, \mathfrak{n}]^\perp$. 

However, in non-commutative situation one could even have $\mathcal{V} = [\mathfrak{n}, \mathfrak{n}]\mathcal{V}$. For example, let $G = \text{GL}(3, \mathbb{R})$ and consider the identification of $\mathfrak{n}$ with the Heisenberg Lie algebra $\langle x, dx, 1 \rangle$ acting on $\mathcal{V} = \mathbb{C}[x]$. Let $\mathfrak{b} = h + \mathfrak{n}$ be the Borel subalgebra of $\mathfrak{g}$, let $\mathcal{V}$ be a $\mathfrak{b}$-module. We define the $\mathfrak{n}$-adic completion and Jacquet module as follows: $\hat{\mathcal{V}} = \hat{\mathcal{V}}^\mathfrak{n} = \lim_{\leftarrow} \mathcal{V}/n_i \mathcal{V}$, $J(\mathcal{V}) = J_\mathfrak{b}(\mathcal{V}) = (\hat{\mathcal{V}}^\mathfrak{n})_h$-finite.
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Idea of the proof

- Since $n/\lbrack n, n \rbrack$ is commutative, from Nakayama’s lemma we have $\Psi(M) = \text{Supp}(M/\lbrack n, n \rbrack M)$. Now, restriction to $n$ corresponds to projection on $n^*$ and quotient by $\lbrack n, n \rbrack$ corresponds to intersection with $\Psi = [n, n]_\perp$.

- However, in non-commutative situation one could even have $V = \lbrack n, n \rbrack V$. For example, let $G = GL(3, \mathbb{R})$ and consider the identification of $n$ with the Heisenberg Lie algebra $\langle x, \frac{d}{dx}, 1 \rangle$ acting on $V = \mathbb{C}[x]$.

- Let $\mathfrak{b} = \mathfrak{h} + n$ be the Borel subalgebra of $\mathfrak{g}$, let $V$ be a $\mathfrak{b}$-module. We define the $n$-adic completion and Jacquet module as follows:

$$\hat{V} = \hat{V}_n = \lim_{\leftarrow} V/n^i V, \quad J(V) = J_{\mathfrak{b}}(V) = \left(\hat{V}_n\right)_{\mathfrak{h}}\text{-finite}$$
Sketch of the proof

- Define $n' = [n, n]$ and $CV = H_0(n', V) = V / n' V$. 
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Sketch of the proof

Define $n' = [n, n]$ and $CV = H_0(n', V) = V/n'V$.

(Nakayama) $\Psi(M) = \text{Supp}_v(CM) = \text{An}_v(CM)$

(Joseph+Gabber) $\text{An}_v(CM) = \text{An}_v(\widehat{CM}) = \text{An}_v(J(CM))$

(Easy) $J(CM) \approx C(JM)$ as $\mathfrak{b}$-modules.
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