Intro to Statistical Learning Theory
Fxercise 2

1) Find the VC dimension of the following hypothesis spaces (prove your

claim):
a) Parity functions. X = {0,1}", for any S C [n]| define hg(x)
> xl) mod 2. H = {hg, S C [n]}.
€S
b) The set of rectangles in RY, i.e. H = {hp(z) = 1[Vi,|z; — ¢
bi], b,c € RY}. We have seen in class d = 2.
*c) The set of circles in R?, ie. H = {hepy(z) = Lz —¢] < 1], ¢
R2, r > 0}

2) For X =R, define H = {hg(z) = [sin(6z)], 6 € R} where we take [—1]

IN

0. Prove that VC(H) = oco. Hint: prove and use the following lemma -
if x € (0,1) has binary expansion = 0.z1Z3...Z,.... then for any natural
number m, [sin(2™7z)] = 1 — x,, provided that for some k > m we have

T, = 1.

3) Let Hy and Hs be binary hypothesis spaces over X. define d; = VC(H),

d = max(dy,ds) and assume d > 3.

a) Prove that VC(H1 UH2) <2d+1

b) Show and prove an upper bound on VC(H; - Hz), where H; - Ho
the class of all function of the form hq(z) - ho(x) when h; € H;.

Hint: Use the bound we found on the growth function.

is

4) Structural Risk Minimization: If H has uniform convergence with com-
plexity (e, d) we define the confidence e¢(m,d) = m>161{m > M(e,0)}, ie.

the best approximation error we can learn given m examples and proba-

bility 4. Prove the following theorem:

(o]
Let p, be a sequence of positive numbers such that > p, < 1. Let

n=1

H = U2 H,, where H,, has uniform convergence with complexity 9, (e, 6)
and confidence €, (m, d). For any distribution D we have with probability

at least 1 — 6 over S ~ D™
VheH, Lp(h) < Ls(h)+ min e,(m,pn-0).
€

n:



can you give a specific bound when p, = 27" and VC(H,,) = n?



