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#### Abstract

We study a combinatorial object, which we call a GRRS (generalized reflection root system); the classical root systems and GRSs introduced by V. Serganova are examples of finite GRRSs. A GRRS is finite if it contains a finite number of vectors and is called affine if it is infinite and has a finite minimal quotient. We prove that an irreducible GRRS containing an isotropic root is either finite or affine; we describe all finite and affine GRRSs and classify them in most of the cases.
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## 0. Introduction

We study a combinatorial object, which we call a GRRS (generalized reflection root system), see Definition 1.2. The classical root systems are finite GRRSs without isotropic roots. Our definition of GRRS is motivated by Serganova's definition of GRS (generalized root system) introduced in [6], Sect. 1, and by the following examples: the set of real roots $\Delta_{r e}$ of a symmetrizable Kac-Moody superalgebra introduced in [3], [7] and its subsets $\Delta_{r e}(\lambda)$ ("integral real roots"), see [1].

Each GRRS $R$ is, by definition, a subset of a finite-dimensional complex vector space $V$ endowed with a symmetric bilinear form $(-,-)$. The image of $R$ in $V / \operatorname{Ker}(-,-)$ is

[^0]denoted by $c l(R)$; it satisfies weaker properties than GRRS and is called a WGRS (weak generalized root system). An infinite GRRS is called affine if its image $\operatorname{cl}(R)$ is finite (in this case $c l(R)$ is a finite WGRS, which were classified in [6]). We show that an irreducible GRRS containing an isotropic root is either finite or affine. Recall a theorem of C. Hoyt that a symmetrizable Kac-Moody superalgebra with an isotropic simple root and an indecomposable Cartan matrix (this corresponds to the irreducibility of GRRS) is finite-dimensional or affine, see [2].

Finite GRRSs correspond to the root systems of finite-dimensional Kac-Moody superalgebras. In this paper we describe all affine GRRSs $R$ and classify them for most cases of $\operatorname{cl}(R)$. Irreducible affine GRRSs with $\operatorname{dim} \operatorname{Ker}(-,-)=1$ correspond to symmetrizable affine Lie superalgebras. This case was treated in [9]; in particular, it implies that an "irreducible subsystem" of the set of real roots of an affine Kac-Moody superalgebra is a set of real roots of an affine or a finite-dimensional Kac-Moody superalgebra (this was used in [1]).

For each GRRS we introduce a certain subgroup of $A u t R$, which is denoted by $G W(R)$; if $R$ does not contain isotropic roots, then $G W(R)$ is the usual Weyl group. Let $R$ be an irreducible affine GRRS (i.e., $c l(R)$ is finite). We show that if the action of $G W(c l(R))$ on $c l(R)$ is transitive and $\operatorname{cl}(R) \neq A_{1}$, then $R$ is either the affinization of $\operatorname{cl}(R)$ (see § 1.7 for definition) or, if $\operatorname{cl}(R)$ is the root system of $\mathfrak{p s l}(n, n), n>2, R$ is a certain "bijective quotient" of the affinization of the root system of $\mathfrak{p g l}(n, n)$, see $\S 1.5$ for definition. The action of $G W(c l(R))$ on $c l(R)$ is transitive if and only if $c l(R)$ is the root system of a simply laced Lie algebra or a Lie superalgebra $\mathfrak{g} \neq B(m, n)$, which is not a Lie algebra. If $R$ is such that $\operatorname{cl}(R)=B(m, n), m, n \geq 1$ or $\operatorname{cl}(R)=B_{n}, C_{n}, n \geq 3$, then $R$ is classified by non-empty subsets of the affine space $\mathbb{F}_{2}^{k}$ up to affine automorphisms of $\mathbb{F}_{2}^{k}$, where $\operatorname{dim} \operatorname{Ker}(-,-)=k$. A similar classification holds for $\operatorname{cl}(R)=A_{1}$. In the cases $c l(R)=G_{2}, F_{4}$, the GRRSs $R$ are parametrized by $s=0,1, \ldots, \operatorname{dim} \operatorname{Ker}(-,-)$. In the remaining case either $\operatorname{cl}(R)$ is a finite WGRS, which is not a GRRS, or $\operatorname{cl}(R)=B C_{n}$. We partially classify the corresponding GRRSs (we describe all possible $R$ ).

Another combinatorial object, an extended affine root supersystem (EARS), was introduced and described in a recent paper of M. Yousofzadeh [12]. The main differences between a GRRS and an EARS are the following: first, EARS has a "string property", namely, for each $\alpha, \beta$ in an EARS with $(\alpha, \alpha) \neq 0$ the intersection of $\beta+\mathbb{Z} \alpha$ with the EARS is a string $\{\beta-j \alpha \mid j \in\{-p, p+1, \ldots, q\}\}$ for some $p, q \in \mathbb{Z}$ with $p-q=2(\alpha, \beta) /(\alpha, \alpha)$. Second, a GRRS should be invariant with respect to the "reflections" connected to its elements. The string property implies the invariance with respect to the reflections connected to non-isotropic roots ( $\alpha$ such that $(\alpha, \alpha) \neq 0)$. A finite GRRS corresponds to the root system of a finite-dimensional Kac-Moody superalgebra, and the finite EARSs include two additional series. The root system of a symmetrizable affine Lie superalgebra is an EARS and the set of real roots is a GRRS. Moreover, the set of roots of a symmetrizable Kac-Moody superalgebra is an EARS only if this algebra is affine or finite-dimensional (by contrast, the set of real roots is always a GRRS). For example, the real roots of a Kac-Moody algebra with the Cartan
matrix $\left(\begin{array}{cc}2 & -3 \\ -3 & 2\end{array}\right)$ form a GRRS, which can not be embedded in an EARS. However, according to a theorem of C. Hoyt [2], an indecomposable symmetrizable Kac-Moody superalgebra with an isotropic real root is affine, so there are no examples of this nature if the GRRS contains an isotropic root. Even though the GRRSs are not exhausted by GRRSs coming from Kac-Moody algebra, from Prop. 3.2 in [12] it follows that an affine GRRS $R$ can be always embedded in an EARS, i.e. there exists an EARS $R^{\prime}$ such that $R=\left\{\alpha \in R^{\prime} \mid \exists \beta \in R^{\prime}(\alpha, \beta) \neq 0\right\}$. This allows to obtain a description of affine GRRSs from the description of the EARS in [12], [11] and, using Theorem 2.1, to obtain a description of the irreducible GRRSs containing isotropic roots.

Note that our notion of GRRS is different from the notion of reflection systems introduced in [5].

In Section 1 we give all definitions, examples of GRRSs and explain the connection between GRRS, GRS introduced in [6] and root systems of Kac-Moody superalgebras.

In Section 2 we prove that if $R$ is an irreducible GRRS with a non-degenerate symmetric bilinear form and $R$ contains an isotropic root, then $\operatorname{cl}(R)$ is finite (and is classified in [6]).

In Section 3 we prove some lemmas, which are used later.
In Section 4 we obtain a classification of $R$ for the case when $\operatorname{cl}(R)$ is finite and is generated by a basis of $\operatorname{cl}(V)$.

In Section 5 we obtain a classification of $R$ for the case when $\operatorname{cl}(R)$ is the roots system of $\mathfrak{p s l}(n+1, n+1), n>1$. This is the only situation when the form $(-,-)$ is degenerate and $R$ can be finite; this holds in the case $\mathfrak{g l}(n, n)$.

In Section 6 we obtain a classification of $R$ for the case when $c l(R)$ is a finite WGRS, which is not a GRS $(c l(R)=B C(m, n), C(m, n))$ and describe $R$ for the remaining case $c l(R)=B C_{n}$. This completes the description of GRRSs $R$ with finite $\operatorname{cl}(R)$.

In Section 7 we present the correspondence between the irreducible affine GRRSs with $\operatorname{dim} \operatorname{Ker}(-,-)=1$ and the symmetrizable affine Lie superalgebras.
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## 1. Definitions and basic examples

In this section we introduce the notion GRRS (generalized reflection root systems) and consider several examples.
1.1. Notation. Throughout the paper $V$ will be a finite-dimensional complex vector space with a symmetric bilinear form $(-,-)$.

For $\alpha \in V$ with $(\alpha, \alpha) \neq 0$ we set

$$
k_{\alpha, \beta}:=\frac{2(\alpha, \beta)}{(\alpha, \alpha)}
$$

for each $\beta \in V$, and we define the reflection $r_{\alpha} \in \operatorname{End} V$ by the usual formula

$$
r_{\alpha}(v):=v-k_{\alpha, v} \alpha
$$

Clearly, $r_{\alpha}$ preserves $(-,-)$. Note that

$$
\begin{equation*}
k_{\alpha, r_{\gamma} \beta}=k_{\alpha, \beta}-k_{\alpha, \gamma} k_{\gamma, \beta} \tag{1}
\end{equation*}
$$

if $(\alpha, \alpha),(\gamma, \gamma) \neq 0$.
We use the following notation: if $X$ is a subset of $V$, then $X^{\perp}:=\{v \in V \mid \forall x \in X$ $(x, v)=0\}$ and $\mathbb{Z} X$ is the additive subgroup of $V$ generated by $X$ (similarly, $\mathbb{C} X$ is a subspace of $V$ generated by $X$ ).
1.2. Definition. Let $V$ be a finite-dimensional complex vector space with a symmetric bilinear form $(-,-)$. A non-empty set $R \subset V$ is called a generalized reflection root system (GRRS) if the following axioms hold
(GR0) $\operatorname{Ker}(-,-) \cap R=\emptyset$;
(GR1) the canonical map $\mathbb{Z} R \otimes_{\mathbb{Z}} \mathbb{C} \rightarrow V$ is a bijection;
(GR2) for each $\alpha \in R$ with $(\alpha, \alpha) \neq 0$ one has $r_{\alpha} R=R$; moreover, $\beta-r_{\alpha} \beta \in \mathbb{Z} \alpha$ for each $\beta \in R$;
(GR3) for each $\alpha \in R$ with $(\alpha, \alpha)=0$ there exists an invertible map $r_{\alpha}: R \rightarrow R$ such that

$$
\begin{align*}
& r_{\alpha}(\alpha)=-\alpha, \quad r_{\alpha}(-\alpha)=\alpha \\
& r_{\alpha}(\beta)=\beta \text { if } \beta \neq \pm \alpha,(\alpha, \beta)=0  \tag{2}\\
& r_{\alpha}(\beta) \in\{\beta \pm \alpha\} \text { if }(\alpha, \beta) \neq 0
\end{align*}
$$

1.2.1. We sometimes write $R \subset V$ is a GRRS, meaning that $R$ is a GRRS in $V$. If $R \subset V$ is a GRRS, we call $\alpha \in R$ a root; we call a root $\alpha$ isotropic if $(\alpha, \alpha)=0$.
1.2.2. Definition. We call a GRRS $R \subset V$ affine if $R$ is infinite and the image of $R$ in $V / \operatorname{Ker}(-,-)$ is finite.
1.2.3. Remarks. Observe that $R=-R$ if $R$ is a GRRS. By [6], Lem. 1.11, the axiom (GR3) is equivalent to $R=-R$ and the condition that for each $\alpha, \beta \in R$ with $(\alpha, \alpha)=$ $0 \neq(\alpha, \beta)$ the set $\{\beta \pm \alpha\} \cap R$ contains exactly one element. In particular, if $R$ is a GRRS, then $r_{\beta}$ is an involution and it is uniquely defined for any $\beta \in R$.

In Theorem 2.1 we will show that if $(-,-)$ is non-degenerate, then (GR1) is equivalent to the condition that $R$ spans $V$.
1.2.4. Weyl group and $\boldsymbol{G} \boldsymbol{W}(\boldsymbol{R})$. For any $X \subset V$ denote by $W(X)$ the group generated by $\left\{r_{\alpha} \mid \alpha \in X,(\alpha, \alpha) \neq 0\right\}$. Clearly, $W(R)$ preserves the bilinear form (,-- ). If $R \subset V$ is a GRRS, we call $W(R)$ the Weyl group of $R$. By (GR2) $R$ is $W(R)$-invariant.

If $R$ is a GRRS, then to each $\alpha \in R$ we assigned an involution $r_{\alpha} \in A u t(R)$; we denote by $G W(R)$ the subgroup of $\operatorname{Aut}(R)$ generated by these involutions.
1.2.5. In [6], Sect. 7, V. Serganova considered another object, where $r_{\alpha}$ were not assumed to be invertible, i.e. (GR3) is substituted by
(WGR3) for each $\alpha \in R$ with ( $\alpha, \alpha)=0$ there exists a map $r_{\alpha}: R \rightarrow R$ satisfying (2).

If $V$ is endowed with a non-degenerate form and $R \subset V$ satisfies (GR0)-(GR2) and (WGR3), we call $R$ a weak $G R S$ ( $W G R S$ ); the finite WGRS were classified in [6], Sect. 7.
1.2.6. Note that $R=-R$ if $R$ is a WGRS. By [6], Lem. 1.11, the axiom (WGR3) (resp., (GR3)) is equivalent to $R=-R$ and for each isotropic $\alpha \in R$ the set $\{\beta \pm \alpha\} \cap R$ is non-empty (resp., contains exactly one element) if $\beta \in R$ is such that $(\beta, \alpha) \neq 0$.
1.3. Other definitions. Classical root systems can be naturally viewed as examples of GRRS, see § 1.4.1 below. The following definitions are motivated by this example.
1.3.1. Subsystems. For a GRRS $R \subset V$ we call $R^{\prime} \subset R$ a subsystem of $R$ if $R^{\prime}$ is a GRRS in $\mathbb{C} R^{\prime}$.

It turns out that $G W(R)$ does not preserve the subsystems: $B_{2}$ can be naturally viewed as a subsystem of $B(2,1)$, but $r_{\alpha}\left(B_{2}\right)$ is not a subsystem if $\alpha$ is isotropic.

If $R^{\prime} \subset R$ does not contain isotropic roots, then $R^{\prime}$ is a subsystem if and only if $R^{\prime}$ is non-empty and $r_{\alpha} R^{\prime}=R^{\prime}$ for any $\alpha \in R^{\prime}$ (note that if $\alpha$ is isotropic, then $R^{\prime}:=\{ \pm \alpha\}$ is not a GRRS, even though $r_{\alpha} R^{\prime}=R^{\prime}$ ).

Note that for any non-empty $S \subset R$ the intersection $\mathbb{C} S \cap R$ is a GRRS in $\mathbb{C} S$ if and only if (GR0) holds (for any $\alpha \in(\mathbb{C} S \cap R)$ there exists $\beta \in S$ such that $(\alpha, \beta) \neq 0)$.

We say that a non-empty set $X \subset R$ generates a subsystem $R^{\prime} \subset R$ if $R^{\prime}$ is a unique minimal (by inclusion) subsystem containing $X$ (i.e., for any subsystem $R^{\prime \prime} \subset R$ with $X \subset R^{\prime \prime}$ one has $R^{\prime} \subset R^{\prime \prime}$ ). In particular, $R$ is generated by $X$ if $R$ is a minimal GRRS containing $X$.
1.3.2. We call a GRRS $R$ reducible if $R=R_{1} \cup R_{2}$, where $R_{1}, R_{2}$ are non-empty and $\left(R_{1}, R_{2}\right)=0$. Note that in this case $R=R_{1} \coprod R_{2}$ and $R_{1}, R_{2}$ are subsystems of $R$. We call a GRRS $R$ irreducible if $R$ is not reducible.

If the bilinear form $(-,-)$ is non-degenerate on $V$, then any GRRS is of the form $\coprod_{i=1}^{k} R_{i} \subset \oplus_{i=1}^{k} V_{i}$, where $R_{i} \subset V_{i}$ is an irreducible GRRS.
1.3.3. Isomorphisms. We say that two GRRSs $R \subset V, R^{\prime} \subset V^{\prime}$ are isomorphic if there exists a linear homothety $\iota: V \rightarrow V^{\prime}$ such that $\iota(R)=R^{\prime}$ (by a "homothety" we mean that $\iota$ is a is linear isomorphism and there exists $x \in \mathbb{C}^{*}$ such that $(\iota(v), \iota(w))=x(v, w)$ for all $v, w \in V)$.
1.3.4. Reduced GRRS. From (GR2), (GR3) one has $R=-R$. A GRRS $R$ is called reduced if $\alpha, \lambda \alpha \in R$ for some $\lambda \in \mathbb{C}$ forces $\lambda= \pm 1$. (It is easy to see that this always holds if $\alpha$ is isotropic; if $\alpha$ is non-isotropic, then (GR2) gives $\lambda \in\left\{ \pm 1, \pm \frac{1}{2}, \pm 2\right\}$.)
1.4. Examples. Let us consider several examples of GRRSs.
1.4.1. Classical root systems. Recall that a classical root system is a finite subset $R$ in a Euclidean space $V$ with the properties: $0 \notin R, r_{\alpha} R=R$ for each $\alpha \in R$ and $r_{\alpha} \beta-\beta \in \mathbb{Z} \alpha$ for each $\alpha, \beta \in R$. We see that $R$ is a finite GRRS in the complexification of $V$. Using [8], Ch. V, it is easy to show that all finite GRRSs without isotropic roots are of this form: $R \subset V$ is a finite GRRS without isotropic roots if and only if $R \subset \mathbb{R} R$ is a classical root system.

The classical root systems were classified by W. Killing and E. Cartan: the reduced irreducible classical root systems are the series $A_{n}, n \geq 1, B_{n}, n \geq 2, C_{n}, n \geq 3, D_{n}$, $n \geq 4$ and the exceptional root systems $E_{6}, E_{7}, E_{8}, F_{4}, G_{2}$ (the lower index always stands for the dimension of $V$ ); sometimes we use the notations $C_{1}:=A_{1}, C_{2}:=B_{2}$ and $D_{3}:=A_{3}$. The irreducible non-reduced root systems of finite type are of the form $B C_{n}=B_{n} \cup C_{n}, n \geq 1$.

The reduced irreducible classical root systems are the root systems of finitedimensional simple complex Lie algebras.
1.4.2. Example: GRSs introduced by V. Serganova. A GRS introduced by V. Serganova in [6], Sect. 1 is a finite GRRS $R \subset V$ with a non-degenerate form $(-,-)$. V. Serganova classified these systems. Recall the results of this classification.

A complex simple finite-dimensional Lie superalgebras $\mathfrak{g}=\mathfrak{g}_{0} \oplus \mathfrak{g}_{\overline{1}}$ is called basic classical if $\mathfrak{g}_{0}$ is reductive and $\mathfrak{g}$ admits a non-degenerate invariant symmetric bilinear form $B$ with $B\left(\mathfrak{g}_{\overline{0}}, \mathfrak{g}_{\overline{1}}\right)=0$. This bilinear form induces a non-degenerate symmetric bilinear form on $\mathfrak{h}^{*}$, where $\mathfrak{h}$ is a Cartan subalgebra of $\mathfrak{g}$. The set of roots of $\mathfrak{g}$ is a GRS in $\mathfrak{h}^{*}$ if $\mathfrak{g} \neq \mathfrak{p s l}(2,2)$. Conversely, any GRS is the root system of a basic classical Lie superalgebra different from $\mathfrak{p s l}(2,2)$ (in particular, the non-reduced classical root system $B C_{n}$ is the root system of the basic classical Lie superalgebra $\left.B(0, n)=\mathfrak{o s p}(1,2 n)\right)$.

The finite WGRSs were classified in [6], Sect. 7. They consist of GRSs and two additional series $B C(m, n), C(m, n)$, which can be described as follows. Let $V$ be a complex vector space endowed with a symmetric bilinear form and an orthogonal basis $\left\{\varepsilon_{i}\right\}_{i=1}^{m} \cup\left\{\delta_{j}\right\}_{j=1}^{n}$ such that $\left\|\varepsilon_{i}\right\|^{2}=-\left\|\delta_{j}\right\|^{2}=1$ for $i=1, \ldots, m, j=1, \ldots, n$. One has

$$
\begin{aligned}
& C(m, n)=\left\{ \pm \varepsilon_{i} \pm \varepsilon_{j} ; \pm 2 \varepsilon_{i}\right\}_{1 \leq i<j \leq m} \cup\left\{ \pm \delta_{i} \pm \delta_{j} ; \pm 2 \delta_{i}\right\}_{1 \leq i<j \leq n} \cup\left\{ \pm \varepsilon_{i} \pm \delta_{j}\right\}_{1 \leq i \leq m}^{1 \leq j \leq n} \\
& B C(m, n)=C(m, n) \cup\left\{ \pm \varepsilon_{i} ; \pm \delta_{j}\right\}_{1 \leq j \leq i \leq m}^{1 \leq i}
\end{aligned}
$$

In particular, $C(1,1)$ is the root system of $\mathfrak{p s l}(2,2)$.
1.4.3. Real roots of symmetrizable Kac-Moody algebras. Let $C$ be a symmetric $n \times n$ matrix with non-zero diagonal entries satisfying the condition $2 c_{i j} / c_{i i} \in \mathbb{Z}$ for each $i, j$.

Let $\Pi:=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ be a basis of a complex vector space $V$ and $(-,-)$ is a symmetric bilinear form on $V$ given by $\left(\alpha_{i}, \alpha_{j}\right)=c_{i j}$. Let $W$ be the subgroup of $G L(V)$ generated by $r_{\alpha_{i}}$ for $i=1, \ldots, n$. Then $R(C):=W \Pi$ is a reduced GRRS without isotropic roots. If $C$ is such that $2 c_{i j} / c_{i i}<0$ for each $i \neq j$, then $C$ is a symmetric Cartan matrix and $R(C)$ is the set of real roots of a symmetrizable Kac-Moody algebra $\mathfrak{g}(C)$. Using the classification of Cartan matrices in [4] Thm. 4.3, one readily sees that for a symmetric Cartan matrix $C, R(C)$ is affine and irreducible if and only if $\mathfrak{g}(C)$ is an affine Kac-Moody algebra.

Recall that a basic classical Lie superalgebra $\mathfrak{g} \neq \mathfrak{p s l}(n, n)$ is a symmetrizable KacMoody superalgebra and that a finite-dimensional Kac-Moody superalgebra $\mathfrak{g} \neq \mathfrak{g l}(n, n)$ is a basic classical Lie superalgebra. The root system of a finite-dimensional Kac-Moody superalgebra is a GRRS. The set of real roots of a symmetrizable affine Kac-Moody superalgebra $\mathfrak{g}$ is an affine $\operatorname{GRRS}$ (with $\operatorname{dim} \operatorname{Ker}(-,-)$ equals 1 if $\mathfrak{g} \neq \mathfrak{g l}(n, n)^{(1)}$ and equals 2 for $\left.\mathfrak{g l}(n, n)^{(1)}\right)$; these algebras were classified by van de Leur in [10].

Let $\mathfrak{h}$ be a Cartan subalgebra of a symmetrizable Kac-Moody algebra $\mathfrak{g}(C)$. Then $V$ is a subspace of $\mathfrak{h}^{*}$ spanned by $\Pi$. Take $\lambda \in \mathfrak{h}^{*}$ and define

$$
\Delta_{r e}(\lambda):=\left\{\alpha \in \Delta_{r e} \left\lvert\, \frac{2(\lambda, \alpha)}{(\alpha, \alpha)} \in \mathbb{Z}\right.\right\}
$$

Then $\Delta_{r e}(\lambda)$ is a subsystem of $\Delta_{r e}$.
The above construction gives a reduced GRRS. Examples of non-reduced GRRSs without isotropic roots can be obtained by the following procedure. Fix $J \subset\{1, \ldots, n\}$ such that $c_{j i} / c_{j j} \in \mathbb{Z}$ for each $j \in J, i \in\{1, \ldots, n\}$ and introduce

$$
R(C)_{J}:=\left(\cup_{j \in J} W 2 \alpha_{j}\right) \cup R .
$$

It is easy to check that $R(C)_{J}$ is a GRRS (which is not reduced for $J \neq \emptyset$ ). If $2 c_{i j} / c_{i i}<0$ for each $i \neq j$, then $R(C)_{J}$ is the set of real roots of a symmetrizable Kac-Moody superalgebra $\mathfrak{g}(C, J)$; as before $R(C)_{J}$ is affine and irreducible if and only if $\mathfrak{g}(C, J)$ is affine. By [2, Theorem 2.27], an indecomposable symmetrizable Kac-Moody superalgebra with an isotropic real root is finite-dimensional or affine. In Corollary 2.1.1 we show that an irreducible GRRS which contains an isotropic root is either finite or affine.
1.5. Quotients. Let $R \subset V$ be a GRRS and $V^{\prime}$ be a subspace of $\operatorname{Ker}(-,-)$. One readily sees that the image of $R$ in $V / V^{\prime}$ satisfies the axioms (GR0), (GR2) and (WGR3). We call this image a quotient of $R$ and a bijective quotient if the restriction of the canonical map $V \rightarrow V / V^{\prime}$ to $R$ is injective. The minimal quotient of $R$, denoted by $\operatorname{cl}(R)$, is the image of $R$ in $V / \operatorname{Ker}(-,-)$; by Corollary 2.1.1 (i), $\operatorname{cl}(R)$ is a WGRS.
1.5.1. Let $R \subset V$ be a GRRS, $V^{\prime}$ be a subspace of $\operatorname{Ker}(-,-)$, and $\iota: V \rightarrow V / V^{\prime}$ be the canonical map. Assume that the quotient $\iota(R)$ is a GRRS. We claim that for any subsystem $R^{\prime} \subset \iota(R)$, the preimage of $R^{\prime}$ in $R$, i.e. $\iota^{-1}\left(R^{\prime}\right) \cap R$, is again a GRRS (and a
subsystem of $R$. The claim follows from the formula $\iota\left(r_{\alpha} \beta\right)=r_{\iota(\alpha)} \iota(\beta)$ for each $\alpha, \beta \in R$ (note that $r_{\iota(\alpha)}$ is well-defined, since $\iota(R)$ is a GRRS).
1.6. Direct sums. Let $R_{1} \subset V_{1}, R_{2} \subset V_{2}$ be GRRSs. Then $\left(R_{1} \cup R_{2}\right) \subset\left(V_{1} \oplus V_{2}\right)$ is again a GRRS.

Let $R=\cup_{i=1}^{k} R_{i} \subset V$, where $\left(R_{i}, R_{j}\right)=0$ for $i \neq j$, and let $V_{i}=\mathbb{C} R_{i}$. Clearly, $R_{i}$ is a GRRS in $V_{i}$. Since the natural map $\oplus_{i=1}^{k} V_{i} \rightarrow V$ preserves the form $(-,-)$, $R$ is a bijective quotient of $\cup_{i=1}^{k} R_{i} \subset \oplus_{i=1}^{k} V_{i}$. We conclude that any GRRS is a bijective quotient of $\cup_{i=1}^{k} R_{i} \subset \oplus_{i=1}^{k} V_{i}$, where $R_{i} \subset V_{i}$ are irreducible GRRSs. In particular, if the form (,-- ) on $V$ is non-degenerate, then $V=\oplus_{i=1}^{k} V_{i}$.
1.7. Affinizations. Let $V$ be as above and $X \subset V$ be any subset. Take $V^{(1)}=V \oplus \mathbb{C} \delta$ with the bilinear form $(-,-)^{\prime}$ such that $\delta \in \operatorname{Ker}(-,-)^{\prime}$ and the restriction of $(-,-)^{\prime}$ to $V$ coincides with the original form $(-,-)$ on $V$. Set $X^{(1)}:=X+\mathbb{Z} \delta=\{\alpha+s \delta \mid \alpha \in X$, $s \in \mathbb{Z}\}$.

One readily sees that $R^{(1)} \subset V^{(1)}$ is a GRRS if $R$ is a GRRS and $R$ is a quotient of $R^{(1)}$ in $V^{(1)} / \mathbb{C} \delta=V$.

We call $R^{(1)} \subset V^{(1)}$ the affinization of $R \subset V$ and use the notation $R^{(n)} \subset V^{(n)}$, where $R^{(n+1)}:=\left(R^{(n)}\right)^{(1)}, V^{(n+1)}:=\left(V^{(n)}\right)^{(1)}$.

If $R$ is a finite GRRS, then $R^{(n)}$ is an affine GRRS for any $n \geq 1$.
Note that the affinizations of non-isomorphic GRRS can be isomorphic, see Proposition 5.3 (iii).
1.8. Generators of a GRRS. Let $R \subset V$ be a GRRS. Recall that a non-empty subset $X \subset R$ generates a subsystem $R^{\prime}$ if $R^{\prime}$ is a unique minimal (by inclusion) subsystem of $R$ containing $X$. If $R$ has no isotropic roots, then any non-empty $X \subset R$ generates a unique subsystem, namely, $W(X) X$. The following lemma gives a sufficient condition when $X$ generates a subsystem.
1.8.1. Lemma. Let $R \subset V$ be a GRRS.
(i) If $R^{\prime} \subset R$ satisfies (GR2), (GR3), then $R^{\prime \prime}:=R^{\prime} \backslash\left(R^{\prime}\right)^{\perp}$ is either empty or is a $G R R S$.
(ii) If a non-empty $X \subset R$ is such that $X \cap X^{\perp}=\emptyset$, then $X$ generates a subsystem $R^{\prime}$ of $R$.

Proof. (i) Let $R^{\prime \prime}$ be non-empty and let $V^{\prime \prime}$ be the span of $R^{\prime \prime}$. Let us verify that $R^{\prime \prime} \subset V^{\prime \prime}$ is a GRRS. Clearly, (GR1) holds. If $x \in R^{\prime \prime}$, then $(x, y) \neq 0$ for some $y \in R^{\prime}$, so $y \in R^{\prime \prime}$; thus $x$ is not in the kernel of the restriction of $(-,-)$ to $V^{\prime \prime}$, so (GR0) holds. It remains to verify that for each $\alpha, \beta \in R^{\prime \prime}$ one has $r_{\alpha} \beta \in R^{\prime \prime}$. Indeed, since (GR2), (GR3) hold for $R^{\prime}$, $r_{\alpha} \beta \in R^{\prime}$. If $(\alpha, \beta)=0$, then $r_{\alpha} \beta=\beta \in R^{\prime \prime}$; otherwise $\left(r_{\alpha} \beta, \alpha\right) \neq 0$ (for $(\alpha, \alpha) \neq 0$ one has $\left(r_{\alpha} \beta, \alpha\right)=-(\beta, \alpha)$ and for $(\alpha, \alpha) \neq 0$ one has $\left.\left(r_{\alpha} \beta, \alpha\right)=(\beta, \alpha)\right)$. Hence $r_{\alpha} \beta \in R^{\prime \prime}$ as required.
(ii) By $\S 1.2 .6$, for any $\alpha \in R$ the map $r_{\alpha}: R \rightarrow R$ satisfying (GR2), (GR3) respectively is uniquely defined. Take

$$
X_{0}:=X, \quad X_{i+1}:=\left\{ \pm r_{\alpha} \beta \mid \alpha, \beta \in X_{i}\right\}, \quad R^{\prime}:=\bigcup_{i=0}^{\infty} X_{i}
$$

Clearly, $R^{\prime}$ satisfies (GR2), (GR3) and lies in any subsystem containing $X$. Let us show $R^{\prime}$ is a GRS. By (i), it is enough to verify that $R^{\prime} \cap\left(R^{\prime}\right)^{\perp}=\emptyset$. Suppose that $v \in R^{\prime} \cap\left(R^{\prime}\right)^{\perp}$; let $i$ be minimal such that $v \in X_{i}$. Since $X \cap X^{\perp}=\emptyset$ we have $i \neq 0$, so $v=r_{\alpha} \beta$ for some $\alpha, \beta \in X_{i-1}$ with $(\alpha, \beta) \neq 0$. Since $\beta=r_{\alpha} v \neq v$, one has $(\alpha, v) \neq 0$, a contradiction. One readily sees that $(v, \alpha)= \pm(\alpha, \beta)$, that is $\left(v, R^{\prime}\right) \neq 0$, a contradiction.
1.8.2. Let $\mathfrak{g}$ be a basic classical Lie superalgebra, $\Delta \subset \mathfrak{h}^{*}$ be its roots system and $\Pi \subset \Delta$ be a set of simple roots. If $\mathfrak{g} \neq \mathfrak{p s l}(n, n)$, $\Pi$ consists of linearly independent vectors. If $\mathfrak{g} \neq \mathfrak{o s p}(1,2 n)$ (i.e., $\Delta \neq B C_{n}=B(0, n)$ ), then $\Delta$ is generated by $\Pi$. We conclude that for $\mathfrak{g} \neq \mathfrak{p s l}(n, n), \mathfrak{o s p}(1,2 n)$, the root system $\Delta \subset V$ is generated by a basis of $V$.

## 2. The case when $(-,-)$ is non-degenerate

In this section $V \neq 0$ is a finite-dimensional complex vector space and $R \subset V$ satisfies (GR0), (GR2), (WGR3). As before we say that $R \subset V$ is irreducible if $R \neq R_{1} \coprod R_{2}$, where $R_{1}, R_{2}$ are non-empty sets satisfying (GR2), (WGR3) and ( $R_{1}, R_{2}$ ) $=0$.

We will prove the following theorem.
2.1. Theorem. Assume that the form $(-,-)$ is non-degenerate and $R \subset V$ satisfies (GR0), (GR2), (WGR3) and
(GR1'): $R$ spans $V$.

Then
(i) If $R$ is irreducible and contains an isotropic root, then $R$ is finite (such $R s$ are classified in [6]);
(ii) $R$ is a WGRS.

### 2.1.1. Corollary.

(i) If $R$ is a GRRS, then the image of $R$ in $V / \operatorname{Ker}(-,-)$ is a WGRS.
(ii) If $R$ is an irreducible GRRS which contains an isotropic root, then $R$ is either finite or affine.
2.1.2. Remark. By § 1.4.3, any symmetric $n \times n$ matrix $C$ with non-zero diagonal entries and $2 c_{i j} / c_{i i} \in \mathbb{Z}$ for each $i \neq j$, gives a GRRS. Clearly, $(-,-)$ is non-degenerate if
and only if $\operatorname{det} C \neq 0$. In this way we obtain a lot of examples of infinite GRRSs with non-degenerate $(-,-)$ (but they do not contain isotropic roots!).
2.2. Proof of Theorem 2.1. We will use the following lemmas.
2.2.1. Lemma. For any $\beta \in R$ there exists $\alpha \in R$ such that $r_{\alpha} \beta$ is non-isotropic and $\left(\beta, r_{\alpha} \beta\right) \neq 0$.

Proof. If $\beta$ is non-isotropic we take $\alpha:=\beta$. Let $\beta$ be isotropic. Notice that $\left(\beta, r_{\alpha} \beta\right)=0$ implies $r_{\alpha} \beta= \pm \beta$, so it is enough to show that $r_{\alpha} \beta$ is non-isotropic for some $\alpha \in R$. By (GR0) $\beta \notin \operatorname{Ker}(-,-)$, so there exists $\gamma \in R$ such that $(\gamma, \beta) \neq 0$, which implies $\left(\beta, r_{\gamma} \beta\right) \neq 0$. As a consequence, one of the roots $r_{\gamma} \beta$ or $r_{r_{\gamma} \beta} \beta$ is non-isotropic.
2.2.2. Lemma. Let $R$ be irreducible and contains an isotropic root. For each $\alpha \in R$ there exists an isotropic root $\beta \in R$ with $(\alpha, \beta) \neq 0$.

Proof. Let $R_{\text {iso }} \subset R$ be the set of isotropic roots. Let $R_{2} \subset R$ be the set of non-isotropic roots in $R \cap R_{i s o}^{\perp}$ and $R_{1}:=R \backslash R_{2}$. One readily sees that $R_{2}$ is a subsystem.

Let us verify that $R_{1}$ is also a subsystem. Indeed, let $\alpha, \beta \in R_{1}$ be such that $(\alpha, \beta) \neq 0$. One has $\left(r_{\beta} \alpha, \beta\right) \neq 0$, so $r_{\beta} \alpha \in R_{1}$ if $\beta$ is isotropic. If $\beta$ is non-isotropic, then, taking $\gamma \in R_{\text {iso }}$ such that $(\alpha, \gamma) \neq 0$, we get $\left(r_{\beta} \alpha, r_{\beta} \gamma\right)=(\alpha, \gamma) \neq 0$ and $r_{\beta} \gamma \in R_{i s o}$, that is $r_{\beta} \alpha \in R_{1}$ as required. Thus $\alpha, \beta \in R_{1}$ with $(\alpha, \beta) \neq 0$ forces $r_{\beta} \alpha \in R_{1}$. Hence $R_{1}$ is a subsystem.

Suppose that there exist $\alpha \in R_{1}, \beta \in R_{2}$ with $(\alpha, \beta) \neq 0$. By the construction of $R_{2}$, both $\alpha, \beta$ are non-isotropic. Since $(\alpha, \beta) \neq 0$ one has $r_{\alpha} \beta=\beta+x \alpha$ for some $x \neq 0$. Taking $\gamma \in R_{\text {iso }}$ such that $(\alpha, \gamma) \neq 0$, we get $\left(r_{\alpha} \beta, \gamma\right) \neq 0$ (since $\left.(\beta, \gamma)=0\right)$, so $r_{\alpha} \beta \in R_{1}$. Since $\alpha$ is non-isotropic and $R_{1}$ is a subsystem, one has $\beta=r_{\alpha}\left(r_{\alpha} \beta\right) \in R_{1}$, a contradiction.

We conclude that $R=R_{1} \coprod R_{2}$ with $\left(R_{1}, R_{2}\right)=0$. Since $R$ is irreducible, $R_{2}$ is empty. This implies the assertion of the lemma for non-isotropic root $\alpha$.

In the remaining case $\alpha \in R$ is isotropic. Since $\alpha \notin \operatorname{Ker}(-,-)$, there exists $\gamma \in R$ such that $(\gamma, \alpha) \neq 0$. If $\gamma$ is isotropic, take $\beta:=\gamma$; if $\gamma$ is non-isotropic, take $\beta:=r_{\gamma} \alpha$. The assertion follows.
2.2.3. Corollary. Let $R$ be irreducible and contains an isotropic root. If $\alpha \in R$ is non-isotropic, then for each $\gamma \in R$ one has $k_{\alpha, \gamma} \in\{0, \pm 1, \pm 2, \pm 3, \pm 4\}$ and $k_{\alpha, \gamma} \in$ $\{0, \pm 1, \pm 2\}$ if $\gamma$ is isotropic.

Proof. Let $(\alpha, \gamma) \neq 0$. If $\gamma$ is isotropic and $\alpha+\gamma \in R$, then

$$
\|\alpha+\gamma\|^{2}=(\alpha, \alpha)\left(1+k_{\alpha, \gamma}\right), \quad \frac{2(\alpha+\gamma, \gamma)}{\|\alpha+\gamma\|^{2}}=\frac{k_{\alpha, \gamma}}{1+k_{\alpha, \gamma}}
$$

so (GR2) gives $k_{\alpha, \gamma} \in\{-1,-2\}$. If $\gamma$ is isotropic and $\alpha+\gamma \in R$, then $k_{\alpha, \gamma} \in\{1,2\}$.

Let $\gamma$ be non-isotropic. By Lemma 2.2.2, there exists an isotropic $\beta \in R$ such that $(\beta, \gamma) \neq 0$. Since $\beta$ and $r_{\gamma} \beta$ are isotropic, one has $k_{\alpha, \beta}, k_{\gamma, \beta}, k_{\alpha, r_{\gamma} \beta} \in\{0, \pm 1, \pm 2\}$ and $k_{\gamma, \beta} \neq 0$. Combining (1) and $k_{\alpha, \gamma} \in \mathbb{Z}$, we obtain the required formula.
2.2.4. Proof of finiteness. Let $R \subset V$ satisfy the assumptions of Theorem 2.1. Let us show that $R$ is finite.

By (GR1') $R$ contains a basis $B$ of $V$. Since $(-,-)$ is non-degenerate, each $v \in V$ is determined by the values $(v, b), b \in B$. Thus in order to show that $R$ is finite, it is enough to verify that the set $\{(\alpha, \beta) \mid \alpha, \beta \in R\}$ is finite. If $\alpha, \beta \in R$ are isotropic and $(\alpha, \beta) \neq 0$, then $r_{\alpha} \beta$ is non-isotropic and $\left(r_{\alpha} \beta, \alpha\right)=(\beta, \alpha)$. Thus

$$
\{(\alpha, \beta) \mid \alpha, \beta \in R\}=\{0\} \cup S, \text { where } S:=\{(\alpha, \beta) \mid \alpha, \beta \in R,(\alpha, \alpha) \neq 0\}
$$

Using Corollary 2.2.3 we conclude that the finiteness of $S$ is equivalent to the finiteness of $N:=\{(\alpha, \alpha) \mid \alpha \in R\}$. Let $X \subset R$ be a maximal linearly independent set of non-isotropic roots and let $\alpha$ be a non-isotropic root. Then $\alpha$ lies in the span of $X$, so $(\alpha, \alpha) \neq 0$ implies $(\alpha, \beta) \neq 0$ for some $\beta \in X$. One has $(\alpha, \alpha) /(\beta, \beta)=k_{\beta, \alpha} / k_{\alpha, \beta}$. From Corollary 2.2.3 we get

$$
N \subset\{0, a / b(\beta, \beta) \mid \beta \in X, a, b \in\{ \pm 1, \pm 2, \pm 3, \pm 4\}\}
$$

so $N$ is finite as required.
2.2.5. Proof of (GR1). It remains to verify that $R$ satisfies (GR1). Since the form $(-,-)$ is non-degenerate, $(R, V)$ is a direct sum of its irreducible components: $V=\oplus_{i=1}^{k} V_{i}$, where $\left(V_{i}, V_{j}\right)=0$ for $i \neq j$, and $R=\coprod_{i=1}^{k} R_{i}$, where $R_{i}$ spans $V_{i}, R_{i}$ is irreducible and satisfies (GR0), (GR2), (WGR3) for each $i=1, \ldots, k$. Thus without loss of generality we can (and will) assume that $R$ is irreducible. Let us show that

$$
\begin{equation*}
(-,-) \text { can be normalized in such a way that }(\alpha, \beta) \in \mathbb{Q} \text { for all } \alpha, \beta \in R \text {; } \tag{3}
\end{equation*}
$$

implies (GR1). Indeed, let $B=\left\{\beta_{1}, \ldots, \beta_{n}\right\} \subset R$ be a basis of $V$ and let $\alpha_{1}, \ldots, \alpha_{k} \in R$ be linearly dependent. For each $i$ write $\alpha_{i}=\sum_{j=1}^{n} y_{i j} \beta_{j}$. Since $(-,-)$ is non-degenerate and $(\alpha, \beta) \in \mathbb{Q}$ for each $\alpha, \beta \in R$, we have $y_{i j} \in \mathbb{Q}$ for each $i, j$. Since $\alpha_{1}, \ldots, \alpha_{k}$ are linearly dependent, $\operatorname{det} Y=0$. By above, the entries of $Y$ are rational, so there exists a rational vector $X=\left(x_{i}\right)_{i=1}^{k}$ such that $Y X=0$. Then $\sum_{i=1}^{k} x_{i} \alpha_{i}=0$, so $\alpha_{1}, \ldots, \alpha_{k} \in R$ are linearly dependent over $\mathbb{Q}$. Thus the natural map $\mathbb{Z} R \otimes_{\mathbb{Z}} \mathbb{C} \rightarrow V$ is injective. By (GR1') it is also surjective, so (GR1) holds.

Assume that $R$ does not contain isotropic roots. Let us show that we can normalize $(-,-)$ in such a way that (3) holds. For $\alpha, \beta \in R$ one has $(\alpha, \alpha) /(\beta, \beta)=k_{\beta, \alpha} / k_{\alpha, \beta} \in \mathbb{Q}$ if $(\alpha, \beta) \neq 0$. From the irreducibility of $R$, we obtain $(\alpha, \alpha) /(\beta, \beta) \in \mathbb{Q}$. Thus we can normalize the form $(-,-)$ in such a way that $(\alpha, \alpha) \in \mathbb{Q}$ for each $\alpha \in R$; in this case $(\alpha, \beta) \in \mathbb{Q}$ for any $\alpha, \beta \in R$, so (3) holds.

Now assume that $R$ contains an isotropic root. By above, $R$ is finite; such systems were classified in [6]. From this classification it follows that $R$ satisfies (3) except for $R=D(2,1, a)$ with $a \notin \mathbb{Q}$; thus (GR1) holds for such $R$. For $R=D(2,1, a)$ (and, in fact, for each $R \neq \mathfrak{p s l}(n, n))$ there exists $\Pi \subset R$ such that $R \subset \mathbb{Z} \Pi$ and the elements of $\Pi$ are linearly independent. In this case, $\Pi$ is a basis of $V$ and $\mathbb{Z} R=\mathbb{Z} \Pi$. Thus (GR1) holds.

## 3. The minimal quotient $\operatorname{cl}(R)$

In this section $V$ is a complex $(l+k)$-dimensional vector space endowed with a degenerate symmetric bilinear form $(-,-)$ with a $k$-dimensional kernel, and $R \subset V$ is a GRRS. The map $c l$ is the canonical map $V \rightarrow V / \operatorname{Ker}(-,-)$. By Corollary 2.1.1 (i), $\operatorname{cl}(R)$ is a WGRS in $V / \operatorname{Ker}(-,-)$.
3.1. Gaps. Consider the case when $\operatorname{dim} \operatorname{Ker}(-,-)=1$. From (GR1) it follows that $\mathbb{Z} R \cap \operatorname{Ker}(-,-)=\mathbb{Z} \delta$ for some (may be zero) $\delta$.

For each $\alpha \in \operatorname{cl}(R)$ one has $\left(c l^{-1}(\alpha) \cap R\right) \subset\left\{\alpha^{\prime}+\mathbb{Z} \delta\right\}$ for some $\alpha^{\prime} \in R$. If $\delta \neq 0$, we call $g(\alpha) \in \mathbb{Z}_{\geq 0}$ the gap of $\alpha$ if

$$
c l^{-1}(\alpha) \cap R=\left\{\alpha^{\prime}+\mathbb{Z} g(\alpha) \delta\right\}
$$

for some $\alpha^{\prime} \in R$. If $\delta=0$ we set $g(\alpha):=0$ (in this case $c l^{-1}(\alpha) \cap R$ contains only one element).

Observe that the set of gaps is an invariant of the root system. The gaps have the following properties:
(i) $g(\alpha)$ is defined for all non-isotropic $\alpha \in \operatorname{cl}(R)$;
(ii) $g(\alpha)$ are $W(c l(R)$ )-invariant (if $g(\alpha)$ is defined, then $g(w \alpha)$ is defined and $g(w \alpha)=$ $g(\alpha)$ for each $w \in W(c l(R)))$;
(iii) if $\alpha, \beta \in \operatorname{cl}(R)$ are non-isotropic, then $k_{\alpha, \beta} g(\alpha) \in \mathbb{Z} g(\beta)$;
(iv) if $\operatorname{cl}(R)$ is a GRRS, then $g(\alpha)$ are defined for all $\alpha \in c l(R)$ and $g(\alpha)$ are $G W(c l(R))$-invariant (see § 1.2.4 for notation).

The properties (i)-(iii) are standard (we give a short proof in § 3.1.1); (iv) will be established in Proposition 3.4.1.
3.1.1. Let us show that $g(\alpha)$ satisfies (i)-(iii). Fix a non-isotropic $\alpha^{\prime} \in R$ and set

$$
M:=\left\{k \in \mathbb{Z} \mid \alpha^{\prime}+k \delta \in R\right\} .
$$

For each $x, y, z \in \operatorname{Ker}(-,-)$ and $m \in \mathbb{Z}$ one has

$$
\begin{equation*}
\left(r_{\alpha^{\prime}+x} r_{\alpha^{\prime}+y}\right)^{m}\left(\alpha^{\prime}+z\right)=\alpha^{\prime}+2 m(x-y)+z . \tag{4}
\end{equation*}
$$

Thus for each $p, q, r \in M$ one has $2 \mathbb{Z}(p-q)+r \subset M$. Note that $0 \in M$ (since $\alpha^{\prime} \in R$ ). Taking $q=0$ and $r=0$ or $r=p$, we get $\mathbb{Z} p \subset M$. Hence $M=\mathbb{Z} k$ for some $k \in \mathbb{Z}$. This gives (i). Combining $r_{\alpha^{\prime}}(\beta+p \delta)=r_{\alpha^{\prime}} \beta+p \delta$ (for any $\beta \in R$ ) and the fact that $W(R)$ is generated by the reflections $r_{\beta}$ with non-isotropic $\beta \in R$, we obtain (ii).

For (iii) take $\alpha, \beta \in \operatorname{cl}(R)$. Notice that $g(\alpha), g(\beta)$ are defined by (i); by (ii) $g\left(r_{\alpha} \beta\right)=$ $g(\beta)$. Take $\alpha^{\prime}, \beta^{\prime} \in R$ such that $\operatorname{cl}\left(\alpha^{\prime}\right)=\alpha$ and $\operatorname{cl}\left(\beta^{\prime}\right)=\beta$. Since $r_{\alpha^{\prime}+k \delta}\left(\beta^{\prime}\right)=r_{\alpha^{\prime}} \beta^{\prime}+$ $a_{\alpha, \beta} k \delta$ we have $a_{\alpha, \beta} g(\alpha) \in \mathbb{Z} g(\beta)$ as required.
3.2. Construction of $\boldsymbol{R}^{\prime} \subset \boldsymbol{c l}(\boldsymbol{R})$. For the rest of this section fix:

$$
L:=\mathbb{Z} R \cap \operatorname{Ker}(-,-)
$$

From (GR1) it follows that $L=\sum_{i=1}^{s} \mathbb{Z} \delta_{i}$, for some linearly independent $\delta_{1}, \ldots, \delta_{s} \in$ $\operatorname{Ker}(-,-)$. In Lemma 3.4 it will be shown that $s=\operatorname{dim} \operatorname{Ker}(-,-)$.

Since $R$ spans $V$, there exists $X:=\left\{v_{1}, \ldots, v_{l}\right\} \subset R$ whose images form a basis of $V / \operatorname{Ker}(-,-)$. We fix $X$ and identify $V / \operatorname{Ker}(-,-)$ with the vector space $V^{\prime} \subset V$ spanned by $v_{1}, \ldots, v_{l}$; then $V=V^{\prime} \oplus \operatorname{Ker}(-,-)$ and $c l: V \rightarrow V^{\prime}$ is the projection; in particular, $\operatorname{cl}(R)$ is a WGRS in $V^{\prime}$. The restriction of $(-,-)$ to $V^{\prime}$ is non-degenerate, so by Lemma 1.8 .1 (ii), the set $X$ generates a subsystem $R^{\prime}$ in $R$.
3.3. Construction of $\boldsymbol{F}(\boldsymbol{\alpha})$. For each $\alpha \in V^{\prime}$ we introduce

$$
F(\alpha):=\{v \in \operatorname{Ker}(-,-) \mid \alpha+v \in R\} .
$$

Notice that $F(\alpha)$ is non-empty if and only if $\alpha \in \operatorname{cl}(R)$. For each $\alpha \in \operatorname{cl}(R)$ one has

$$
\begin{equation*}
F(\alpha) \subset L+\delta_{\alpha} \text { for some } \delta_{\alpha} \text { where } \delta_{\alpha}=0 \text { iff } \alpha \in R^{\prime} \tag{5}
\end{equation*}
$$

3.4. Lemma. If $\operatorname{cl}(R) \subset \mathbb{Z} X$, then $R \subset \operatorname{cl}(R)+L=\operatorname{cl}(R)^{(k)}$ for $k:=\operatorname{dim} \operatorname{Ker}(-,-)$ and $\operatorname{dim} \operatorname{Ker}(-,-)=\operatorname{rankL}$.

Proof. Clearly, $c l(R)+L=c l(R)^{(s)}$, where $s=\operatorname{rankL}$. Fix $\alpha \in R$ and set $\mu:=\alpha-c l(\alpha)$. Then $\mu \in \operatorname{Ker}(-,-)$ and $\mu \in \mathbb{Z} R$, since $\operatorname{cl}(R) \subset \mathbb{Z} R$. Therefore $\mu \in L$. This gives $R \subset \operatorname{cl}(R)+L$. Since $R$ spans $V, s=\operatorname{dim} \operatorname{Ker}(-,-)$ as required.
3.4.1. Proposition. For each $\alpha \in \operatorname{cl}(R)$ one has
(i) $F(-\alpha)=-F(\alpha)$;
(ii) $F(w \alpha)=F(\alpha)$ for all $w \in W\left(R^{\prime}\right)$;
(iii) $F(\alpha)=-F(\alpha)$ if $\alpha$ is non-isotropic;
(iv) if $\operatorname{cl}(R)$ is a GRRS, then for each $\alpha \in R^{\prime}$ one has $F(\alpha)=-F(\alpha)$ and $F(w \alpha)=$ $F(\alpha)$ for each $w \in G W\left(R^{\prime}\right)$.

Proof. The inclusion $R^{\prime} \subset R$ implies (ii). The formula $R=-R$ implies (i); (iii) follows from (i) and (ii).

For (iv) let $R^{\prime}$ be a GRRS. Let us show that for each $\alpha, \beta \in R^{\prime}$ one has $F\left(r_{\beta} \alpha\right)=F(\alpha)$. Clearly, this holds if $r_{\beta} \alpha=\alpha$; by (ii) this holds if $\beta$ is non-isotropic. Since $r_{\beta}$ is an involution, it is enough to verify that

$$
\begin{equation*}
F\left(r_{\beta} \alpha\right) \subset F(\alpha) \text { for isotropic } \beta \in R^{\prime} \tag{6}
\end{equation*}
$$

Assume that $r_{\beta} \alpha=\alpha+\beta$. Then $\alpha+\beta \in R^{\prime} \subset c l(R)$, so $\alpha-\beta \notin \operatorname{cl}(R)$ by $\S 1.2 .6$ (since $\operatorname{cl}(R)$ is a GRRS). Take $v \in F(\alpha)$. Then $\alpha+v \in R$, so $r_{\beta}(\alpha+v) \in R$. Since $c l(\alpha+v-\beta)=\alpha-\beta \notin c l(R)$, one has $r_{\beta}(\alpha+v)=\alpha+v+\beta$, so $v \in F\left(r_{\beta} \alpha\right)$ as required. The case $r_{\beta} \alpha=\alpha-\beta$ is similar.

Thus we established the formula $F\left(r_{\beta} \alpha\right)=F(\alpha)$ for $\alpha \neq \pm \beta$. By Lemma 2.2.1 there exists $\gamma \in R^{\prime}$ such that $r_{\gamma} \beta$ is non-isotropic. By (iii) $F\left(r_{\gamma} \beta\right)=-F\left(r_{\gamma} \beta\right)$. By above, $F(\beta)=F\left(r_{\gamma} \beta\right)$ (since $r_{\gamma} \beta \neq \pm \beta$ ). Hence $F(\beta)=F(-\beta)$. This completes the proof of (6) and of (iv).
3.4.2. Lemma. For any $\alpha, \beta \in \operatorname{cl}(R)$ such that $r_{\alpha}$ is well-defined and $r_{\alpha} \beta=\alpha+\beta$ one has

$$
\begin{equation*}
F(\alpha+\beta)=F(\alpha)+F(\beta) \tag{7}
\end{equation*}
$$

Proof. Observe that $F(\alpha+\beta)=F(\alpha)+F(\beta)$ holds if for any $x \in F(\alpha), y \in F(\beta)$ and $z \in F(\alpha+\beta)$ one has

$$
r_{\alpha+x}(\beta+y)=\alpha+\beta+x+y, \quad r_{\alpha+x}(\alpha+\beta+z)=\beta+z-x
$$

If $\alpha$ is non-isotropic, then $\alpha+x$ is also non-isotropic and the above formulae follow from the definition of $r_{\alpha+x}$. If $\alpha$ is isotropic and $r_{\alpha}$ is well-defined, then, by $\S$ 1.2.6, $\beta-\alpha, \beta+2 \alpha \notin \operatorname{cl}(R)$ (since $\beta, \alpha+\beta \in \operatorname{cl}(R)$ ), which implies the above formulae. Thus (7) holds.

### 3.4.3. Corollary. Assume that

- $\operatorname{cl}(R)=R^{\prime}$;
- $\operatorname{cl}(R)$ is a GRRS and $\operatorname{cl}(R) \neq A_{1}$;
- $G W\left(R^{\prime}\right)$ acts transitively on $R^{\prime}$.

$$
\text { Then } R=R^{\prime}+L \text {, i.e. } R=\left(R^{\prime}\right)^{(s)}
$$

Proof. We claim that $R^{\prime}$ contains two roots $\alpha$, $\beta$ with $r_{\alpha} \beta=\alpha+\beta$. Indeed, if $R$ contains an isotropic root $\alpha$, then it also contains $\beta$ such that $(\alpha, \beta) \neq 0$, so $r_{\alpha} \beta \in\{\beta \pm \alpha\}$, so one of the pairs $(\alpha, \beta)$ or $(-\alpha, \beta)$ satisfies the required condition. If all roots in $R^{\prime}$ are
non-isotropic, then any non-orthogonal $\alpha^{\prime}, \beta^{\prime} \in R^{\prime}$ generate a finite root system, that is one of $A_{2}, C_{2}, B C_{2}$ and such root system contains $\alpha, \beta$ as required.

By Proposition 3.4.1 (iv) $F(\gamma)$ is the same for all $\gamma \in R^{\prime}$ and $F(\gamma)=-F(\gamma)$. Using (7) for the pair $\alpha, \beta$ as above, we conclude that $F(\alpha)$ is a subgroup of $\operatorname{Ker}(-,-)$, so $F(\alpha)=\mathbb{Z} F(\alpha)$. This implies $\mathbb{Z} R \cap \operatorname{Ker}(-,-)=F(\alpha)$, that is $F(\alpha)=L$ as required.

## 4. Case when $\operatorname{cl}(R)$ is finite and is generated by a basis of $\operatorname{cl}(V)$

In this section we classify the irreducible GRRSs $R$ with a finite $c l(R)$ generated by a basis of $\operatorname{cl}(V)$.

Combining § 1.4.2, 1.8.2, we conclude that if $(-,-)$ is non-degenerate, then $R$ is a root system of a basic classical Lie superalgebra $\mathfrak{g} \neq \mathfrak{p s l}(n, n), \mathfrak{o s p}(1,2 n)$, i.e. $c l(R)$ is from the following list:
classical root systems : $A_{n}, B_{n}, C_{n}, D_{n}, E_{6}, E_{7}, E_{8}, F_{4}, G_{2}$,
$A(m, n) m \neq n, B(m, n), m, n \geq 1 ; C(n), D(m, n), m, n \geq 2 ; D(2,1, a), F(4), G(3)$.

If the form $(-,-)$ is degenerate, then $\operatorname{cl}(R)$ is from the list (8); the classification is given by the following theorem.
4.1. Theorem. Let $R \subset V$ be a $G R R S$ and

$$
k=\operatorname{dim} \operatorname{Ker}(-,-)>0 .
$$

(i) If $\operatorname{cl}(R)$ is one of the following GRRSs

$$
\begin{aligned}
& A_{n}, n \geq 2, D_{n}, n \geq 4, E_{6}, E_{7}, E_{8} ; \\
& A(m, n) m \neq n ; C(n), D(m, n), m \geq 2, n \geq 1 ; D(2,1, a), F(4), G(3)
\end{aligned}
$$

then $R$ is the affinization of $\operatorname{cl}(R): R=\operatorname{cl}(R)^{(k)}$.
(ii) The isomorphism classes of GRRSs $R$ with $c l(R)=A_{1}$ are in one-to-one correspondence with the equivalence classes of the subsets $S$ of the affine space $\mathbb{F}_{2}^{k}$ containing an affine base of $\mathbb{F}_{2}^{k}$, up to affine automorphisms of $\mathbb{F}_{2}^{k}$.
(iii) If $\operatorname{cl}(R)=G_{2}, F_{4}$, then $R$ is of the form $R(s)$ for $s=0, \ldots, k$

$$
\begin{aligned}
R(s):= & \left\{\alpha+\sum_{i=1}^{k} \mathbb{Z} \delta_{i} \mid \alpha \in \operatorname{cl}(R) \text { is short }\right\} \\
& \cup\left\{\alpha+\sum_{i=1}^{s} \mathbb{Z} \delta_{i}+\sum_{i=s+1}^{k} \mathbb{Z} r \delta_{i} \mid \alpha \in \operatorname{cl}(R) \text { is long }\right\}
\end{aligned}
$$

where $\left\{\delta_{i}\right\}$ is a basis of $\operatorname{Ker}(-,-)$ and $r=2$ for $F_{4}$ and $r=3$ for $G_{2}$. The GRRSs $R(s)$ are pairwise non-isomorphic.
(iv) The GRRSs $R$ with $\operatorname{cl}(R)=C_{2}$ are parametrized by the pairs $\left(S_{1}, S_{2}\right)$, where $S_{i}$ are subsets of the affine space $\mathbb{F}_{2}^{k}$ containing zero such that
(1) $S_{1}$ contains an affine base of $\mathbb{F}_{2}^{k}$,
(2) $S_{1}+S_{2} \subset S_{1}$.

Moreover, $R\left(S_{1}, S_{2}\right) \cong R\left(S_{1}^{\prime}, S_{2}^{\prime}\right)$ if and only if for $i=1,2$ one has $S_{i}^{\prime}=\phi\left(S_{i}\right)+a_{i}$, where $\phi \in G L\left(\mathbb{F}_{2}^{k}\right)$ and $a_{1}, a_{2} \in \mathbb{F}_{2}^{k}$ (so $v \mapsto \phi(v)+a_{i}$ is an affine automorphism of $\mathbb{F}_{2}^{k}$ ).
(v) The isomorphism classes of GRRSs $R$ with $\operatorname{cl}(R)=B_{n}, C_{n}, n \geq 3, B(m, n)$, $m, n \geq 1$ are in one-to-one correspondence with the equivalence classes of nonempty subsets $S$ of the affine space $\mathbb{F}_{2}^{k}$ up to affine automorphisms of $\mathbb{F}_{2}^{k}$.
4.1.1. Remarks. In (ii), (iv) we mean that $R(S) \cong R\left(S^{\prime}\right)$ for $S, S^{\prime} \subset \mathbb{F}_{2}^{k}$ if and only if $S^{\prime}=\psi(S)$ for some affine automorphism $\psi$.

Notice that all above GRRSs are infinite (so affine).
Observe that (i) corresponds to the case when $W G(c l(R))$ acts transitively on $\operatorname{cl}(R)$ and $\operatorname{cl}(R) \neq A_{1}$. For $\operatorname{cl}(R)=B_{n}, C_{n} F_{4}, G_{2}$ and $B(m, n), m, n \geq 1, \operatorname{cl}(R)$ has two $G W\left(c l(R)\right.$ )-orbits (see $\S 1.2 .4$ for notation). We denote these orbits by $O_{1}, O_{2}$, where $O_{1}$ (resp., $O_{2}$ ) is the set of short (resp., long) roots for $C_{n}, F_{4}, G_{2}$ and $O_{1}=D_{m}, D(m, n)$ for $B_{m}, B(m, n)$ respectively (and $O_{2}$ is the set of short roots in both cases).
4.2. Description of $\boldsymbol{R}(\boldsymbol{S})$. In order to describe the above correspondences in (ii)-(iv) between GRRSs and subsets in $\mathbb{F}_{2}^{k}$ we fix a free abelian group $L \subset \operatorname{Ker}(-,-)$ of rank $k$ and denote by $\iota_{2}$ the canonical map $\iota_{2}: L \rightarrow L / 2 L \cong \mathbb{F}_{2}^{k}$ and by $\iota_{2}^{-1}$ the preimage of $S \subset \mathbb{F}_{2}^{k}$ in $L$.
4.2.1. Case when $\boldsymbol{S} \subset \mathbb{F}_{\boldsymbol{2}}^{\boldsymbol{k}}$ contains zero. For $\operatorname{cl}(R)=A_{1}=\{ \pm \alpha\}$ (case (ii)) one has

$$
R(S):=\left\{ \pm \alpha+\iota_{2}^{-1}(S)\right\}
$$

For $\operatorname{cl}(R)=C_{n}$ one has

$$
\begin{array}{ll}
R\left(S_{1}, S_{2}\right):=\left\{\alpha+\iota_{2}^{-1}\left(S_{1}\right) \mid \alpha \in O_{1}\right\} \cup\left\{\alpha+\iota_{2}^{-1}\left(S_{2}\right) \mid \alpha \in O_{2}\right\} & \text { for } n=2, \\
R(S):=\left\{\alpha+L \mid \alpha \in O_{1}\right\} \cup\left\{\alpha+\iota_{2}^{-1}(S) \mid \alpha \in O_{2}\right\} & \text { for } n>2 .
\end{array}
$$

In these cases $L:=\mathbb{Z} R \cap \operatorname{Ker}(-,-)$.
For $c l(R)=B_{n}, n \geq 3, B(m, n), m, n \geq 1$ we take

$$
R(S):=\left\{\alpha+2 L \mid \alpha \in O_{1}\right\} \cup\left\{\alpha+\iota_{2}^{-1}(S) \mid \alpha \in O_{2}\right\}
$$

4.2.2. Now assume that $S \subset \mathbb{F}_{2}^{k}$ is an arbitrary non-empty set. Take any $s \in S$ and consider a set $S(s):=S-s$. The set $S(s)$ contains zero (and contains an affine basis for $\mathbb{F}_{2}^{k}$ if $S$ contained such a basis), so $R(S-s)$ is defined above. We set $R(S, s):=R(S-s)$. The sets $S(s)$ (for different choices of $s$ ) are conjugated by affine automorphism, so, as
we will show in § 4.4, the GRRSs corresponding to different choices of $s$ are isomorphic: $R\left(S, s^{\prime}\right) \cong R\left(S, s^{\prime \prime}\right)$ for any $s^{\prime}, s^{\prime \prime} \in S$ (in other words, $R(S):=R(S, s)$ is defined up to an isomorphism).
4.3. Proof of Theorem 4.1. The rest of this section is devoted to the proof of Theorem 4.1. We always assume that $0 \in S$. Considering $B_{n}$ (reps., $B(m, n)$ ) we always assume that $n \geq 3$ (resp., $m, n \geq 1$ ).
4.3.1. Recall that $c l(R)$ is generated (as a GRRS) by a basis $\Pi$ of $c l(V)$. We take $X:=\Pi$ in the construction of $R^{\prime}$ (see §3.2). We obtain $R^{\prime}=\operatorname{cl}(R)$, so $\operatorname{cl}(R) \subset R$. Using Lemma 3.4 we obtain

$$
c l(R) \subset R \subset c l(R)^{(k)}
$$

4.3.2. It is easy to verify that if $c l(R)$ is as in (i), then $W G(c l(R))$ acts transitively on $c l(R)$, so (i) follows from Corollary 3.4.3.
4.3.3. Case $\operatorname{cl}(\boldsymbol{R})=\boldsymbol{A}_{\boldsymbol{1}}$. Let $\operatorname{cl}(R)=A_{1}=\{ \pm \alpha\}$; set $L:=\mathbb{Z} R \cap \operatorname{Ker}(-,-)$. Then $R \subset \operatorname{cl}(R)^{(k)}$ and so, by (GR1), $L$ is a free group of rank $k$. If $k=1$, then $R=A_{1}^{(1)}$ by $\S$ 3.1. Consider the case $k>1$. Recall that $R=\{ \pm(\alpha+H)\}$, where $H \subset L$ contains 0 , so (GR1) is equivalent to the condition that $H$ contains a basis of $L$. For each $x, y \in$ $\operatorname{Ker}(-,-)$ one has $r_{\alpha+x}(\alpha+y)=-\alpha+y-2 x$, so (GR2) is equivalent to $2 x-y \in H$ for each $x, y \in H$, that is $H+2 L \subset H$. Hence $H$ is a set of equivalence classes of $L / 2 L=\mathbb{F}_{2}^{k}$ which contains 0 and a basis of $\mathbb{F}_{2}^{k}$.

View $\mathbb{F}_{2}^{k}$ as an affine space. Recall that an affine basis of a $k$-dimensional affine space $\mathbb{F}^{k}$ is a collection of points $x_{1}, \ldots, x_{k+1}$ such that any point $y \in \mathbb{F}^{k}$ is of the form $\sum_{i=1}^{k+1} \lambda_{i} x_{i}$ for some $\lambda_{i} \in \mathbb{F}$ with $\sum_{i=1}^{k+1} \lambda_{i}=1$. We conclude that $R=\{ \pm(\alpha+H)\}$ is a GRRS if and only if the set $S:=\iota_{2}(H) \subset \mathbb{F}_{2}^{k}$ has the following properties: $0 \in S$ and $S$ contains an affine basis of $\mathbb{F}_{2}^{k}$.
4.3.4. Construction of $\boldsymbol{H}_{\mathbf{1}}, \boldsymbol{H}_{\mathbf{2}}$. Assume that $W G(c l(R))$ does not act transitively on $c l(R)$. Then $c l(R)$ has two orbits $O_{1}$ and $O_{2}$, see above. By Proposition 3.4.1 one has

$$
R=\left\{\alpha+H_{1} \mid \alpha \in O_{1}\right\} \cup\left\{\alpha+H_{2} \mid \alpha \in O_{2}\right\}
$$

where $H_{1}, H_{2} \subset \operatorname{Ker}(-,-)$ and $0 \in H_{1}, H_{2}($ since $\operatorname{cl}(R) \subset R)$.
Except for the case $\operatorname{cl}(R)=C_{2}$ the orbit $O_{1}$ is an irreducible GRRS with the transitive action of $W G\left(O_{1}\right)$ (one has $O_{1}=D_{n}$ for $B_{n}, C_{n}, F_{4}, O_{1}=D(m, n)$ for $B(m, n)$ and $O_{1}=A_{2}$ for $G_{2}$ ). Combining Lemma 1.5.1 and (i), we obtain that $H_{1}$ is a free abelian subgroup of $\operatorname{Ker}(-,-)$ if $\operatorname{cl}(R) \neq C_{2}$. We introduce $L$ as follows:

$$
L:= \begin{cases}H_{1} & \text { for } \operatorname{cl}(R) \neq C_{2}, B(m, n), B_{n}  \tag{9}\\ \frac{1}{2} H_{1} & \text { for } \operatorname{cl}(R)=B(m, n), B_{n} \\ \mathbb{Z} R \cap \operatorname{Ker}(-,-) & \text { for } \operatorname{cl}(R)=C_{2}\end{cases}
$$

4.3.5. Cases $\boldsymbol{c l}(\boldsymbol{R})=\boldsymbol{F}_{\mathbf{4}}$ and $\boldsymbol{c l}(\boldsymbol{R})=\boldsymbol{G}_{\mathbf{2}}$. For these cases $O_{2} \cong O_{1}$, so $O_{2}$ is also an irreducible GRRS with the transitive action of $W G\left(O_{2}\right)$, and thus $H_{2}$ is a free abelian subgroup of $\operatorname{Ker}(-,-)$. One readily sees that (GR2) is equivalent to

$$
H_{2}+r H_{1}, H_{2}+H_{2} \subset H_{2}, \quad H_{1}+H_{2} \subset H_{1}
$$

where $r=2$ for $F_{4}$ and $r=3$ for $G_{2}$. This gives $r L \subset H_{2} \subset L$, so $H_{2} /(r L)$ is an additive subgroup of $\mathbb{F}_{r}^{k}$. Thus $H_{2} /(r L) \cong \mathbb{F}_{r}^{s}$ for some $0 \leq s \leq k$ and $s$ is an invariant of $R$. This establishes (iii).
4.3.6. Case $\boldsymbol{c l}(\boldsymbol{R})=\boldsymbol{C}_{\boldsymbol{n}}$. Take $n>2$. One readily sees that (GR2) is equivalent to

$$
H_{2}+2 H_{1}, H_{2}+2 H_{2} \subset H_{2}, \quad H_{1}+H_{2} \subset H_{1}
$$

Since $H_{1}=L$, we get $H_{2}+2 L \subset H_{2} \subset L$. Taking $S:=\iota_{2}\left(H_{2}\right)$, we obtain $R \cong R(S)$.
Take $n=2$. In this case (GR2) is equivalent to

$$
H_{1}+H_{2}, H_{1}+2 H_{1} \subset H_{1}, H_{2}+2 H_{1}, H_{2}+2 H_{2} \subset H_{2}
$$

Since $0 \in H_{1}$, we obtain $H_{2} \subset H_{1}$, so $L=\mathbb{Z} R \cap \operatorname{Ker}(-,-)$ is spanned by $H_{1}$. Thus (GR2) is equivalent to $H_{i}+2 L \subset H_{i}$ for $i=1,2$ and $H_{1}+H_{2} \subset H_{1}$. Taking $S_{i}:=\iota_{2}\left(H_{i}\right)$ for $i=1,2$, we obtain $R \cong R\left(S_{1}, S_{2}\right)$ as required.
4.3.7. Cases $\boldsymbol{c l}(\boldsymbol{R})=\boldsymbol{B}_{\boldsymbol{n}}$ and $\boldsymbol{c l}(\boldsymbol{R})=\boldsymbol{B}(\boldsymbol{m}, \boldsymbol{n})$. One readily sees that (GR2) is equivalent to

$$
H_{2}+2 H_{2}, H_{2}+H_{1} \subset H_{2}, \quad H_{1}+2 H_{2} \subset H_{1} .
$$

Since $H_{1}=2 L$, we get $H_{2} \subset L$ and $H_{2}+2 L \subset H_{2}$. Taking $S:=\iota_{2}\left(H_{2}\right)$, we obtain $R \cong R(S)$.
4.4. Isomorphisms $\boldsymbol{R}(\boldsymbol{S}) \cong \boldsymbol{R}\left(\boldsymbol{S}^{\prime}\right)$. It remains to verify that in (ii)-(v) one has $R(S) \cong$ $R\left(S^{\prime}\right)$ if and only if $S=\psi\left(S^{\prime}\right)$ for some affine transformation $\psi$ (for $C_{2}$ we have $S_{i}=$ $\psi\left(S_{i}^{\prime}\right)$ for $\left.i=1,2\right)$.
4.4.1. Let $R(S) \subset V, R\left(S^{\prime}\right) \subset V^{\prime}$ be two isomorphic GRRSs and let $\phi: V \xrightarrow{\sim} V^{\prime}$ with $\phi(R(S))=R\left(S^{\prime}\right)$ be the isomorphism. Define $L, L^{\prime}$ and $H_{i}, H_{i}^{\prime}(i=1,2)$ for $R(S)$ and $R\left(S^{\prime}\right)$ as above (for $\operatorname{cl}(R)=A_{1}$ we set $O_{1}:=O_{2}:=A_{1}$ and $H_{1}:=H_{2}:=H$ ). From (9) one has $\phi(L)=L^{\prime}$ and thus $\phi(2 L)=2 L^{\prime}$, so $\phi$ induces a linear isomorphism $\phi_{2}: \mathbb{F}_{2}^{k} \xrightarrow{\sim} \mathbb{F}_{2}^{k}$ such that $\iota_{2}^{\prime} \circ \phi=\phi_{2} \circ \iota_{2}\left(\right.$ where $\iota_{2}: L / 2 L \xrightarrow{\sim} \mathbb{F}_{2}^{k}$ and $\iota_{2}^{\prime}: L^{\prime} / 2 L^{\prime} \xrightarrow{\sim} \mathbb{F}_{2}^{k}$ are the natural isomorphisms).

By the above construction, $R(S)$ and $R\left(S^{\prime}\right)$ contain $\operatorname{cl}(R(S)) \cong \operatorname{cl}\left(R\left(S^{\prime}\right)\right)$. Take $\alpha \in$ $O_{2} \in \operatorname{cl}(R(S))$ and let $\alpha^{\prime}$ be the corresponding element in $\operatorname{cl}\left(R\left(S^{\prime}\right)\right)$. Then $\phi(\alpha)=\alpha^{\prime}+v$
for some $v \in H_{2}^{\prime}$. Since $\phi$ is linear, $\phi(\alpha+x)=\alpha^{\prime}+v+\phi(x)$ for each $x \in L$. This implies $H_{2}^{\prime}=v+\phi\left(H_{2}\right)$, that is

$$
S^{\prime}=\iota_{2}^{\prime}\left(H_{2}^{\prime}\right)=\iota_{2}^{\prime}(v)+\iota_{2}^{\prime}\left(\phi\left(H_{2}\right)\right)=\iota_{2}^{\prime}(v)+\phi_{2}\left(\iota_{2}\left(H_{2}\right)\right)=\iota_{2}^{\prime}(v)+\phi_{2}(S)
$$

This shows that $S^{\prime}$ is obtained from $S$ by an affine automorphism $\psi:=\iota_{2}^{\prime}(v)+\phi_{2}$ of $\mathbb{F}_{2}^{k}$ as required.

For the case $\operatorname{cl}(R)=C_{2}$ the above argument gives $S_{i}^{\prime}=a_{i}+\phi_{2}\left(S_{i}\right)$ for some $a_{i} \in S_{i}^{\prime}$ ( $i=1,2$ ).
4.4.2. Let $R(S), R\left(S^{\prime}\right) \subset V$ be two GRRSs with $\operatorname{cl}(R(S))=c l\left(R\left(S^{\prime}\right)\right)$ (and the same $L$ ), and let $S^{\prime}=\psi_{2}(S)+\bar{a}$ if $c l(R) \neq C_{2}$ (resp., $S_{i}=\psi_{2}(S)+\bar{a}_{i}$ for $i=1,2$ if $\left.\operatorname{cl}(R) \neq C_{2}\right)$, where $a \in L$ and $\bar{a} \in \mathbb{F}_{2}^{k}=L / 2 L$ (resp., $a_{i} \in L$ and $\bar{a} \in \mathbb{F}_{2}^{k}$ ) and $\psi_{2}$ is a linear automorphism of $\mathbb{F}_{2}^{k}$. Fix a linear isomorphism $\psi: L \rightarrow L$ such that $\iota_{2} \circ \psi=\psi_{2} \circ \iota_{2}$.

Recall that $V=\operatorname{Ker}(-,-) \oplus \mathbb{C} \Pi$, where $\operatorname{Ker}(-,-)=L \otimes_{\mathbb{Z}} \mathbb{C}$ and $\Pi \subset \operatorname{cl}(R(S))=$ $\operatorname{cl}\left(R\left(S^{\prime}\right)\right)$ is linearly independent in $V$. Extend $\psi$ to a linear automorphism of $V$ by putting $\psi(\alpha):=\alpha+a$ for each $\alpha \in \Pi \cap O_{2}$ and $\psi(\alpha):=\alpha$ for each $\alpha \in \Pi \cap O_{1}$ if $c l(R) \neq A_{1}, C_{2}$ (resp., $\psi(\alpha):=\alpha+a$ for $\alpha \in \Pi$ if $c l(R)=A_{1}$ and $\psi(\alpha):=\alpha+a_{i}$ for each $\alpha \in \Pi \cap O_{i}$, where $i=1,2$ for $\left.\operatorname{cl}(R)=C_{2}\right)$. One readily sees that $\psi$ preserves $(-,-)$ and $\psi(R(S))=R\left(S^{\prime}\right)$. Thus $R(S) \cong R\left(S^{\prime}\right)$ (resp., $R\left(S_{1}, S_{2}\right) \cong R\left(S_{1}^{\prime}, S_{2}^{\prime}\right)$ ) as required.

## 5. Case when $\operatorname{cl}(R)$ is the root system of $\mathfrak{p s l}(n+1, n+1)$ for $n>1$

In this section we describe $R$ such that $\operatorname{cl}(R)$ is the root system of $\mathfrak{p s l}(n+1, n+1)$ for $n>1$.
5.1. Description of $\boldsymbol{A}(\boldsymbol{n}, \boldsymbol{n}), \boldsymbol{A}(\boldsymbol{n}, \boldsymbol{n})_{\boldsymbol{f}}, \boldsymbol{A}(\boldsymbol{n}, \boldsymbol{n})_{\boldsymbol{x}}$. A finite GRRS $A(n, n) \subset V$ can be described as follows. Let $V_{1}$ be a complex vector space endowed with a symmetric bilinear form and an orthogonal basis $\varepsilon_{1}, \ldots, \varepsilon_{2 n+2}$ such that $\left(\varepsilon_{i}, \varepsilon_{i}\right)=-\left(\varepsilon_{n+1+i}, \varepsilon_{n+1+i}\right)=1$ for $i=1, \ldots, n+1$. One has

$$
A(n, n)=\left\{\varepsilon_{i}-\varepsilon_{j}\right\}_{i \neq j}, \quad V=\left\{\sum_{i=1}^{2 n+2} a_{i} \varepsilon_{i} \mid \sum_{i=1}^{2 n+2} a_{i}=0\right\}
$$

where the reflection $r_{\varepsilon_{i}-\varepsilon_{j}}$ is the restriction of the linear map $\tilde{r}_{\varepsilon_{i}-\varepsilon_{j}} \in \operatorname{End}\left(V_{1}\right)$ which interchanges $\varepsilon_{i} \leftrightarrow \varepsilon_{j}$ and preserves all other elements of the basis. One readily sees that $A(n, n) \subset V$ is a finite GRRS; it is the root system of the Lie superalgebra $\mathfrak{p g l}(n+1, n+1)$ ( $V_{1}$ corresponds to $\mathfrak{h}^{*}$, where $\mathfrak{h}$ is a Cartan subalgebra of $\mathfrak{g l}(n+1, n+1)$ and $V \subset V_{1}$ is dual to the Cartan subalgebra of $\mathfrak{p g l}(n+1, n+1))$. The kernel of the bilinear form on $V$ is spanned by

$$
I:=\sum_{i=1}^{n+1}\left(\varepsilon_{i}-\varepsilon_{n+1+i}\right)
$$

The root system of $\mathfrak{p s l}(n+1, n+1)$ is the quotient of $A(n, n)$ by $\mathbb{C} I$ (it is a bijective quotient if $n>1$ ); we denote it by $A(n, n)_{f}: A(n, n)_{f}:=\operatorname{cl}(A(n, n))$. Recall that $A(n, n)_{f}$ is a GRRS if and only if $n>1$ and $A(1,1)_{f}$ is a WGRS (denoted by $C(1,1)$ in [6], see § 1.4.2).

Let $A(n, n)^{(1)} \subset V^{(1)}:=V \oplus \mathbb{C} \delta$ be the affinization of $A(n, n)$. We denote by $c l_{x}$ the canonical map

$$
c l_{x}: V \oplus \mathbb{C} \delta \rightarrow V_{x}:=(V \oplus \mathbb{C} \delta) / \mathbb{C}(I+x \delta)
$$

and by $A(n, n)_{x}$ the corresponding quotient of $A(n, n)^{(1)}$ :

$$
A(n, n)_{x}:=c l_{x}\left(A(n, n)^{(1)}\right)
$$

Note that $A(n, n)_{0}=\left(A(n, n)_{f}\right)^{(1)}$. The kernel of $(-,-)$ on $V_{x}$ is one-dimensional and

$$
\operatorname{cl}\left(A(n, n)_{x}\right) \cong A(n, n)_{f}
$$

Note that (GR1) holds for $A(n, n)_{x}$ only if $x \in \mathbb{Q}\left(\right.$ since $\left.c l_{x}(\delta), x c l_{x}(\delta) \in \mathbb{Z} A(n, n)_{x}\right)$. We will see that for $n>1$ this condition is sufficient: $A(n, n)_{x}$ is a GRRS if and only if $x \in \mathbb{Q}$; for $n=1$ integral values of $x$ should be excluded, see 5.2 below.
5.2. Description of $\boldsymbol{A}(\mathbf{1}, \mathbf{1})_{\boldsymbol{x}}, \boldsymbol{x} \in \mathbb{Q}$. Let $x=p / q$ be the reduced form $(p, q \in \mathbb{Z}, q>1$, $G C D(p, q)=1)$. Set $\delta^{\prime}:=c l_{x}(\delta) / q, e:=c l_{x}\left(\varepsilon_{1}-\varepsilon_{2}\right) / 2, d:=c l_{x}\left(\varepsilon_{3}-\varepsilon_{4}\right) / 2$; note that $\delta^{\prime}, e, d$ form an orthogonal basis of $V_{x}$ satisfying $\left(\delta^{\prime}, \delta^{\prime}\right)=0$ and $(e, e)=-(d, d)=1 / 2$. One has

$$
A(1,1)_{x}=\left\{ \pm 2 e+\mathbb{Z} q \delta^{\prime}, \pm 2 d+\mathbb{Z} q \delta^{\prime}, \pm e \pm d+(\mathbb{Z} q \pm p / 2) \delta^{\prime}\right\}
$$

and $\operatorname{cl}\left(A(1,1)_{x}\right)=A(1,1)_{f}=C(1,1)=\{ \pm 2 e, \pm 2 d, \pm e \pm d\}$.
Note that $\mathbb{Z} A(1,1)_{x} \cap \operatorname{Ker}(-,-)$ is $\mathbb{Z} \delta^{\prime}$ (since $G C D(p, q)=1$ ), so the non-isotropic roots in $C(1,1)$ has the gap $q$ (and the gap of isotropic roots is not defined). Observe that $A(1,1)_{x}$ is not a GRRS for $x \in \mathbb{Z}$, since $\alpha:=e+d+p / 2 \delta^{\prime}, \beta:=e-d-p / 2 \delta^{\prime}$ are isotropic non-orthogonal roots and $\alpha \pm \beta \in R$ which contradicts to (GR3), see $\S 1.2 .6$.
5.3. In this section we prove the following proposition describing the affine GRRSs $R$ with $\operatorname{cl}(R)=A(n, n)_{f}, n>1$.

## Proposition.

(i) $A(1,1)_{x}$ is a GRRS if and only if $x \in \mathbb{Q}, x \notin \mathbb{Z} . A(n, n)_{x}$ for $n>1$ is a GRRS if and only if $x \in \mathbb{Q}$.
(ii) Let $R$ be a GRRS with $\operatorname{dim} \operatorname{Ker}(-,-)=1$ and $\operatorname{cl}(R)=A(n, n)_{f}, n>1$. If $R$ is finite, then $R \cong A(n, n)$. If $R$ is infinite, then $R \cong A(n, n)_{x}$ for some $x \in \mathbb{Q}$.

For $n>1, A(n, n)_{x}$ is a bijective quotient of $A(n, n)^{(1)}$ and each $\alpha \in A(n, n)_{f}$ has the gap $q$. Moreover $A(n, n)_{x} \cong A(n, n)_{y}$ if and only if either $x+y$ or $x-y$ is integral.
(iii) If $R$ is a GRRS with $\operatorname{dim} \operatorname{Ker}(-,-)=k+1>1$ and $\operatorname{cl}(R)=A(n, n)_{f}, n>1$, then $R$ is isomorphic to $A(n, n)^{(k+1)}$ or to its bijective quotient $A(n, n)_{1 / q}^{(k)}$ for some $q \in$ $\mathbb{Z}_{>0}$. These GRRS are pairwise non-isomorphic. Moreover, $A(n, n)_{p / q}^{(k)} \cong A(n, n)_{1 / q}^{(k)}$ if $G C D(p, q)=1$.
5.3.1. Remark. Recall that $A(n, n)_{0}=A(n, n)_{f}^{(1)}$, so for each $p \in \mathbb{Z}$ one has $A(n, n)_{f}^{(k+1)} \cong A(n, n)_{p}^{(k)}$ for $k \geq 0$.
5.4. Proof. By above, $A(n, n)_{x}$ satisfies (GR1) only if $x \in \mathbb{Q}$ and, in addition, $x \notin \mathbb{Z}$ for $n=1$. One readily sees that the converse holds (these conditions imply (GR1)). Since $A(n, n)^{(1)}$ is a GRRS, its quotient $A(n, n)_{x}$ satisfies (GR0), (GR2) and (WGR3). Using $\S 1.2 .6$ it is easy to show that (GR3) does not hold if and only if $n=1$ and $x \in \mathbb{Z}$. This establishes (i).

It is easy to see that $A(n, n)_{x}$ is a bijective quotient of $A(n, n)^{(1)}$ for $n>1$.
5.4.1. Let $R$ be a GRRS with $\operatorname{cl}(R)=A(n, n)_{f}, n>1$. Set $L:=\operatorname{Ker}(-,-) \cap \mathbb{Z} R$; by (GR1) one has $L \cong \mathbb{Z}^{k+1}$, where $k+1=\operatorname{dim} \operatorname{Ker}(-,-)$.

Recall that $\tilde{\Pi}:=\left\{\varepsilon_{i}-\varepsilon_{i+1}\right\}_{i=1}^{2 n+1}$ is a set of simple roots for $A(n, n)$ and $\Pi:=\left\{\varepsilon_{i}-\right.$ $\left.\varepsilon_{i+1}\right\}_{i=1}^{2 n}$ is a set of simple roots for a GRRS $A(n, n-1)$. Applying the procedure described in $\S 3.2$ to $X:=\Pi$, we get $R^{\prime}=A(n, n-1)$. Let $V^{\prime}$ be the span of $R^{\prime}$. One has $V=\mathbb{C} I \oplus V^{\prime}$, so $R^{\prime}=A(n, n-1)$ can be naturally viewed as a subsystem of $A(n, n)_{f}$. Note that $A(n, n)_{f}$ has three $G W(A(n, n-1))$-orbits: $A(n, n-1)$ itself, $O_{1}:=\left\{\varepsilon_{i}-\varepsilon_{2 n}\right\}_{i=1}^{2 n-1}$ and $-O_{1}$. By Proposition 3.4.1 for $i \neq j<2 n$ one has

$$
F\left(\varepsilon_{i}-\varepsilon_{j}\right)=L^{\prime}, \quad F\left( \pm\left(\varepsilon_{i}-\varepsilon_{2 n}\right)\right)= \pm S
$$

where $S, L^{\prime} \subset L$ and, by Theorem 4.1 (since $n>1$ ), $L^{\prime}$ is a free group. By (7),

$$
S=L^{\prime}+S, \quad S+(-S)=L^{\prime}
$$

so $S=a+L^{\prime}$ for some $a \in L$. Note that $L=L^{\prime}+\mathbb{Z} a$.
If $a \notin \mathbb{Q} L^{\prime}$, then $L=L^{\prime} \oplus \mathbb{Z} a$. Extending the embedding $A(n-1, n) \rightarrow A(n, n)$ by $a \mapsto I$ we obtain the isomorphism $R \cong A(n, n)^{(k)}$. (If $k=0$, then $L^{\prime}=0$, so $R \cong A(n, n)$.)

If $a \in L^{\prime}$, then $S=-S=L$ and $R=\left(A(n, n)_{f}\right)^{(k+1)}=\left(A(n, n)_{0}\right)^{(k)}$.
Consider the remaining case $a \in \mathbb{Q} L^{\prime} \backslash L^{\prime}$. Take the minimal $q \in \mathbb{Z}_{>1}$ such that $q a \in L^{\prime}$ and the maximal $p \in \mathbb{Z}_{>0}$ such that $q a \in p L$. Then $G C D(p, q)=1$ and for $e:=\frac{q}{p} a$ we have:

$$
\begin{equation*}
L^{\prime}=\mathbb{Z} e \oplus L^{\prime \prime}, S=(p / q+\mathbb{Z}) e \oplus L^{\prime \prime}, L=\mathbb{Z} \frac{e}{q} \oplus L^{\prime \prime}, \text { where } L^{\prime \prime} \cong \mathbb{Z}^{k} \tag{10}
\end{equation*}
$$

Hence,

$$
R \cong\left(A(n, n) /\left(I-\frac{p}{q} \delta\right)\right)^{(k)}=\left(A(n, n)_{p / q}\right)^{(k)}
$$

5.4.2. Let us show that $A(n, n)_{x} \cong A(n, n)_{y}$ if either $x+y$ or $x-y$ is integral. Consider the linear endomorphisms $\psi, \phi \in \operatorname{End}(V \oplus \mathbb{C} \delta)$ defined by

$$
\psi(v):=v \text { for } v \in V ; \quad \psi(\delta):=-\delta
$$

and $\phi(\delta)=\delta$,

$$
\phi\left(\varepsilon_{i}-\varepsilon_{i+1}\right)=\varepsilon_{i}-\varepsilon_{i+1} \text { for } i=1, \ldots, 2 n ; \phi\left(\varepsilon_{2 n+1}-\varepsilon_{2 n+2}\right)=\varepsilon_{2 n+1}-\varepsilon_{2 n+2}+\delta .
$$

These endomorphisms preserve $(-,-)$ and $A(n, n)^{(1)}$. Since $\psi(I+x \delta)=I-x \delta$ and $\phi(I+x \delta)=I+(x+1) \delta, \psi$ (resp., $\phi$ ) induces an isomorphism $V_{x} \rightarrow V_{-x}$ (resp., $V_{x} \rightarrow V_{x+1}$ ) which preserves the bilinear forms and maps $A(n, n)_{x}$ to $A(n, n)_{-x}$ (resp., to $\left.A(n, n)_{x+1}\right)$. Hence $A(n, n)_{x} \cong A(n, n)_{-x} \cong A(n, n)_{x+1}$ as required.

Let us show that $A(n, n)_{x} \cong A(n, n)_{y}$ implies that either $x+y$ or $x-y$ is integral. For each subset $J$ of $A(n, n)_{x}$ we set $\operatorname{sum}(J):=\sum_{\alpha \in J} \alpha$ and we let $U$ be the set of subsets $J$ of $A(n, n)_{x}$ containing exactly $n+1$ roots. It is not hard to see that

$$
\operatorname{Ker}(-,-) \cap\{\operatorname{sum}(J) \mid J \in U\}= \begin{cases}( \pm p+\mathbb{Z} q) \delta^{\prime} & \text { for even } n  \tag{11}\\ ( \pm p+\mathbb{Z} q) \delta^{\prime} \cup\left\{\mathbb{Z} q \delta^{\prime}\right\} & \text { for odd } n\end{cases}
$$

where $\delta^{\prime}$ is a generator of $\mathbb{Z} R \cap \operatorname{Ker}(-,-) \cong \mathbb{Z}$ and $x=p / q$ with $G C D(p, q)=1$. Thus $A(n, n)_{x} \cong A(n, n)_{y}$ implies $\pm p+\mathbb{Z} q= \pm p^{\prime}+\mathbb{Z} q^{\prime}$, where $y=p^{\prime} / q^{\prime}$ with $G C D\left(p^{\prime}, q^{\prime}\right)=1$. The claim follows; this completes the proof of (ii).
5.4.3. Now take $R$ such that $c l(R)=A(n, n)_{f}$ with $n>1$ and fix $\alpha \in R$. Set $L:=$ $\operatorname{Ker}(-,-) \cap \mathbb{Z} R$ and $L^{\prime}:=\{v \in \operatorname{Ker}(-,-) \mid \alpha+v \in R\}$. One readily sees from above that $L / L^{\prime}=\mathbb{Z}$ if $R=A(n, n)^{(k)}$ and $L / L^{\prime}=\mathbb{Z} / q \mathbb{Z}$ if $R=A(n, n)_{p / q}^{(k)}($ with $G C D(p, q)=1)$. Therefore $A(n, n)^{(k)} \nVdash A(n, n)_{p / q}^{\left(k^{\prime}\right)}$ and $A(n, n)_{p / q}^{(k)} \cong A(n, n)_{p^{\prime} / q^{\prime}}^{\left(k^{\prime}\right)}$ with $G C D\left(p^{\prime}, q^{\prime}\right)=1$ forces $q=q^{\prime}, k=k^{\prime}$.

It remains to check that for $k \geq 1$ one has $A(n, n)_{p / q}^{(k)} \cong A(n, n)_{1 / q}^{(k)}$. Clearly, it is enough to verify this for $k=1$. Note that $A(n, n)_{x}^{(1)}$ is the quotient of $A(n, n)^{(2)}$ by $\mathbb{C}(I+x \delta): A(n, n) \subset V$ and

$$
V^{(2)}=V \oplus\left(\mathbb{C} \delta \oplus \mathbb{C} \delta^{\prime}\right), \quad A(n, n)^{(2)}=A(n, n)+\mathbb{Z} \delta+\mathbb{Z} \delta^{\prime}
$$

where $\left(V^{(2)}, \delta\right)=\left(V^{(2)}, \delta^{\prime}\right)=0$. Consider the linear endomorphism $\phi \in \operatorname{End}\left(V^{(2)}\right)$ defined by $\phi(\delta)=a \delta+q \delta^{\prime}, \phi\left(\delta^{\prime}\right)=b \delta+p \delta^{\prime}$ where $a, b \in \mathbb{Z}$ are such that $p a-q b=1$ and $\phi\left(\varepsilon_{i}-\varepsilon_{i+1}\right)=\varepsilon_{i}-\varepsilon_{i+1}$ for $i=1, \ldots, 2 n ; \phi\left(\varepsilon_{2 n+1}-\varepsilon_{2 n+2}\right)=\varepsilon_{2 n+1}-\varepsilon_{2 n+2}-b \delta-p \delta^{\prime}$.

Then $\phi(I)=I-b \delta-p \delta^{\prime}$, so $\phi\left(I+\frac{p}{q} \delta\right)=I+\frac{1}{q} \delta$ and $\phi$ induces an isomorphism $A(n, n)_{p / q}^{(k)} \cong A(n, n)_{1 / q}^{(k)}$. This completes the proof of (iii).

## 6. The cases $\operatorname{cl}(R)=B C_{n}, \operatorname{cl}(R)=B C(m, n)$ and $\operatorname{cl}(R)=C(m, n)$

6.1. Case $\boldsymbol{c l}(\boldsymbol{R})=\boldsymbol{B} \boldsymbol{C}_{\boldsymbol{n}}$. Let $\operatorname{cl}(R)=B C_{n}$ and $k=\operatorname{dim} \operatorname{Ker}(-,-)$.

Let $\left\{\varepsilon_{i}\right\}_{i=1}^{n}$ be an orthonormal basis of $\operatorname{cl}(V)$. Recall that $\operatorname{cl}(R)=B C_{n}$ have three $W\left(B C_{n}\right)$-orbits

$$
O_{1}:=\left\{ \pm \varepsilon_{i}\right\}_{i=1}^{n}, \quad O_{2}:=\left\{ \pm 2 \varepsilon_{i}\right\}_{i=1}^{n}, \quad O_{3}:=\left\{ \pm \varepsilon_{i} \pm \varepsilon_{j}\right\}_{1 \leq i<j \leq n}^{n}
$$

for $n>1$ and two $W$-orbits, $O_{1}$ and $O_{2}$, for $n=1$.
We take $X$ to be a set of simple roots of $B_{n}=O_{1} \cup O_{3}\left(X=\left\{\varepsilon_{1}-\varepsilon_{2}, \ldots, \varepsilon_{n-1}-\varepsilon_{n}, \varepsilon_{n}\right\}\right)$ in the construction of $R^{\prime}$ (see §3.2). Then $R^{\prime}=B_{n}$ and $W\left(B C_{n}\right)=W\left(B_{n}\right)$. We set $H_{i}:=F\left(\gamma_{i}\right)$ for $\gamma_{i} \in O_{i}(i=1,2,3)$. Recall that $-H_{i}=H_{i}$ for $i=1,2,3$ and $0 \in H_{1}, H_{3}$.
6.1.1. Case $\boldsymbol{n}=\mathbf{1}$. One has $B C_{1}=\left\{ \pm \varepsilon_{1}, \pm 2 \varepsilon_{1}\right\}, X:=\left\{\varepsilon_{1}\right\}$. (GR2) is equivalent to

$$
\begin{equation*}
0 \in H_{1}, \quad H_{1}+2 H_{1}, H_{1}+H_{2} \subset H_{1}, \quad H_{2}+2 H_{2}, H_{2}+4 H_{1} \subset H_{2} \tag{12}
\end{equation*}
$$

Therefore $L:=\mathbb{Z} R \cap \operatorname{Ker}(-,-)$ is spanned by $H_{1}$ and

$$
H_{1}+2 L \subset H_{1}, H_{2}+4 L \subset H_{2}, H_{2} \subset H_{1}, H_{2}+2 H_{2} \subset H_{2} .
$$

As in Theorem 4.1, we introduce the canonical map $\iota_{2}: L \rightarrow L / 2 L \cong \mathbb{F}_{2}^{k}$ (where $k:=\operatorname{dim} \operatorname{Ker}(-,-))$. Using Theorem 4.1 (ii) we conclude that

$$
R=\left\{ \pm\left(\varepsilon_{1}+\iota_{2}^{-1}(S)\right\} \cup\left\{ \pm\left(2 \varepsilon_{1}+H_{2}\right)\right\}\right.
$$

where $S \subset \mathbb{F}_{2}^{k}=L / 2 L$ contains zero and a basis of $\mathbb{F}_{2}^{k}$ and $H_{2} \subset \iota_{2}^{-1}(S)$ satisfying

$$
H_{2}+4 L, H_{2}+2 H_{2} \subset H_{2}
$$

6.1.2. Case $\boldsymbol{n} \geq$ 2. (GR2) is equivalent to (12) and the following conditions on $H_{3}$ :

$$
0 \in H_{3}, \quad H_{1}+H_{3} \subset H_{1}, \quad H_{2}+2 H_{3} \subset H_{2}, \quad H_{3}+2 H_{1}, H_{3}+H_{2}, H_{3}+2 H_{3} \subset H_{3}
$$

and $H_{3}+H_{3} \subset H_{3}$ for $n>2$. Set

$$
L:=\mathbb{Z} H_{3}
$$

by above, $\operatorname{Ker}(-,-)=L \otimes_{\mathbb{Z}} \mathbb{C}$, so $L$ has rank $k$.

For $n>2$ each $R$ is of the form $R\left(S_{1}, S_{2}\right)$, where $S_{1}, S_{2} \subset \mathbb{F}_{2}^{k}$ and $0 \in S_{1}$ and $R\left(S_{1}, S_{2}\right)$ can be described as follows:
$H_{1} \subset \frac{1}{2} L$ is the preimage of $S_{1}$ in $\frac{1}{2} L \rightarrow \mathbb{F}_{2}^{k}=\frac{1}{2} L / L$;
$H_{2} \subset L$ is the preimage of $S_{2}$ in $L \rightarrow \mathbb{F}_{2}^{k}=L / 2 L ; H_{3}=L$.
For $n=2$ each $R$ is of the form $R\left(S_{1}, S_{2}, H_{3}\right)$, where $S_{1}, S_{2}$ as above $\left(S_{1}, S_{2} \subset \mathbb{F}_{2}^{k}\right.$ and $0 \in S_{1}$ ), and $H_{3} \subset L$ contains 0 , a basis of $L$ and satisfies $H_{2}+H_{3}=2 H_{1}+H_{3} \subset H_{3}$ (where $H_{1}, H_{2}$ are as for $n>2$ ).
6.2. Proposition. Let $R \subset V$ be a GRRS with $k:=\operatorname{dim} \operatorname{Ker}(-,-)$.
(i) The isomorphism classes of GRRSs $R$ with $\operatorname{cl}(R)=C(m, n), m n>1$ are in one-to-one correspondence with the equivalence classes of the proper non-empty subsets $S$ of the affine space $\mathbb{F}_{2}^{k}$ up to the action of an affine automorphism of $\mathbb{F}_{2}^{k}$, see § 6.2.1 for the description of $R(S)$. For $m=n$ there is an additional isomor$\operatorname{phism} R(S) \cong R\left(\mathbb{F}_{2}^{k} \backslash S\right)$.
(ii) The isomorphism classes of GRRSs $R$ with $\operatorname{cl}(R)=B C(m, n)$ are in one-to-one correspondence with the equivalence classes of the pairs of a proper non-empty subset $S$ and a non-empty subset $S^{\prime}$ of the affine space $\mathbb{F}_{2}^{k}$ up to the action of an affine automorphism of $\mathbb{F}_{2}^{k}$, see $\S 6.2 .1$ for the description of $R\left(S, S^{\prime}\right)$. For $m=n$ there is an additional isomorphism $R\left(S, S^{\prime}\right) \cong R\left(\mathbb{F}_{2}^{k} \backslash S, S^{\prime}\right)$.
(iii) If $R$ is a GRRS such that $\operatorname{cl}(R)=C(1,1)$, then either $R \cong A(1,1)^{(k-1)}$ or $R$ is a"rational quotient" $A(1,1)_{x}^{(k)}$ (for $k=1$ one has $x \in \mathbb{Q}, 0<x<1 / 2$, and for $k>1$ one has $x=1 / q$, where $\left.q \in \mathbb{Z}_{>0}\right)$ of $A(1,1)^{(k)}$, or $R \cong C(1,1)(S)$ for some non-empty $S \subset \mathbb{F}_{2}^{k}$, see § 6.2.1. The only isomorphic GRRSs are $C(1,1)(S) \cong$ $C(1,1)\left(S^{\prime}\right)$, where $S^{\prime}=\psi(S)$, where $\psi: \mathbb{F}_{2}^{k} \rightarrow \mathbb{F}_{2}^{k}$ is an affine automorphism and $R(S) \cong R\left(\mathbb{F}_{2}^{k} \backslash S\right)$.
6.2.1. Description of $\boldsymbol{R}(\boldsymbol{S})$. In order to describe the above correspondences in (i)-(iii) between GRRSs and subsets in $\mathbb{F}_{2}^{k}$ we fix a free abelian group $L \subset \operatorname{Ker}(-,-)$ of rank $k$ and denote by $\iota_{2}$ the canonical map $\iota_{2}: L \rightarrow L / 2 L \cong \mathbb{F}_{2}^{k}$ and by $\iota_{2}^{-1}$ the preimage of $S \subset \mathbb{F}_{2}^{k}$ in $L$.

If $S$ contains zero, then for $\operatorname{cl}(R)=C(m, n)$ we take

$$
R(S):=\left\{ \pm \varepsilon_{i} \pm \varepsilon_{j}+L ; \pm \delta_{s} \pm \delta_{t}+L ; \pm \varepsilon_{i} \pm \delta_{j}+L ; \pm 2 \varepsilon_{i}+\iota_{2}^{-1}(S) ; \pm 2 \delta_{s}+\left(L \backslash \iota_{2}^{-1}(S)\right)\right\}_{\substack{1 \leq i \neq j \leq m \\ 1 \leq s \neq t \leq n}}^{\substack{\text { and }}}
$$

For $B C(m, n)$ we construct $R\left(S, S^{\prime}\right)$ by adding to $R(S)$ the roots

$$
\left\{ \pm \varepsilon_{i}+\frac{1}{2} \iota_{2}^{-1}\left(S^{\prime}\right) ; \pm \delta_{s}+\frac{1}{2} \iota_{2}^{-1}\left(S^{\prime}\right)\right\}_{1 \leq i \neq j \leq m, 1 \leq s \neq t \leq n}
$$

For an arbitrary subset $S$, we take $R(S):=R(S-s)$ (resp., $R\left(S, S^{\prime}\right):=R\left(S-s, S^{\prime}\right)$ ) for some $s \in S$ the result does not depend on the choice of $s \in S$, see §4.2.2.
6.2.2. Case $\operatorname{dim} \operatorname{Ker}(-,-)=1$. In this case Proposition 6.2 gives the following:
for $\operatorname{cl}(R)=C(1,1), R$ is either a finite GRRS $A(1,1)$ or $A(1,1)_{x}$ for $x \in \mathbb{Q}$, or $R(0)$ $\left(\cong A(1,1)_{1 / 2}\right) ;$
for $\operatorname{cl}(R)=C(m, n), R$ is $R(0)\left(\cong A(2 m-1,2 n)^{(2)}\right)$;
for $c l(R)=B C(m, n), R$ is either $R(0,0)\left(\cong A(2 n, 2 m-1)^{(2)}\right)$, or $R(0,1)(\cong A(2 m$, $2 n-1)^{(2)}$ ), or $R\left(0, \mathbb{F}_{2}\right)\left(\cong A(2 m, 2 n)^{(4)}\right)$. Note that $R(0,0) \cong R(1,0), R(1,1) \cong R(0,1)$ and all these GRRSs are isomorphic if $m=n$.
6.2.3. Isomorphisms. The conditions when $R(S), R\left(S^{\prime}\right)$ (resp., $R\left(S, S^{\prime}\right)$ and $\left.R\left(S_{1}, S_{1}^{\prime}\right)\right)$ are isomorphic can be proven similarly to $\S$ 4.4. For $m=n$ the involution $\varepsilon_{i} \mapsto \delta_{i}$ gives rise to the isomorphism $R(S) \cong R\left(\mathbb{F}_{2}^{k} \backslash S\right)$ (resp., $R\left(S, S^{\prime}\right) \cong R\left(\mathbb{F}_{2}^{k} \backslash S, S^{\prime}\right)$ ).

Remark that for $c l(R)=C(1,1)$ one has $A(1,1)_{1 / 2} \cong R(0)$. However, in Proposition 6.2 we consider only $A(1,1)_{x}$ for $0<x<1 / 2$, so this isomorphism is not mentioned.
6.3. Proof of Proposition 6.2. Let $X$ be a set of simple roots of $C_{m} \amalg C_{n} \subset C(m, n) \subset$ $B C(m, n)$, e.g. $X=:\left\{\varepsilon_{1}-\varepsilon_{2}, \ldots, \varepsilon_{m-1}-\varepsilon_{m}, 2 \varepsilon_{m}, \delta_{1}-\delta_{2}, \ldots, 2 \delta_{n}\right\}$. Applying the procedure described in $\S 3.2$, we get $R^{\prime}=C_{m} \coprod C_{n}$. The $W\left(R^{\prime}\right)$ orbits in $\operatorname{cl}(R)$ are the following: the set of isotropic roots, the set of long roots of $C_{m}$ (resp., of $C_{n}$ ), the set of short roots of $C_{m}$ (resp., of $C_{n}$ ), and for $B C(m, n)$, the set of short roots of $B_{m}$ (resp., of $\left.B_{n}\right)$. Recall that $F(\alpha)$ is the same for elements in the same orbit.

Since all isotropic roots form one $W\left(R^{\prime}\right)$-orbit, $F(-\alpha)=F(\alpha)$ for each isotropic $\alpha$; since $F(-\alpha)=-F(\alpha)$, we get $F(\alpha)=-F(\alpha)$.

We claim that

$$
\begin{align*}
& \forall x, y \in F\left(\varepsilon_{1}-\delta_{1}\right) \text { exactly one holds } x+y \in F\left(2 \varepsilon_{1}\right) \text { or } x-y \in F\left(2 \delta_{1}\right), \\
& F\left(\varepsilon_{1}-\delta_{1}\right)+F\left(2 \varepsilon_{1}\right), F\left(\varepsilon_{1}-\delta_{1}\right)+F\left(2 \delta_{1}\right) \subset F\left(\varepsilon_{1}-\delta_{1}\right) \tag{13}
\end{align*}
$$

Indeed, for each $x, y \in F\left(\varepsilon_{1}-\delta_{1}\right)$ one has $\varepsilon_{1}-\delta_{1}+x, \varepsilon_{1}+\delta_{1}+y \in R$ so exactly one of two elements $2 \varepsilon_{1}+x+y$ and $2 \delta_{1}+y-x$ lies in $R$ (see $\S 1.2 .6$ ). This establishes the first formula. The other formulae follow from (7).

Set

$$
L^{\prime}:=\mathbb{Z}\left(F\left(2 \varepsilon_{1}\right) \cup F\left(2 \delta_{1}\right)\right)
$$

Take any $a \in F\left(\varepsilon_{1}-\delta_{1}\right)$. By (13),

$$
\begin{equation*}
F\left(\varepsilon_{1}-\delta_{1}\right)=L^{\prime} \pm a \tag{14}
\end{equation*}
$$

and, moreover, for each $b \in L^{\prime}$ exactly one holds: $b \in F\left(2 \varepsilon_{1}\right)$ or $b+2 a \in F\left(2 \delta_{1}\right)$, and, similarly, $b+2 a \in F\left(2 \varepsilon_{1}\right)$ or $b \in F\left(2 \delta_{1}\right)$. Therefore

$$
\begin{equation*}
\left.\left.L^{\prime}=F\left(2 \varepsilon_{1}\right) \coprod\left(F\left(2 \delta_{1}\right)-2 a\right) \cap L^{\prime}\right)=F\left(2 \delta_{1}\right) \coprod\left(F\left(2 \varepsilon_{1}\right)-2 a\right) \cap L^{\prime}\right) \tag{15}
\end{equation*}
$$

Note that $0 \in F\left(2 \varepsilon_{1}\right), F\left(2 \delta_{1}\right)$ gives $a \notin L^{\prime}$.
6.3.1. Case $\boldsymbol{c l}(\boldsymbol{R})=\boldsymbol{C}(\mathbf{1}, \mathbf{1})$. If $2 a \notin L^{\prime}$, then $F\left(2 \varepsilon_{1}\right)=F\left(2 \delta_{1}\right)=L^{\prime}$. If $a \notin \mathbb{Q} L^{\prime}$, then $R \cong A(1,1)^{(k-1)}$, where $k=\operatorname{dim} \mathbb{Z} R \cap(-,-)$ (if $k=1$, then $L^{\prime}=0$ and $R=A(1,1)$ ), otherwise $R \cong A(1,1)_{x}^{(k-1)}$, see the proof of Proposition 5.3. Notice that for $x=p / q$, $2 q a \in L^{\prime}$; we exclude $q=2$, since $A(1,1)_{1 / 2} \cong R(0)$, see 6.3 .3 below.

Consider the case $2 a \in L^{\prime}$. Since (15) holds for each $a \in F\left(\varepsilon_{1}-\delta_{1}\right)$, one has $F\left(2 \delta_{1}\right)+2 L^{\prime}=F\left(2 \delta_{1}\right)$ and $F\left(2 \varepsilon_{1}\right)+2 L^{\prime}=F\left(2 \varepsilon_{1}\right)$. Now taking $S:=\iota_{2}\left(F\left(2 \varepsilon_{1}\right)\right)$ and the automorphism $\delta_{i} \mapsto \delta_{i}-a$ we get $R \cong R(S)$ as required.
6.3.2. Case $\boldsymbol{c l}(\boldsymbol{R})=\boldsymbol{C}(\boldsymbol{m}, \boldsymbol{n})$ with $\boldsymbol{m} \boldsymbol{n}>1$. Since $C(m, n) \cong C(n, m)$ we can (and will) assume that $m \geq 2$. Using (14) we get

$$
F\left(\varepsilon_{1}-\varepsilon_{2}\right)=F\left(\varepsilon_{1}-\delta_{1}\right)+F\left(\varepsilon_{1}-\delta_{1}\right)=L^{\prime} \pm 2 a
$$

Since $0 \in F\left(\varepsilon_{1}-\varepsilon_{2}\right)$ we obtain $2 a \in L^{\prime}$ and thus $R \cong R(S)$.
6.3.3. Case $\boldsymbol{c l}(\boldsymbol{R})=\boldsymbol{B C}(\boldsymbol{m}, \boldsymbol{n})$. The additional relations include

$$
\begin{aligned}
& F\left(\varepsilon_{1}-\delta_{1}\right)+F\left(\delta_{1}\right)=F\left(\varepsilon_{1}\right), \quad F\left(\varepsilon_{1}-\delta_{1}\right)+F\left(\varepsilon_{1}\right)=F\left(\delta_{1}\right), \\
& F\left(\varepsilon_{1}-\delta_{1}\right)+2 F\left(\delta_{1}\right), F\left(\varepsilon_{1}-\delta_{1}\right)+2 F\left(\varepsilon_{1}\right) \subset F\left(\varepsilon_{1}-\delta_{1}\right) \\
& F\left(\varepsilon_{1}\right)+F\left(2 \varepsilon_{1}\right) \subset F\left(\varepsilon_{1}\right), 4 F\left(\varepsilon_{1}\right)+F\left(2 \varepsilon_{1}\right) \subset F\left(2 \varepsilon_{1}\right)
\end{aligned}
$$

and similar relations between $F\left(\delta_{1}\right)$ and $F\left(2 \delta_{1}\right)$. In particular,

$$
F\left(\varepsilon_{1}-\delta_{1}\right)+F\left(\varepsilon_{1}-\delta_{1}\right)+F\left(\varepsilon_{1}\right)=F\left(\varepsilon_{1}\right)
$$

(so $L^{\prime}+F\left(\varepsilon_{1}\right)=F\left(\varepsilon_{1}\right)$ ), and, since $F\left(\varepsilon_{1}-\delta_{1}\right)=L^{\prime} \pm a, 2 F\left(\varepsilon_{1}\right) \subset L^{\prime} \cup\left(L^{\prime}-2 a\right)$. Moreover, $4 F\left(\varepsilon_{1}\right) \subset L^{\prime}$.

Take $b \in F\left(\varepsilon_{1}\right)$ and observe that $b \pm 2 a \in F\left(\varepsilon_{1}\right)$. Since $2 F\left(\varepsilon_{1}\right) \subset L^{\prime} \cup\left(L^{\prime}-2 a\right)$ we get $4 a \in L^{\prime}$ (and $a \notin L^{\prime}$ by (15)).

If $2 a \in L^{\prime}$, we obtain $2 F\left(\varepsilon_{1}\right) \subset L^{\prime}$ and taking $S:=\iota_{2}\left(F\left(2 \varepsilon_{1}\right)\right), S^{\prime}:=\iota_{2}\left(2 F\left(\varepsilon_{1}\right)\right)$ and the automorphism $\delta_{i} \mapsto \delta_{i}-a$ we get $R \cong R\left(S, S^{\prime}\right)$ as required.

Let $2 a \notin L^{\prime}$ (and $2 a \in \frac{1}{2} L^{\prime}$ ). Consider an automorphism $\psi: V \rightarrow V$ which maps $\delta_{1}$ to $\delta_{1}+a$, and stabilizes $\varepsilon_{1}$ and the elements of $\operatorname{Ker}(-,-)$. Note that $L^{\prime}$ constructed for $\psi(R)$ is $L^{\prime} \cup\left(L^{\prime}+2 a\right)$, which is a free group of the same rank as $L^{\prime}$; moreover,

$$
F\left(\psi\left(\varepsilon_{1}+\delta_{1}\right)\right)=L^{\prime} \cup\left(L^{\prime}+2 a\right), \quad F\left(\psi\left(2 \varepsilon_{1}\right)\right) L^{\prime}, \quad F\left(\psi\left(2 \delta_{1}\right)\right)=\left(L^{\prime}+2 a\right)
$$

and so $\psi(R)=R\left(\mathbb{F}_{2}^{k-1}, S^{\prime}\right)$, see above. This completes the proof of Proposition 6.2.

## 7. GRRS with finite $\operatorname{cl}(\boldsymbol{R})$ and $\operatorname{dim} \operatorname{Ker}(-,-)=1$

From the above results, it follows that the only finite GRRS with a degenerate form $(-,-)$ is $A(n, n)$ (the root system of $\mathfrak{g l}(n, n)$ ). As a consequence, if $\operatorname{cl}(R)$ is finite and $R \neq A(n, n)$, then $R$ is affine.

Symmetrizable affine Kac-Moody superalgebras were classified in [4], [10]. Summarizing the above results in the special case when $R$ is an affine GRRS and $\operatorname{dim} \operatorname{Ker}(-,-)=1$, we see that such GRRSs correspond to the real roots of symmetrizable affine Kac-Moody superalgebras. More precisely, except for the case when $\operatorname{cl}(R)$ is the root system of $\mathfrak{p s l}(n, n), n \geq 2, R$ is the set of real roots of some affine Kac-Moody superalgebra $\mathfrak{g}$, see below. If $\operatorname{cl}(R)$ is the root system of $\mathfrak{p s l}(n, n), n \geq 2$, $R$ is a quotient of the set of real roots of $\mathfrak{p g l}(n, n)^{(1)}$. Conversely: the set of real roots of any affine Kac-Moody superalgebra other than $\mathfrak{g l}(n, n)^{(1)}$ is an affine GRRS with $\operatorname{dim} \operatorname{Ker}(-,-)=1$.

If $\operatorname{cl}(R)$ is one of $A_{n}, D_{n}, E_{6}, E_{7}, E_{8}, A(m, n), m \neq n, C(n), D(m, n), D(2,1, a)$, $F(4), G(3)$, then $\mathfrak{g}$ is the corresponding non-twisted affine Kac-Moody superalgebra ( $\left.R=\operatorname{cl}(R)^{(1)}\right)$.

If $c l(R)$ is one of the GRRSs $B_{n}, C_{n}, F_{4}, G_{2}$ and $B(m, n)$ with $m, n \geq 1$, then $\mathfrak{g}$ is either the corresponding non-twisted affine Kac-Moody superalgebra or the twisted affine Lie superalgebra $D_{n+1}^{(2)}, A_{2 n-1}^{(2)}, E_{6}^{(2)}, D_{4}^{(3)}$ and $D(m+1, n)^{(2)}$ respectively.

If $\operatorname{cl}(R)$ is the non-reduced root system $B C_{n}=B(0, n)(n \geq 1)$, then $\mathfrak{g}$ can be $B(0, n)^{(1)}, A_{2 n}^{(2)}, A(0,2 n-1)^{(2)}, C(n+1)^{(2)}$ or $A(0,2 n)^{(4)}\left(\right.$ where $A(0,1)^{(2)} \cong C(2)^{(2)}$ as $A(0,1) \cong C(2))$.

If $\operatorname{cl}(R)=B C(m, n)(m, n \geq 1)$, then $\mathfrak{g}=A(2 m, 2 n-1)^{(2)}, A(2 n, 2 m-1)^{(2)}$ or $A(2 m, 2 n)^{(4)}$.

If $c l(R)=C(m, n)$ with $m n>1$, then $\mathfrak{g}=A(2 m-1,2 n-1)^{(2)}$.
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