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Abstract—We present a novel approach that allows us to reliably compute many useful properties of a silhouette. Our approach

assigns, for every internal point of the silhouette, a value reflecting the mean time required for a random walk beginning at the point to

hit the boundaries. This function can be computed by solving Poisson’s equation, with the silhouette contours providing boundary

conditions. We show how this function can be used to reliably extract various shape properties including part structure and rough

skeleton, local orientation and aspect ratio of different parts, and convex and concave sections of the boundaries. In addition to this, we

discuss properties of the solution and show how to efficiently compute this solution using multigrid algorithms. We demonstrate the

utility of the extracted properties by using them for shape classification and retrieval.
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1 INTRODUCTION

SILHOUETTE contours contain detailed information about
the shape of objects. In many cases, it is possible, given a

silhouette, to determine the parts that compose a shape,
identify their local orientation and rough aspect ratio, and
detect convex and concave sections of the boundaries.
When a silhouette is sufficiently detailed, people can readily
identify the object or judge its similarity to other shapes (see
examples in Fig. 1).

Computer vision systems may use similar information to
classify objects. Silhouettes may be available to these
systems as a result of segmentation. Simple thresholding
can be applied in applications involving fairly isolated
objects, such as objects placed on a conveyer belt or
characters in a document. More sophisticated algorithms
may be used, with a certain degree of success, to segment
objects in cluttered scenes. In either case, properties of
silhouettes extracted automatically and reliably provide
(possibly in conjunction with additional properties such as
color and texture) a powerful cue for recognition.

In this paper, we present a novel approach that allows us
to reliably compute many useful properties of a silhouette.
We consider a silhouette surrounded by a simple, closed
contour. Based on the notion of random walks, we compute
a function that assigns, for every internal point in the
silhouette, a value reflecting the mean time required for a
random walk beginning at the point to hit the boundaries.
This function can be formalized as a partial differential

equation, called the Poisson equation, with the silhouette
contours providing boundary conditions. We then show
how we can use the solution to the Poisson equation to
reliably extract various properties of a shape including its
part structure and rough skeleton, local orientation and
aspect ratio of different parts, and convex and concave
sections of the boundaries. In addition to this, we discuss
properties of the solution and show how to efficiently
compute this solution using multigrid algorithms. We
demonstrate the utility of the extracted properties by using
them for shape classification and retrieval. A preliminary
version of this paper appeared in [26].

The paper is divided as follows: We discuss related work
in Section 2. Section 3 introduces the Poisson equation and
its properties. Section 4 describes how the solution can be
used to extract various properties of a silhouette. Efficient
multigrid solutions to the Poisson equation are discussed in
Section 5. Section 6 introduces the classification algorithm
we used in our experiments. Finally, Section 7 demonstrates
the utility of the properties extracted with the Poisson
equation through some applications.

2 RELATED WORK

The computer vision literature contains numerous exam-
ples for the use of properties extracted from silhouettes.

Many early theories [6], [39] alongside more recent
developments in digital imaging and computer vision, e.g.,
[44], [49], rely on part-based representations for object
detection and recognition. Such methods first define a set of
basic parameterized primitives (e.g., generalized cylinders
[39], superquadrics [44],geons [6]).Anobject is thendescribed
by a collection of such primitives along with their relative
spatial arrangement. Instances of these objects are identified
in an image by fitting part models to regions in the image.

Perhaps the best known shape descriptor is the Medial
Axis Transform, defined by Blum in the 1960s [8] as the loci
of centers of bitangent circles that fit entirely within the
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silhouette (forming a skeleton structure). The Medial Axis
Transform can be computed by first solving the Eikonal
equation kruk2 ¼ 1 (resulting in a function u that assigns to
each internal pixel of a silhouette a value reflecting its
minimum distance to the boundary contour) and then
finding the ridges of the solution u. The Medial Axis
Transform opened the way to the advent of skeleton-based
representations. For example, studies such as [46], [50]
utilize shock-graphs structures (medial axis, endowed with
geometric and dynamic information at the points of
discontinuities) to determine shape category. A similarity
between two shapes is then produced by comparing their
shock graph topology and attributes.

Another approach is to represent shape using a finite set of
“features” or by embedding the shapes in an abstract space of
shapes. A measure of dissimilarity (distance) can then be
defined as the Euclidian distance between their features or
more generally as the length of the shortest path (geodesics)
connecting the shapes in their space. Common features
include global properties, e.g., Fourier descriptors [37],
geometric shape moments [20], Zernike moments [56],
Angular Radial Transform [30], [19], [9], and boundary curve
descriptors via Helmholtz PDE [57]. Local features may
include local tangents, curvature, shape contexts [5], “Curva-
ture Scale Space” [40], and other, “qualitative” descriptions of
shape boundaries such as “Order Structure” [14]. In this case,
computing the distance between shapes involves finding
point-wise correspondences between the shapes’ contours.
These correspondences are often found by applying optimi-
zation techniques, particularly dynamic programming (e.g.,
[4], [23], [47]) or the fast marching method [22]. Various
abstract shape spaces are proposed based, e.g., on conformal
maps [48], harmonic embedding [17], or suitable parameter-
ization of closed curves [31].

Another popular approach is to represent a shape as a
geometric constellation of appearance templates (e.g., image
fragments in [10], [54], “tags” in [2], and small patches in [1],
[21], [35]).

Random walks are used in various vision applications
including perceptual grouping and segmentation [3], [24],
[38], [42], [55]. For example, in [42], [55], couplings between
two edge elements are determined using a random walk
process where the probability that a particle leaving an edge
element reaches a certain location and orientation attenuates
with the distance and curvature along its path. These coupling
values are then used to extract smooth curves in images.

Finally, the Poisson equation is used in various computer
vision applications. In [52], [36], [32], low-level vision
problems such as optical flow, surface reconstruction, and
shape from shading are formulated using variational
principles whose Euler-Lagrange solutions take the form
of a Poisson equation providing a necessary condition for a
minimum. In [45], a generic interpolation machinery based
on Poisson equations is introduced as a result of a similar

variational formulation. This machinery is used in a variety
of seamless image editing tools such as importation of
source image regions into a destination regions, modifying
the appearance of the selected regions, and many others.

In this paper, we present a new shape descriptor that is
based on the notion of random walks and can be formulated
as the solution to the Poisson equation. We use the solution
to extract many useful properties of a shape, which are then
integrated using shape moments to represent a shape as a
set of global features.

3 THE POISSON EQUATION

Consider a silhouette S embedded in a grid with mesh size h
surrounded by a simple, closed contour @S. A sensible
approach to inferring properties of the silhouette is to assign
to every internal point a value that depends on the relative
position of that point within the silhouette. One popular
example is the distance transform, which assigns to every
point within the silhouette a value reflecting its minimal
distance to the boundary contour. An alternative approach is
to place a set of particles at the point and let them move in a
random walk until they hit the contour. Then, we can measure
various statistics of this random walk, such as the mean time
required for a particle to hit the boundaries. LetUðx; yÞdenote
this particular measure. Then, Uðx; yÞ can be computed
recursively as follows: At the boundary of S, i.e., ðx; yÞ 2 @S,
Uðx; yÞ ¼ 0. At every point ðx; yÞ inside S, Uðx; yÞ is equal to
the average value of its immediate four neighbors plus a
constant (representing the amount of time required to get to
an immediate neighbor), i.e.,

Uðx; yÞ ¼ 1þ 1

4

�
Uðxþ h; yÞ þ Uðx� h; yÞ

þ Uðx; yþ hÞ þ Uðx; y� hÞ
�
:

ð1Þ

We set this constant to one time unit. Note that (1) is a
discrete form approximation of the Poisson equation

�Uðx; yÞ ¼ � 4

h2
; ð2Þ

with �U ¼ Uxx þ Uyy denoting the Laplacian of U and 4=h2

denoting the overall scaling. For convenience, we set 4=h2 ¼ 1
(intuitively, meaning one spatial unit per one time unit,
where one spatial unit measures the distance to an immediate
neighbor) and, therefore, solve

�Uðx; yÞ ¼ �1; ð3Þ

with ðx; yÞ 2 S, subject to Dirichlet boundary conditions
Uðx; yÞ ¼ 0 at the bounding contour @S.

Fig. 2 shows the solution to the Poisson equation obtained
for the silhouettes in Fig. 1. High values ofU are attained in the
central part of the shape, whereas the external protrusions
(the limbs, head, and tail) disappear at relatively low values of
U . The level sets of U represent smoother versions of the
bounding contour. This is different from the distance trans-
form, which smoothes the shape near concavities while
introducing discontinuities near convex sections of the
contour (see Fig. 3). Also, unlike the distance transform in
which every value is determined by a single contour point
(the nearest), the values assigned by the Poisson equation take
into account many points on the boundaries and, so, they
reflect more global properties of the silhouette. Below, we
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Fig. 1. A collection of silhouettes.



exploit these properties of the Poisson solution to characterize
a silhouette using measures constructed with derivatives of
the solution. In addition, we will explain (in Section 5) that the
solution to the Poisson equation can be calculated much faster
than the distance transform.

Poisson’s equation arises in gravitation and electro-
statics. Here, we only mention a few of its relevant
properties. The solution to the Poisson equation exists and
is unique for any closed region with boundary conditions
given by any integrable function. Uniqueness is shown by
noticing that the solution to the related homogeneous
equation �U ¼ 0 (called the Laplace equation) with zero
boundary conditions is identically zero. More generally, the
values of U along any closed curve within S determine the
values of U inside the region bounded by this curve, but
they are insufficient to uniquely determine the values of U
outside the curve.

For silhouettes described by conics, the Poisson equation
takes a particularly simple form. Consider a silhouette
composed of the points ðx; yÞ satisfying

P ðx; yÞ ¼ ax2 þ by2 þ cxyþ dxþ eyþ f � 0: ð4Þ

Then, the solution is given by

Uðx; yÞ ¼ � P ðx; yÞ
2ðaþ bÞ : ð5Þ

Note that the solution is unique and can be readily verified:

Uxx þ Uyy ¼ �
Pxx þ Pyy
2ðaþ bÞ ¼ �

2aþ 2b

2ðaþ bÞ ¼ �1:

In this case, the level sets of U simply contain a nested
collection of scaled versions of the boundaries, where the
value of U increases quadratically as we approach the
center (see Figs. 4 and 5).

For example, for a canonical ellipse with axes ð~a; ~bÞ
given by

x2

~a2
þ y

2

~b2
< 1; ð6Þ

it follows from (5) that

U ¼ ~a2 ~b2

2ð~a2 þ ~b2Þ
x2

~a2
þ y

2

~b2
� 1

� �
;

Ux ¼
�x~b2

ð~a2 þ ~b2Þ
; Uy ¼

�y~a2

ð~a2 þ ~b2Þ
;

Uxx ¼
�~b2

ð~a2 þ ~b2Þ
; Uyy ¼

�~a2

ð~a2 þ ~b2Þ
:

ð7Þ
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Fig. 2. Solutions to the Poisson equation for the silhouettes in Fig. 1.

Fig. 3. (a) The level sets of the solution to the Poisson equation for the
silhouette of an elephant. (b) The level sets of the distance transform for
the same silhouette.

Fig. 4. (a) U computed for a circle and (b) the gradient of U.

Fig. 5. (a) U computed for an ellipse’s and (b) the gradient of U.



The gradient of U increases from the origin towards the
boundaries of the ellipse, reaching higher values at the
upper and lower boundaries than at the left and right
boundaries (assuming ~a > ~b see Fig. 5). The values of the
second derivatives of U are constant inside the ellipse, as
can be seen from the (7). In general, for elongated objects,
the function U has low second derivative in the direction of
the length and a high second derivative in the direction of
the width. In the case of a circle, the gradient increases
quadratically from the origin toward the boundaries in all
the directions (see Fig. 5). The second derivatives of U have
the constant value of �1=2 at every internal point.

For silhouettes described by more complicated equa-
tions, the level sets of U represent smoother versions of the
bounding curve (as is shown in Fig. 6). To see this, consider
a line on which U oscillates (e.g., as a result of a ragged
bounding contour). As we proceed toward the inside of the
region, the oscillation will attenuate at an exponential rate.
We can illustrate this “interior regularity” property (com-
mon to all smooth elliptic equations [11], [16]) by solving (3)
within the infinite band 0 � y � L with boundary condi-
tions Uðx; 0Þ ¼ eix=� and Uðx; LÞ ¼ 0. The solution is given
by U ¼ e�y=�eix=� þ 0:5yðL� yÞ. Consider the value of U
along a line parallel to the x-axis (constant y). The left term

oscillates with the same wavelength as on the lower
boundary, but with a decaying amplitude (e�y=�), whereas
the right term is constant. The faster the oscillation (smaller
�), the faster the decay of its amplitude. Note that, due to
the linearity of the Poisson equation, this analysis also
applies to oscillations expressed as superpositions of
frequencies. The interior regularity of the discrete version
to Poisson equation (3) has also been proven [11].

4 EXTRACTING SILHOUETTE PROPERTIES

We can use the Poisson equation to extract a wide variety of
useful properties of a silhouette. In this section, we provide
a few examples. We begin by showing how the Poisson
equation can be used to segment a silhouette into parts.
Next, we show how we can identify corners at various
resolution scales and derive a skeleton structure. Finally, we
show how we can locally judge the orientation and rough
aspect ratio of portions of the silhouette.

4.1 Hierarchical Shape Representation

Complex shapes can often be naturally described as a
collection of parts. In particular, many common objects can
undergo articulated motion in which every part moves
rigidly while stretching or rotating with respect to the other
parts of the object. For these reasons, a number of recognition
schemes were proposed that rely on part representations
(e.g., [6], [39], [46]). In this section, we show how we can use
the Poisson equation to divide a shape into parts.

We will focus on shapes composed of a central part (e.g.,
the torso of an animal) to which exterior parts are connected
(e.g., the head, limbs, and tail). In such a case, the highest
values of U are obtained within the central part. Using an
appropriate threshold, we can identify the central part (see
Fig. 7). However, in this case, we obtain a smooth version of
the central part and lose the portions of the central part that
are near the boundaries since those portions yield low
values of U .
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Fig. 6. (a) Noisy boundary and (b) a few level sets of low values.

Fig. 7. From left to right: log � computed for several silhouettes, central blobs extracted using 55 highest percentiles of U, and exterior parts
extracted using uniform thresholds (78 and 66 low percentiles of log �).



We can include the portions of the central part that fall

near the boundaries by noticing that these portions must

have a high gradient. In order to identify the central part

and the exterior parts of a given shape, we therefore define

�ðx; yÞ ¼ Uðx; yÞ þ rUðx; yÞk k2: ð8Þ

� has several interesting properties. First, it is constant on a

disc (� ¼ r2=4 on a disc of radius r). On other shapes, �

generally has a saddle point exactly where U is maximum.

This can be easily shown by first rotating the coordinate

system such that Uxy ¼ 0 at the point of maximum (causing

�xy to vanish as well) and then using the second derivative

test discriminant as follows: Let p be the local maximum of

U . Let U� be the directional derivative of U in the direction �

and denote the direction perpendicular to � by �?. Then, to

satisfy the requirement U��?ðpÞ ¼ 0, � must satisfy the

following relation:

tan 2� ¼ UxyðpÞ
1þ 2UxxðpÞ

: ð9Þ

The solution exists unless Uxx ¼ Uyy ¼ �1=2 (in which case

the local domain has a shape of a disc where � is a

constant).

For example, on an ellipse, we obtain a saddle point at

the center with low values along the major axis and high

values along the minor axis. In more complex shapes, there

may be additional saddle points at minor parts, indicating

the hierarchy of the parts. The highest values of � are

obtained near concavities. This follows the fact that U grows

faster with distance from concavities than from convexities

and, so, the gradient magnitude is higher.
By simply thresholding �, we can divide a shape into

parts. Fig. 7 shows a few examples. Note that, by changing

the threshold, we can also extract very small parts, such as
the ear or a horseshoe.

4.2 Identifying Corners

For every point inside the silhouette, we can evaluate the
curvature of the level set passing through this point using [43]

� ¼ �r � rU
krUk

� �
: ð10Þ

High level values of � mark locations where level sets are
significantly curved. Since the level sets of U are smooth
versions of the bounding contour, this measure can be used,
for example, to detect corners at different scales.

Negative values of � identify all shape concavities, as is
shown in Fig. 8. High negative values are obtained near
local, sharp concavities (e.g., the horse’s neck), and some-
what lower values in an extended area are obtained for
large-scale concavities (e.g., the horse back). High positive
values of � will reveal all convexities, along with ridge
(skeleton-like) locations. It is therefore preferable to detect
convex corners using low values of �, see Fig. 9.

4.3 Skeleton

To further emphasize the skeleton of a shape, we may use a
scale-invariant version of � defined as:

~� ¼ � U ��
krUk : ð11Þ

This measure emphasizes the skeletal structure, while
attenuating the response for corners near the boundaries
since, near the boundaries, U is small, while, near ridge
location, krUk is small. The skeleton obtained using the
Poisson equation is similar, but not identical to the skeleton
commonly obtained with the brushfire algorithm [8]. Fig. 10
shows rough skeletons computed with ~�.
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Fig. 8. Detecting concavities in different shapes using �. The figure highlights log j�j for all silhouette points with negative �.

Fig. 9. Detecting convex sections in different shapes using low values of �. The figure shows logð1=�Þ for all silhouette points. Notice that convex

points are highlighted.

Fig. 10. Rough skeletons computed with ~�. To obtain narrow skeletons we used a threshold, and repeated the computation of ~� on the obtained

region.



4.4 Local Orientation and Aspect Ratio

The Poisson equation can also be used to estimate the local
orientation and dimension of a shape. One example in
which this may be useful is character recognition (OCR).
Characters often can be described as a collection of
elongated, narrow strokes, most often with no noticeable
central part. The lack of a central part makes the method
discussed in Section 4.1 above inappropriate for characters.
We thus need a different procedure that can identify the
parts that compose a character. Furthermore, it is important
that this method will be applicable for very thin (pixel-
wide) as well as thick characters.

A natural way to divide a character into parts is to
identify the local orientation of the part and divide the
character into sections of different orientation. This can be
done simply by looking at the second derivatives of U . In a
narrow elongated section of a shape, the level sets of U are
largely parallel to the orientation of that section. The second
derivative of U along a level set is generally very small,
while the second derivative at the perpendicular direction
must complement it to -1 and, so, it must be much larger (in
absolute value). We may therefore identify the local
orientation at each pixel by detecting the orientation � in
which U�� is small.

Figs. 11 and 12 show a schematic representation of local
orientation for sets of thick and thin handwritten numerals.
In the case of pixel-wide characters, we may use the
smoothing postprocessing described in Section 5, although
the detection of orientation also seems to work well without
this smoothing. Note that the detection of orientation can be
applied everywhere within the shape and, so, it is fairly
insensitive to small perturbations of the contour. In Section 7
below, we show an example of using such detection in a
numeral recognition task.

We can further generalize the analysis above to arbitrary
shapes by constructing measures that locally estimate the
second order moments of a shape near any given point.
Consider a shape defined by a second order polynomial
P ðx; yÞ < 0, as in (4). As we mentioned in Section 3, every
level set of U is simply a scaled version of P ðx; yÞ (5). If we
now consider the Hessian matrix of U , we obtain at any
given point exactly the same matrix, namely,

Hðx; yÞ ¼ � 1

aþ b
a c=2
c=2 b

� �
: ð12Þ

This matrix is in fact the second moment matrix of the entire
shape, scaled by a constant. The eigenvectors and eigenva-
lues of H, then will reveal the orientation of the shape, its
aspect ratio, and will indicate whether the shape is elliptic
or hyperbolic.

For more general shapes, the Hessian will vary con-
tinuously from one point to the next, but we can treat it as
providing a measure of moments of shape felt locally by the
point. Figs. 13 and 14 show a few examples. In these figures,
�minðx; yÞ and �maxðx; yÞ denote the eigenvalues of the
Hessian matrix s.t. j�minðx; yÞj � j�maxðx; yÞj and �ðx; yÞ
denotes the orientation of the leading eigenvector.

5 MULTIGRID SOLUTIONS

The Poisson equation with Dirichlet boundary conditions
can be discretized on a grid with mesh size h as a set of
linear equations:

Lhuh ¼ fh; ð13Þ

where Lh is an appropriate discretization of the negative
Laplace operator (��),

Lhuði; jÞ � 1

h2
ð4ui;j � uiþ1;j � ui�1;j � ui;jþ1 � ui;j�1Þ: ð14Þ

Numerical solutions to the Poisson equation can be obtained
using successive Jacobi or Gauss-Seidel relaxations, but their
convergence rate is slow. It requires Oðn2Þ computer
operations to reach an adequate solution for a silhouette
region with n pixels. This slowness is a result of the fact that,
after several relaxation sweeps, the obtained approximation
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Fig. 11. A schematic representation of the second derivatives for handwritten numerals: Each pixel is assigned a color according to the direction in
which the derivative at this pixel is minimal (indicating that the pixel lies in a part that is elongated in this direction), i.e., green for the vertical direction,
blue for horizontal, brown and orange for the two diagonals.

Fig. 12. A schematic representation of the second derivatives (similar to
the previous figure) for pixel-wide numerals.



has a smooth error, which can only be slightly reduced by
each relaxation sweep. Such a smooth error can, however, be
approximated on a coarser grid. This in fact is what multigrid
algorithms do.

A multigrid solver consists of several relaxation passes,
followed by averaging the residual equations (the equations
for the current, smooth error function) to represent them on
a coarser grid with mesh size twice the fine-grid mesh size.
The approximate solution to the resulting coarse grid
equations yields a good approximation for the smooth
error. The coarse-grid approximation is then interpolated
back to the fine-grid and used to correct the previous,
erroneous solution. This combination of several relaxation
sweeps followed by a correction from a coarser grid is
called a multigrid cycle. One such cycle typically reduces the
error by an order of magnitude. The coarse equations in this
cycle are themselves approximately solved by a similar
cycle, i.e., several relaxation sweeps (on the coarse-grid
equations) followed by a correction from a still coarser grid
(with mesh size four times the finest-grid mesh size) and so
on recursively until, at a very coarse grid, the equations are
solved directly. The overall complexity of this multigrid
algorithm is OðnÞ. The formal algorithm is described in the
Appendix. (See analysis and more details in, e.g., [12]. For
recent multigrid textbooks, see [13], [53].)

In fact, for all the applications described below, which
largely require qualitative features rather than precise
numerical values, a crude accuracy suffices. This can be
achieved by applying just one, simplified cycle, which
employs very naive boundary conditions at the coarse levels
(placing the boundary at the nearest coarse grid points
instead of modifying the nearby coarse equations to account

for the fine, pixel-level location of the boundary). We

observed no qualitative difference in the measured features

between this one-cycle solver and a fully accurate, several-

cycle solver. This plain solver costs less than two dozen

operations per silhouette pixel.
Moreover, the interior regularity property described in

Section 3 implies that at a distance r from the boundary a

grid with mesh size h ¼ OðrÞ suffices to preserve the

discretization error. This property can be utilized to further

improve the complexity of the multigrid algorithm above.

At each level with mesh size hk, the modified version will

conduct each step of the algorithm only at a neighborhood

of the boundary whose thickness is OðhkÞ. The complexity

of such a solver is therefore linear in the number of contour

points, while its accuracy is unchanged.
Finally, the solution obtained may be noisy near the

boundaries due to discretization. To reduce this noise, we

may apply as a postprocessing stage a few relaxation sweeps

enforcing Uxx þ Uyy ¼ �1 inside the silhouette and Uxx þ
Uyy ¼ 0 outside the silhouette without explicitly enforcing

the Dirichlet boundary conditions on the boundary. This will

smooth U near the boundaries (Uðx; yÞ will not necessarily

be zero on ðx; yÞ 2 @S) and hardly affect more inner points.

6 CLASSIFICATION WITH DECISION TREES

To demonstrate the utility of the shape properties extracted

with the Poisson equation, we used them in shape

classification experiments. In this section, we describe the

classification algorithm used. Experimental results with

these methods are presented later, in Section 7.
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Fig. 13. A schematic representation of orientations computed via the Hessian matrix for several shapes. The turquoise color represents vertical regions

(j�j � �
4 ), yellow for horizontal (j�j < �

4 ), and brown for isotropic sections
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j�min=�maxj

p
� 2

3 ). It can be seen that pairs of similar shapes give rise to

similar orientation measures, but notice the thumb (left figure), which changes its orientation from near horizontal (top) to near vertical (bottom).

Fig. 14. Elliptic (brown) and hyperbolic (yellow) sections computed with the Hessian matrix for several shapes (sign of �min � �max).



Our algorithm is based on a decision trees framework.
The classifier is trained on a set of labeled shapes, each

represented by a high-dimensional vector of features (as

described in Section 7). It is natural to assume that some
features are more prominent in some classes of shapes than

the others and, thus, use different combinations of features
at different steps of the classification algorithm. Therefore,

decision trees were our first choice.

6.1 Training the Classifier

Given the training set, we recursively build a binary decision

tree. At every node of the tree, the training data is split into two
subsets (left and right sons). Since the data is high-dimen-

sional, we split the data in a lower dimension by projecting all
the data onto a line. Projection onto an arbitrary line will

usually produce a confused mixture of samples from all of the

classes. Thus, we will seek an orientation (linear combination
of features) forwhichtheprojectedsamplesarewell separated

[18], where by “well separated” we mean that each class is
concentrated on some compact range of the line (ideally,

different ranges for different classes), and it is possible to

divide the setofclasses into twosubsetsofclassessuch that the
mixture between the classes in each subset is reduced

drastically after the separation. Each of the two subsets of
classes can, in turn, be split by repeating the same procedure.

To find the optimal discriminant direction w, we define a

score SðwÞ as the ratio between the average width of the

projected classes’ clouds and the total projected width:

SðwÞ ¼
~�2
avg

~�2
¼ wTAw

wTBw
; ð15Þ

where A denotes the within-class scatter and B denotes the

total scatter of the data points. We then look for a direction
that minimizes this score. This definition is equivalent to the

definition of the multiclass Fisher linear discriminant [18]. It
can be shown that the vector w that minimizes S must

satisfy the generalized eigenvalue problem

Aw ¼ �Bw: ð16Þ

We choose the eigenvector corresponding to the minimal

eigenvalue (i.e., minimal ratio between the average within-
class scatter and a total scatter) to be the discriminant. This

is in contrast to the standard multiclass Fisher approach
where the first k eigenvectors (with k denoting the number

of classes) are used to reduce the dimensionality of the data.
Once the optimal direction w is found, we seek a

threshold t along w such that, after splitting the data using
this threshold, the mixture is maximally reduced in both

sons of the current node.
We evaluate the data mixture at a node of the tree

using the entropy function as a measure of impurity.
Suppose we are given k classes c0; . . . ck�1 and their

respective observed frequencies fp0; p1; . . . pk�1g, where
pq ¼ P ðx 2 cqÞ; q 2 0; 1; . . . ; k� 1, and

Pk�1
q¼0 pq ¼ 1. Then,

the impurity of the data at a certain node v is defined as

iðvÞ ¼ �
Xk�1

q¼0

P ðx 2 cqjvÞ logP ðx 2 cqjvÞ: ð17Þ

Given a splitting threshold t on w and denote the fraction
of data points at v that goes to vl and vr by PlðtÞ and PrðtÞ,
respectively (PlðtÞ þ PrðtÞ ¼ 1), then the quality of the split
is defined as the decrease in impurity

4iðv; tÞ ¼ iðvÞ � PlðtÞiðvlÞ � PrðtÞiðvrÞ; ð18Þ

where iðvlÞ and iðvrÞ are calculated with respect to t. We are
looking for the threshold t� such that4iðv; t�Þ is maximized,
i.e., t� ¼ arg maxt4iðv; tÞ.

While the eigenvector corresponding to the smallest
eigenvalue minimizes (15), the difference between the
impurity decrease obtained for directions corresponding to
the few smallest eigenvalues might be negligible. Moreover,
the impurity decrease depends on both the direction w and
the threshold t. Thus, at every node, we compute the maximal
impurity decrease for the best three eigenvectors (i.e.,
corresponding to the three smallest eigenvalues) and choose
the best pair of direction w� and threshold t� along it. The
remaining two eigenvectors are stored along the branches of
the tree for a possible future use in nodes where only few data
points remain and overfitting might occur.

To avoid overfitting at the leaves level of a decision tree, we
stop splitting whenever the sum of elements in the two
biggest classes at the node is smaller than the number of
features used. Then, we try to separate the data using one of
the stored directions that were calculated when there were
still enough statistics. Among these directions, we again
choose the pair of direction and threshold to maximize
impurity decrease.

6.1.1 Complexity Analysis

In the remainder of this section, we analyze the time
complexity of the construction of a single decision tree. We
denote the number of data points by n and the number of
features d.

Consider first the number of operations needed at a node
with nv data points. To formulate the generalized eigenva-
lue problem in (16), we need to construct the within class
scatter A and the total class scatter B matrices, which takes
Oðnv � d2Þ operations. Then, naive Cholesky factorization
approach for solving the generalized eigenvalue problem
takes Oðd3Þ operations.

Given a candidate orientation (eigenvector) w, finding
the threshold t that maximizes 4iðv; tÞ in (18) can be done
by an exhaustive search over the nv thresholds taken at
nv locations of the data points projected onto w. First, we
sort the data points along w (which takes Oðnv lognvÞ
operations) and then go over the sorted points. It takes
OðnvÞ to compute the impurity decrease for the first
threshold and Oð1Þ to compute the impurity decrease for
each of the next thresholds (assigning each data point below
or above the threshold, given the previous assignment).

There are three eigenvectors that are considered for each
eigenvalue problem. Unused eigenvectors are accumulated
from level to level of a tree for a possible use at lower levels
when there are not enough statistics. Thus, the number of
operations that are needed to find the best pair of
orientation w and threshold t at the current node is at most

3i � nv lognv; ð19Þ

where i is the depth of the current node.
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Since we are using weighted impurity decrease criterion

for splitting data at each level, our decision trees are built in an

almost balanced way. (By “balanced” we mean that the

number of the data points at a parent node is roughly double

the amount of the data points at any of its sons.) Hence, for the

simplicity of the analysis, we compute the complexity as if it

was a binary balanced tree. In this case, the number of data

points at every node is nv ¼ n=2i and the final complexity is

then given by:

T ðnÞ ¼
Xlogn

i¼0

2i d2 n

2i
þ d3 þ 3i

n

2i
log

n

2i

h i

¼ Oðd2n lognÞ þOðd3nÞ þOðn log2 nÞ:
ð20Þ

6.2 Classification

To classify an unseen shape by a decision tree, the shape is

“rolled” down the tree until it reaches a leaf. The information

found at the leaf is used to assign a set of probabilities to the

shape being classified. For any class label cq present at the leaf

with observed relative frequency pq, the probability of the

shape in question getting this label is exactly pq. The

complexity of rolling a shape down a single decision tree is

Oðd lognÞ.
In addition, we also use an approach similar to [2] to

improve the classification error of a single decision tree by

resampling the training set several times and building a

Decision Forest. To classify an unseen shape by a decision

forest, the sets of label probabilities resulting from each

decision tree are summed up, examined, and the label with

the highest probability is chosen.

7 EXPERIMENTS AND RESULTS

Below we describe preliminary classification and retrieval

experiments which demonstrate the utility of properties

extracted with the Poisson equation. In these experiments,

we represent a shape by a collection of features derived for

the shape using the Poisson solution (3). The features we

use are weighted moments of the form

mpq ¼
Z 1
�1

Z 1
�1

wðx; yÞxpyqdxdy; ð21Þ

in which, for every feature, we substitute for wðx; yÞ a
different Poisson-based measure. Following is a description
of the features used and the results obtained in each of the
experiments.

7.1 Handwritten Numerals

In the first set of experiments, we learn to classify hand-

written numerals. All numerals were first centered about

their centroid and brought to a uniform scale usingffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hx2i þ hy2i

p
as the normalization factor. We used two

types of measures as weights in (21). The first measure, L�,

identifies local orientation by detecting the orientation in

which the second derivative of the solution is near zero.

This measure is defined by

L�ðx; yÞ ¼ e��
~U��ðx;yÞj j; ð22Þ

where ~U��ðx; yÞ denotes a three-pixel average of U��ðx; yÞ,
the second derivative of U in one of the four directions

� 2 f0; �=2; �=4;��=4g (we used � ¼ 3). The second mea-

sure, J�1�2
ðx; yÞ, identifies junctions by taking the geometric

mean of two detectors, L�1
ðx; yÞ and L�2

ðx; yÞ, in the six

pairs of orientations ð�1; �2Þ s.t. �1; �2 2 f0; �=2; �=4;��=4g
and �1 < �2. We then computed moments of up to order

pþ q ¼ 5 with each of the 10 measures above (four L� and

six J�1�2
) as weights in (21) resulting in 21 moments per

measure. In addition, we used two global properties, the

aspect ratio of the numeral and the ratio between the

product of the length and width of the shape determined by

PCA and the area of the numeral. All together, this yields a

vector of 212 features for each numeral.
We used these features to train a classifier with multiple

decision trees (see Section 6), each trained on a random

subset of the training set. We then test the algorithm by

applying it to an unseen randomly chosen test set. We

compare our results with those reported in the literature

and with the results obtained using the same classifier

when the features used include ordinary shape moments

(computed as in (21) with wðx; yÞ ¼ �ðx; yÞ, the character-

istic function of the shape).
An overview of the databases used in this set of

experiments is shown in Table 1. For each of the databases,

we report the obtained error rate along with the sizes of

training and test sets and the sizes of the images. The error

rate reported is an average over 20 random experiments,

each performed on a random split of the database into

training and test sets. In each experiment, the algorithm

constructed a forest of 50 decision trees, each trained on a

random subset of the training set (the size of the subset is

reported as well). In the following paragraphs, we shortly

summarize and compare the obtained results.
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TABLE 1
An Overview of the Databases of Handwritten Numerals

For each data set, we provide image size, number of training samples used in our experiments, number of held out test samples, number of samples
used to construct each tree, and classification error rate (mean and standard deviation).



7.1.1 USPS Database

The US Postal Service database (USPS) [28] consists of

9,298 handwritten numerals of size 16� 16 pixels with

intensity values varying between 0 and 2. In order to

extract a silhouette for each digit, we considered only the

pixels with intensity values higher than 0.8. The average

error rate obtained in 20 random experiments was

2:1%	 0:3%, which is comparable to the state-of-the-art

results (1.9 percent) reported on this database in [29].

7.1.2 NIST Special Database 19

The NIST special database 19 is the most comprehensive and

apparently most difficult database available by NIST [27]. We

randomly chose 20,000 numerals from the database and

downsampled each numeral to fit in a 64� 64 pixels box. The

average error rate obtained in 20 random experiments was

1:8%	 0:5%. (At least one of our errors was due to

mislabeling in the database.) For comparison, with ordinary

shape moments of up to order 8 (including the two global

features, yielding 44 features), we obtained an error rate of

4:2%	 0:6%. Further experiments with moments up to all

orders between 4 and 20 (resulting in 27-230 features) yielded

even inferior performance. In addition, our results favorably

compare to the 3:58%	 0:13% reported in [25].

7.1.3 MNIST Database

We then applied the same procedure to numerals from the

MNIST database [33]. The average error rate obtained in

20 random experiments was 2%	 0:3%. Our results are

superior to many of the algorithms tested in the benchmark

[34], including RBF, Neural nets, PCA, and linear classifiers,

but are inferior to the best results published for boosted

LeNet-4 [34] (0.7 percent), shape context [5] (0.63 percent),

virtual SVM [15] (0.56 percent), local context and nonlinear

deformation models [29] (0.43 percent), and convolutional

neural networks [51] (0.4 percent). However, our algorithm is

fast. For example, our nonoptimized Matlab implementation

requires less than 15 minutes of training with 20 K numerals.
Moreover, our method is general and can be applied to

a wide variety of shape types. However, we believe that a
task-driven feature selection procedure and enrichment of
the database with distorted versions of the numerals as in
[15], [51] might help improve our classification results in
the future.

7.2 Natural Silhouettes

The next set of experiments, experiment demonstrates the

utility of the Poisson-based features in classification and

retrieval of general shapes. We collected a database of

silhouettes of natural objects and expanded it with the most

variable classes from [46]. The database contained 490 silhou-

ettes of 12 classes (see Fig. 15). We centered the silhouettes

about their centroid and brought them to a uniform scale

(using
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
< x2 > þ < y2 >

p
as the normalization factor) and

then solved the Poisson equation (3). We characterized every

silhouette using two measures. The first measure is analogous

to L� (22). It identifies vertical and horizontal regions of a

shape by detecting points for which the orientation computed

with the Hessian matrix (Section 4.4) is close to either zero or

�=2. This measure is defined by

H�ðx; yÞ ¼ e�	 �� �ðx;yÞj jj j; ð23Þ

where �ðx; yÞ is the principal direction felt locally at ðx; yÞ
(��2 � �ðx; yÞ � �

2 ) and 	 is a constant (we used 	 ¼ 3). We

evaluated H� at every point with ratio
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j�min=�maxj

p
� 1

2 for

the two orientations � 2 f0; �2g. The second measure K�ðx; yÞ
identifies concave regions as well as elongated convex

sections by emphasizing points with high values of �

(Section 4.1). Denote by �̂ðx; yÞ, the function �ðx; yÞ
centered about its saddle point value (the value at the

point where U is maximal) and normalized so that its

maximal absolute value is 1. We define

K�ðx; yÞ ¼
1

1þ e�
�̂ðx;yÞ
ð24Þ

(we used 
 ¼ 4).
We then computed moments up to order 3 as in (21),

substituting, for wðx; yÞ, the two vertical and horizontal

measures H� and the measure K� resulting in 10 moments

per measure and 30 moments in total.
With this database of natural silhouettes, we performed

two types of experiments: shape classification using the

decision trees classifier described in Section 6 and shape

retrieval experiments using the nearest neighbors technique.

We compare our results with results obtained using the same

classification/retrieval methods when the features used

include geometric shape moments (GM) (computed as in

(21) with wðx; yÞ ¼ �ðx; yÞ, the characteristic function of the

shape) and Zernike moments (ZM) (computed as described in

[56]). In the retreival test, we further compare the perfor-

mance of the Poisson-based shape descriptor with that of the

contour-based and region-based shape descriptors adopted

by the MPEG-7 International Standards, namely, the curva-

ture scale space descriptor (CSSD) [40], [19] and the Angular

Radial Transform descriptor (ARTD) [30], [19], [9].
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7.2.1 Shape Classification

In the classification experiments, we used a random selection

of 396 of the silhouettes for training and the remaining

94 silhouettes for testing. The error rate was averaged over

100 random experiments, each performed on a random split

of the database into training and test sets. Using the same

classification algorithm as with the numerals (constructing

30 trees, each trained with a random selection of 322 silhou-

ettes), we obtained an average error rate of 4:3%	 2%. With

geometric shape moments (GM) of orders up to 6 resulting in

25 features (not including the first three trivial moments), we

obtained 6:2%	 2:5%. Experiments with moments of differ-

ent orders (we tried all orders between 4 and 9, resulting in 12-

30 features) yielded even inferior performance.

We also compared the performance of our Poisson-based

shape descriptors with that of Zernike moments descriptors

(ZMD). Since Zernike moments assume integration over the

range of the unit circle, we applied a slightly different shape

normalization that allows the majority of the shape pixels to

fall within the unit circle. We centered each silhouette about

its centroid and brought it to a uniform scale using

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
< x2 > þ < y2 >

p
as the normalization factor. Ignoring

the portions of the shape that fell outside the unit circle, we

then computed, for each shape, 36 Zernike moments up to

order 12 (using only their magnitudes and normalizing by the

mass of the shape, as described in [56]). Using the same

classification algorithm with Zernike moments of orders up to

8, resulting in 25 features, we obtained an average error rate of

8:9%	 2:7%. Experiments with Zernike moments of different

orders (we tried all orders between 7 and 12, resulting in 20-

49 features) yielded even inferior performance.

7.2.2 Shape Retrieval

To further test our Poisson-based descriptors, we used them

in a retrieval experiment using the database of natural

silhouettes. Again, we compare the performance of the

Poisson-based shape descriptor with that of geometric

moment descriptors (GMD) and Zernike moment descriptors

(ZMD). In addition, we compare our results to the contour

and region-based shape descriptors adopted by the MPEG-7

International Standards, namely, the curvature scale space

descriptor (CSSD) [40], [19] and Angular Radial Transform

descriptor (ARTD) [30], [19], [9]. In these experiments, the

code for CSSD and ARTD extraction and retrieval

(XMWin6_1) was downloaded from the MPEG7-XM soft-

ware repository [41].

We used the same Poisson-based features (PF) as

described in Section 7.2. Each feature was centered about its

centroid over the entire database of shapes and brought to a

uniform scale. We then gave each feature a weight inversely

proportional to the ratio between its average within class

variation and its between class variation and computed

weighted euclidian distances between every two shapes in

the database. For each shape, the 15 closest shapes were

retrieved and average recall and precision rates were

computed. Precision measures the accuracy of retrieval and

is defined as the ratio of the number of relevant shapes

retrieved to the total number of retrieved shapes. Recall

measures the robustness of the retrieval performance and is

defined as the ratio of the number of relevant shapes retrieved

to the total number of relevant shapes in the database. Fig. 16

shows the examples of the retrieved shapes for randomly

picked query shapes from each class. Erroneous shapes are

shown in gray. Note that the retrieval is mostly accurate with

some confusion mainly between the four legged animals. The

same procedure was also performed with unweighted

geometric moments (GMD) and Zernike moments (ZMD)

descriptors. With the ZMD, we then used both, the weighted

euclidian distance (WED) and the “city block distance” (CBD)

(as described in [56]) to run the same shape retrieval

experiment. The results are summarized in Fig. 17.

For further comparison, we then turned to MPEG-7 shape

descriptors. We used the software provided by MPEG-7 to

extract CSSD and ARTD shape descriptors and to perform

shape retrieval within the same database of natural silhou-

ettes. All the results are summarized in Fig. 17. It can be seen

from the graph that the retrieval performance of the Poisson-

based shape descriptor (PF) is superior to that of the GMD,

ZMD, MPEG-7 CSSD, and ARTD shape descriptors. The

relatively weak performance of MPEG-7 shape descriptors

could possibly be explained by the fact that the source code of

the XM software version is optimized in terms of representa-

tion (4 bit representation) and speed by sacrificing the

accuracy.

8 CONCLUSION

Solutions to the Poisson equation provide rich descriptive

information that can be used to compute useful properties of

shape silhouettes. In this paper, we derived several such

properties and described how to compute them efficiently

using multigrid solvers. Many of the properties we derived

are obtained from the Poisson solution simply by differentia-

tion. Also, we have shown how we can use the solution to

construct a scalar field whose thresholding decomposes an

object into parts.

We demonstrated the utility of the extracted properties in

shape classification and retrieval tasks applied to several

databases of handwritten numerals as well as shapes of

natural objects. Generally, our results favorably compare to

those reported in the literature and to those obtained with

other shapes descriptors (such as MPEG-7 standard shape

descriptors) using the same classification/retrieval methods.

Finally, additional useful processes and recognition tools

can be built based on the properties derived with the

Poisson equation. In particular, based on the local orienta-

tion measure presented in Section 4.4, we may segment

each numeral to its constituent strokes by identifying

sections in which orientation changes smoothly. Each stroke
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can then be characterized by various properties, such as its

location and several moments of its orientation as a function

of arclength. These ideas can also be applied to identifying

directions of skeleton parts. Finally, it is also worth noting

that solutions to the Poisson equation and the properties

extracted from its solution can also be applied with very
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Fig. 17. Average Precision-Recall in shape retrieval experiments on the database of natural silhouettes. Several methods are compared, including

Poisson-based features ðPFÞ, geometric moments descriptor ðGMDÞ, curvature scale space descriptor implemented by MPEG-7

ðMPEG� 7CSSDÞ, angular radial transform descriptor implemented by MPEG-7 ðMPEG� 7ARTDÞ, Zernike moments descriptor and using

city block distance ðZMDCBDÞ, Zernike moments descriptor and using weighted euclidian distance ðZMDWEDÞ.

Fig. 16. Examples of the retrieved shapes for randomly picked query shapes from each class, sorted by ascending distance using the Poisson-based

shape descriptors. The first column is the query shape and the retrieved shapes occupy the rest of the row.



little change to objects in higher dimensions. A recent

extension to 3D space-time analysis has been applied in the

context of action recognition [7].

APPENDIX

MULTIGRID CYCLE

For a formal description of a multigrid cycle, we use a

sequence of coarser and coarser girds �hk , characterized by

a sequence of mesh sizes hk: �hM ;�hM�1
; . . . �h0

. The coarsest

grid is characterized by the mesh size h0, whereas the finest

grid is characterized by h ¼ hM and 8k; hk�1 ¼ 2hk. To

simplify notation, we replace the index hk by k (for grids,

grid functions, and grid operators) in the following.

As explained above, performing relaxation sweeps on a

grid �k very quickly reduces all high-frequency compo-

nents of the error. So, it can be approximated on a coarser

grid �k�1 with mesh size hk�1 ¼ 2hk. Generally, for any

linear fine-grid equation Lkuk ¼ fk and any approximate

solution ~uk, the error vk ¼ uk � ~uk satisfies the residual

equation Lkvk ¼ rk, where rk ¼ fk � Lk~uk. It can therefore be

approximated by the coarse-grid function vk�1 which

satisfies

Lk�1vk�1 ¼"k�1
k rk; ð25Þ

whereLk�1 is some coarse-grid approximation toLk and "k�1
k

is a fine-to-coarse restriction operator (defined in Fig. 18).

Having obtained an approximate solution ~vk�1, it is used

as a correction to the fine-grid solution. Namely, we replace

~uk by ~uk þ "kk�1~vk�1, where "kk�1 is a coarse-to-fine interpola-

tion operator (Fig. 18).

To efficiently get an approximate solution to the coarse-

grid equation (25), we employ the above solution process

recursively at each scale k. This multiscale algorithm

employs uniform grids at all scales. Given a fine grid, the

coarse grid is obtained by simply taking a subset of every

other point in both directions.

The complete recursive process, known as the multigrid

cycle, is summarized below: The equation on a grid �k is

generally written as

Lkuk ¼ fk; ð26Þ

with Lk denoting an appropriate discretization of the

negative Laplace operator (��),

Lkuði; jÞ � 1

h2
k

ð4ui;j � uiþ1;j � ui�1;j � ui;jþ1 � ui;j�1Þ: ð27Þ

Unless k is the finest level ðk ¼MÞ, uk�1 is always
designed to be the coarse correction to ~uk (the current
approximation on the next finer grid) and, hence,
fk�1 ¼"k�1

k ðfk � Lk~ukÞ, starting with fM � 1. The multi-
grid cycle algorithm for improving a given approximate
solution ~uk to (26) is defined recursively as follows:

~uk  MGCðk; ~uk; fkÞ

1. If the given grid consists of a small number of
points—solve the equations directly, e.g., by Gauss
elimination. Otherwise:

2. Perform �1 relaxation sweeps on (26), resulting in a
new approximation �uk.

3. Starting with ~uk�1 ¼ 0, perform 	 successive cycles
of the type

~uk�1  MGC k� 1; ~uk�1; "k�1
k ðfk � Lk�ukÞ

� �
:

4. Calculate ûk ¼ �ukþ "kk�1 ~uk�1.
5. Finally, perform �2 relaxation sweeps on (26),

starting with ûk and yielding the final ~uk. (We used
�1 ¼ �2 ¼ 2 and 	 ¼ 1.)

Since the computational work at the increasingly coarser

levels diminishes geometrically, the overall cost of a

multigrid cycle is only a fraction more than the cost of the

several fine-grid relaxation sweeps. Several such cycles are

enough to produce a very accurate solution, so the total cost

of the multigrid solver is just OðnÞ.
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