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ability is equivalent to that of being able to simulate rolling any k-sided die (where
|k| is polynomial in the length of the input). We would like to minimize the amount
of hardware required for a machine with this capability. This leads to the problem
of efficiently simulating a family of dice with a few different rypes of biased coins
as possible. In the special case of simulating one n-sided die, we prove that only two
types of biased coins are necessary, which can be reduced to one if we allow
irrationally biased coins. This simulation is efficient, taking O(log n) coin flips. For
the general case we get a tight time vs number of biases tradeoff; for example, with
O(log n) different biases, we can simulate, for any i <n, an i-sided die in O(log n)
coin flips. 1993 Academic Press, Inc.

1. INTRODUCTION

Probabilistic Turing machines (PTM), as defined in [Gil77], have
access only to a coin which comes up heads or tails with equal probability,
what we call a fair coin. There is no important difference between having
a fair coin and having a biased coin when the PTM is used for language
recognition. The best one can hope for in probabilistic language recogni-
tion is a short expected time and a coin which comes up heads with
probability p, the bias of the coin, can indeed be simulated by a fair coin
in short expected time. However, when the PTM is used to generate a
combinatorial structure according to some distribution [Jer867], a natural
question arises: can we do better than short (polynomial) expected time,
i.e., can we have a random generator for some distribution which will
always terminate after a short time. (An example of this type of random
generation is found in the introduction to Section 3 of this paper; an
algorithm which is inherently only expected time is Karp and Luby’s
random generation of satisfying instances for DNF formulae [Kar83].)
There is a conceptual difference between these two kinds of random
generation, in that (at least in the light of our results) a bounded-time
algorithm can be thought of as a mapping from random strings to a set
of combinatorial structures in a way that all structures in the set have
pre-images of equal total weight.

If one has only a fair coin, then even the simple task of choosing with
equal probability between 3 numbers, i.e., rolling a 3-sided die, has no algo-
rithm that always terminates. Therefore additional hardware is required.
We assume that for any bias p, a device is available that produces a head
with a probability p. Our goal is to minimize the number of such devices
(coins) required to generate samples according to certain distributions in
bounded time. When a distribution is naturally associated with a certain
device, such as an n-sided die, and we are generating samples from it by
other means, we say we are simulating the device or its distribution.
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We start in Section 2 with the simple problem of simulating an n-sided
die for a fixed n. As we have mentioned, one cannot, in general, simulate
an n-sided die having anly a fair coin. In Section 2.1 it is shown that if we
have a coin of bias 1/n and a fair coin, then with at most 2 log »n coin flips
we can simulate an n-sided die. Conversely, if we consider only coins whose
bias is rational, then two coins are necessary, unless n is a power of two.
This is shown in Section 2.2. If we do allow coins of irrational bias, then
for any n, an n-sided die can be simulated with only one type of coin. This
is shown in Section 2.3.

We then turn in Section 3 to the question of having a Turing machine
which can at any step make a choice of any rational probability. Jerrum et
al. [Jer86] argue against having such machines as models of computation
since they violate the philosophy of Turing machines, because not every
step can be implemented with a fixed amount of hardware and in a fixed
time. We show, however, that by fixing in advance log n types of coin, any
coin of rational bias whose denominator is less than # can be simulated in
O(log n) coin flips. This is proven in Section 3.1. In Section 3.2 we give a
tight lower bound, in that we show that any set of coins which enables vs
to simulate any coin of bias j/k, where k <n with d coin flips, has size
Q(log n/log d). For each point on this curve we have a matching upper
bound. Thus, if we have an algorithm which decides the bias with which to
make a choice based on the computation so far, we can replace this with
an algorithm which acts deterministically, but which has access to logn»
different size Tlogn random tapes over different alphabets. (7 is a time
bound for the first algorithm, n, the size of the maximum denominator of
a bias used by the algorithm.) Unfortunately, unless the jth bit of n!/i is
easily computable, the simulation we have is non-uniform (see Section 3.1
for a discussion).

1.1. Notation

A coin of bias p is a device that, upon request, randomly outputs either
heads or tails with a fixed probability p for heads. We assume that the
outputs of such coins are independent.

Let D be a probability distribution on a finite set S. For a set of coins
C to simulate D there must be a certain finite binary decision tree ¢. The
leaves of 7 must be labeled with elements of S. Other nodes of ¢ must be
labeled with coins in C. The depending branches labeled one heads and one
tails and D must be the distribution on S obtained from 7 by generating
samples as follows. Start at the root. At internal nodes, flip the associated
coin and proceed along the branch indicated until arriving at a leaf labeled
by S. If the depth of ¢ is 4 then it is said to use d coin flips.

We can restate our goal as follows. Given distributions D, D,, .., D,
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and a depth d, find the minimum size of a set of coins C that can simulate
each D, in d or fewer coin flips.

A fair n-sided die, for a natural number n, is the distribution which
assigns equal probability for each integer in 1, ..., n. A (fair) coin is a (fair)
2-sided die.

A sequence of coin flips can be viewed as a binary number by assigning
to heads the value 1 and to tails the value 0.

Throughout the paper we use amod b to refer to the remainder in the
division of a by b.

2. SIMULATING A SINGLE DIE

In this section we discuss the problem of simulating an n-sided die with
as few coins as possible. We first restrict ourselves to rational coins, and
give a simple procedure which, for any n, requires only two types of
rationally biased coins to simulate an n-sided die by flipping the coins at
most [2logn]+1 times. In Section 2.2 we show that this is the best
possible; ie., that except for powers of 2 you cannot simulate any n-sided
die with just one type of rational coin. Then in Section 2.3 we show that for
any n we can simulate an n-sided die by using a single coin whose bias is
an algebraic number.

2.1. Simulating with Rational Coins

We give a simple procedure to simulate a fair n-sided die with two
rationally biased coins using at most [ 2 log n'] + 1 coin flips. The two coins
used are a fair coin and one of bias 1/n. Any such procedure determines a
map from the set of sequences of coin flips into the numbers from 1 to .
Thus, we can think of our algorithm as a way to divide the possible
sequences of coin flips into » bins, one for each number between 1 and ».
The first n—1 bins have a similar construction, and the last bin, the
“remainder” bin, is used to balance the probabilities. We use the same
scheme in Section 2.3 to show how a single coin with an algebraic number
can be used to simulate any die.

Consider sequences consisting of a single flip of the 1/n coin and k flips
of the fair coin, where k =12 log n7]. There will be two types of sequences,
one where the 1/n coin is tails and the other where the 1/x# coin is heads.
We have 2* sequences of the first type, each with probability (n — 1)/(n2%),
and 2% sequences of the second type having probability 1/(n2*) each.

We plan to make the sum of the probabilities of the sequences assigned
to each bin equal 1/n. Let d be | 2¥/{n—1) ] and r be 2* mod(n— 1), ie., d
and r are are integers with 0<r <n—1 and d(n — 1)+ r = 2*. We assign to
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each of the first n— 1 bins d sequences of the first type and r of the second
type. The last bin will contain the remaining r sequences of the first type,
and 2¥ — #(n — 1) sequences of the second type. This imposes a restriction
on k, namely r(n— 1) must be no greater than 2*. To satisfy this restriction
it is enough for k to be at least [log(n*)]=[2logn7.

The sum of the probabilities of the sequences in each of the first n—1
bins is

n—1

1
d';'z—k“-Fr-;—z—k: l/n

The sum of the probabilities of the sequences in the last bin is

n—1
n2*

r +(2"—r(n—1))-$=l/n.

Hence we have

THEOREM 1. For any n, a fair n-sided die can be simulated using 2 rypes
of biased coins and at most [2logn |+ 1 coin flips.

The algorithm we get is:

(1) Flip the 1/n coin once and the fair coin kK =[ 2 log '] times. Let
v be the number that represents the value of the sequence of the & fair coin
flips when viewed as a binary number.

(2) If the 1/n coin is tails then if v<d-(n—1) then output
(v mod(n— 1))+ 1 else output ~.

(3) If the 1/n coin is heads then if v<r(n—1) output
(vmod(n— 1))+ 1 else output .

2.2. One Rational Coin Does Not Suffice

THEOREM 2. If n is not a power of 2, it is impossible to simulate a fair
n-sided die using only one rationally biased coin.

Proof. We prove the theorem for n a prime > 2; the general result
follows immediately from this, since if we could simulate an n-sided die
with a single coin, we could simulate a p-sided die for any divisor p of n
with the same coin by taking the result mod p. Thus, if our claim is true,
2 is the only possible prime divisor of n.

Assume we could simulate with d flips an s-sided die with one coin of
bias p/q, p and g relatively prime integers. This means that we can partition
the set of all sequences of “heads” and “tails” of length d into n subsets,
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S, S5, . S, each of probability 1/n, according to the output our algo-
rithm gives after flipping such a sequence. For each S, define ¢, as the
number of sequences in S, with exactly i “heads.” Then we have

d P i p d o 1
Z Cij J=1 1 1-=-= —_—
i=0 qg q n
for each subset S,.

From this, it immediately follows that n divides g, since n is prime and
1/n can be written as a sum of fractions all of whose denominators are
powers of ¢q. Let g =rn. Since n > 2 and each sequence appears in at most
one S, there is an §, with neither the sequence of all heads nor that of all
tails as an element, ie., ¢;;=c,=0. Then we can rewrite the last equation
as

3

S |-

1 d! . .
S Y eyp m—p)t =
(r-n)d et iy

which implies that

d—1

Y cypttrmm—p)i=rin

i=1

d—1

Taking this mod p we have

0=r¢-n""mod p.

but p is relatively prime to g =rn, and hence relatively prime to r and to
n. So r and » are invertible mod p and we get 0 = 1 mod p. This implies that
p=1. Similarly, rn—p=1, so r-n=2, contradicting n > 2.

2.3. One Algebraic Coin Suffices

We now turn to the question of simulating an n-sided die when we allow
the bias to be irrational, and specifically algebraic. We show that for any
n, there exists a bias which is a solution to an integer polynomial equation
of degree 2logn, so that with a coin of that bias we can simulate an
n-sided die by flipping it O(log n) times.

Suppose we have a coin with bias b, and we flip the coin & times. We try
to divide all sequences, as in Section 2.1, between n bins, the first n— 1 bins
having a similar construction and the last one being a remainder bin. For
each 0<i<k we will try to divide all sequences with / heads evenly
between the bins. All sequences with i heads have the same probability.
So, for any 0<i<k, we put in each of the first n—1 bins | (*)/(n—1) |
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sequences and in the last bin (%) mod(n — 1) sequences. Let L(b) be the
sum of the probabilities of the sequences assigned to the last bin as a function
of b:

k ) ) k
Lby=Y c¢;-b"-(1—b)""  where c,:(l,)mod(n—l).
i=0

If, for some b, L(b)= 1/n then the sum of the probabilities of the sequences
assigned to each of the first n— 1 bins is 1/n as well, since all other bins
were constructed symmetrically. We show the existence of such a 4 using
continuity. Clearly L(0) =1,

t3)-Eox(-3) 72
=Y a5 (1-3 =_ ¢;
2 i=0 2 2 2* 1=0
If k is large enough, ie, k>3logn, we have L(3)<1/n. Since L is a
continuous function, there is 0 < by <3} such that L(by)=1/n. That b, is
exactly the bias we need in order to simulate an n-sided die. Therefore we
have

THEOREM 3. For every n, a fair n-sided die can be simulated using
O(log n) flips of a single coin whose bias is an algebraic number.

The algorithm we get is:

(1) flip the coin of bias byk =3 log n times.

Let S be the sequence we got, and assume S has i tails. Let r(S) denote the
rank of § in a lexicographical order of all sequences of length k with / tails.
r(S) can be easily computed in time linear in k.

(2) If r(S)> (*)—c, then, output n.
Otherwise, output (r(S)mod(n—1))+ 1.

3. Simultaneous Simulation of Many Coins

Our goal in this section is to design machines that can simulate all
rational coins. Having such machines is necessary for the random genera-
tion in bounded time of more complicated combinatorial structures. For
instance, consider the problem: given a graph, generate a spanning tree of
the graph in such a manner that all spanning trees of the graph are output
with the same probability.

Since an efficient procedure for counting the number of spanning trees in
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a graph exists [Eve79], and since the problem is self-reducible [Jer86] we
have the following algorithm:

Let G(V, E) be the graph, and let 7 be the spanning tree we are building,
ST(G) will denote the number of spanning trees G has. For an edge e€ E,
let G, denote the graph we get from G by contracting e, that is, removing
the edge e and identifying its endpoints.

(1) If G is a graph composed of one node halt. T is a spanning tree.
(2) Select an arbitrary edge ec E.

(3) With probability ST(G,)/ST(G) execute stepa; otherwise,
execute step b.

{a) Addeto Tand let G be G,.
{b) Remove e from the graph G. Thus, E becomes E — {e}.

(4) Goto 1.

If we have to run the algorithm on a PTM, then Step3 can be
implemented only with short expected time; but if we have a machine that
has access to any rational biased coin, then this algorithm can run on it in
bounded time. However, as {Jer86] argued, adding to a Turing machine
the capacity to access all rationally biased coins violates the philosophy of
Turing machines, in that not every step can be implemented with a fixed
amount of hardware in fixed time. Therefore, we are interested in machines
that can simulate any bias, using as few as possible different coins.

If we restrict ourself to rational coins, then no finite set of rationally
biased coins can simulate all rational biases, since we noted in Section 2.2
that every prime must divide some bias. Therefore, we have to be less
ambitious, and consider machines that can simulate all rational coins
whose denominators are smaller than some fixed n. Consider a non-
uniform model of computation, such as circuits, where the size of the input
is fixed. We try to be efficient in the length of n, since then, by having poly-
nomially (in the size of the input) many coins, any bias that arises in an
algorithm, such as the above one, could be simulated efficiently. (In such
an algorithm, the length of the biases that we will need to simulate will be
polynomial in the size of the input.) In Section 3.2 we show that by fixing
O(log n) coins any bias of denominator less than » can be simulated using
O(log n) coin flips.

In Section 3.2, we show that the results of Section 3.1 are optimal by
giving tight bounds on the tradeoff between the number of coins and the
number of coin flips.

In Section 3.3, we show that, even if we allow irrational biases, any
machine that can simulate all rational biases must have an infinite set of
biased coins available to it.
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3.1. Upper Bounds for Efficient Simulation of Many Coins

In this section, we show how, for any fixed n, one can determine in
advance O(log n) coins, with which every rational bias whose denominator
is less than » can be simulated by flipping O(log n) coins.

The idea of this simulation is that the set of biases that can be simulated
quickly is “closed” under averaging. Assume we have a set of biased coins
with which we can simulate two biases p, and p, with at most 4 coin flips.
Flip a fair coin; if heads, simulate the bias p,, if tails, simulate the bias p,.
This gives us a way of simulating a bias of {p, + p,)/2 with at most d + 1
coin flips.

We can generalize this idea. Assume that we have a set of biased coins
C and a sequence of biases B= {b,, b,, .., b,} such that we can simulate
any bias from B with coins from C by at most f coin flips and that we can
simulate an m-sided die with at most g coin flips. Then we can simulate the
average of B,

bi’

1

"M 3

1

m 7
with at most f+ g coin flips. This is done by simulating the m-sided die,
and then simulating a coin of bias b;, where j is the result of the first roll.
We output the result of the second simulation.

Let k be [ log(n!) |. In order to show that we can simulate any coin of
bias p/q such that g<n, it is enough to show that, for any ¢, we can
simulate a & - g-sided die, since we can decide that the outcome of the coin
is heads or tails depending on whether the outcome of the k - ¢-sided die is
smaller or larger than & - p. In order to simulate a k - g-sided die, we know
from Section 2.1 that all we need to be able to do is to simulate one flip
of a coin of bias 1/kq, and 2 log(k - ¢) flips of a fair coin.

We will show how to simulate a coin of bias 1/kg in three stages, each
stage requiring at most O(log n) new coins. First, we will show how to
simulate a coin of bias 1/2/, for any j such that 2/ < n!. Then we show how
to simulate a coin with bias 2//n! for any such j, and finally for any 4 < n!
we show how to simulate a coin of bias h/kn!. By taking h to be nl/g, we
get a 1/kq coin.

We now explain how each stage works.

Stage One. For any j

1
?.

1
TR Y

ist ithbitofjis ]

Therefore, given j such that 2/ < n!, a coin of bias 1/2” can be simulated by
flipping a coin of bias 1/2% for all i such that 2% < n!. We output heads iff
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for every i such that the ith bit of j is a 1 we flipped a head on the coin
of bias 1/2%. Then the probability of a head is exactly 1727,

To be able to execute this algorithm for any j<n!, we will need to be
able to have access to all coins of bias 1/2? for all i less than log log(n!),
a total of O(log n) coins.

Stage Two. Given j, a coin of bias 2//n can be simulated by simulating
a coin of bias 1/2*/ using the method of stage one and flipping a coin
of bias 2*/n! once. The output is heads if both coins are heads. The
probability of heads is
12 2/

2t al

For this stage, we have added only one new coin bias, namely 2%/n!. This
coin is flipped only once and stage one is carried out only once.

Stage Three. For any /<n!let b, be 2//n! if the jth bit of / is one, and
zero otherwise, for 0 <j< k. Then the average of {b,, b, .., b, } is

1 {
k=" k-n!

I~

From stage two we know that we can simulate any bias in {b,, b,, ..., b, }.
What we need in addition is to be able to simulate a k-sided die, but this
is easy, as we know from Section 2. For this stage, we need only one more
coin type, a coin of bias 1/k. We will need to flip this coin once, a fair coin
2 log k times, and carry out one call to stage two.

A total of O(log n) coins are needed. Each coin, except for the fair coin,
is flipped once, and the fair coin is flipped 2 log k- ¢ + 2 log k times, so we
have a total of O(log n) coin flips. (k =| log(n!) |, so log(k) is O(log n), and
g <n.) Hence we have

THEOREM 4. For any n, we can fix O(log n) coins such that for any bias
p/q, g < n we can simulate a p/q coin with O(log n) coin flips.

The algorithm described above has several drawbacks, some of them
unavoidable.

We tried to make our algorithm efficient in the length of n, but the
length of the bias of the coins is exponential in the length of n. This is,
however, unavoidable. As we noted in Section 2.2, every prime up to n
must divide at least one of the biases of the coins that we fixed. There are
©@(n/log n) primes up to n [Har72]. Therefore, since we want to have only
a few coins, at least one coin must have a very large denominator.
However, we are assuming that the time required to flip a coin is
independent of the bias.
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In this problem of simulating biased coins, we can identify at least three
different kinds of complexity measures: one is the number of coins we need,
the second is the number of coin flips, and the third kind is the computa-
tional complexity of the mapping from the sequence of coin flips to the
output of the coin we are simulating. The algorithm we gave is efficient in
the first two complexity measures, and, as we will see in the next section,
is optimal in this respect. As for the third kind, we do not have an efficient
algorithm to map from the sequence of coin flips to an outcome of the p/q
coin. We need, in order to decide the outcome, to know what the jth bit
of nl/q is. We know of no algorithm efficient in the length of » to compute
it, and suspect that none exists. However, for our purposes, it would be
sufficient to find an algorithm that is nonuniform in n or one that works
for n a power of 2. At the very least, our results are an upper bound on
the lower bound one can prove for this problem.

3.2. Lower Bound for Efficient Simultaneous Simulation

The goal in this section is to give tight bounds on the tradeoff between
the number of coins ¢ and the number of coin flips d required to simulate
all j-sided dice, for 1 <j<n By Section 2 this is equivalent (up to an
additive factor of O(log n)) to the simulation of all biases of the form 1/
for 1 <j < n The bounds we have is that c is @(log n/log d). We first show,
in Lemma 3.2.1, that if you can simulate these dice, then you can simulate
many different biases as well. Then, in Lemma 3.2.2, we give a counting
argument, bounding the number of different biases that can be simulated
by ¢ coins in d coin flips. From this we deduce the lower bound in
Theorem 5. The lower bound holds even if we allow the biases of the coins
to be irrational. The upper bound is obtained by observing that the
algorithm of Section 3.1 can be generalized to give the desired tradeoff.

LemMa 3.2.1.  If there exist ¢ coins with which any j-sided die with
1 <j<n can be simulated in d coin flips, then these coins can simulate at
least (778" ) different biases in 2d coin flips.

n;2 tog n

Proof. For any subset of {1/2,1/3, 1/4, ..., 1/n}, we can simulate a bias
which is the average of that subset in 24 coin flips by first simulating a die
with as many sides as the size of the set, using the method of Section 2, and
then simulating 1/x;, where j is the outcome of the die roll and x, is the jth
smallest element in the subset. We wish to give a lower bound for the
number of different such averages. Let P be the number of prime numbers
less that n; then P = ©(n/log n) [Har72]. The sum of the reciprocals of any
subset of these P primes will be different from the sum of the reciprocals
of any other subset. This is so since when reciprocals of primes are added
up, the denominator is always the product of all these primes. So the
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averages of all subsets of exactly P/2 reciprocals of primes will all be

different. The lemma follows since there are (,) such subsets.

We now give a counting argument, which bounds the number of
different biases that can be simulated by ¢ coins in d coin flips.

LEMMA 3.2.2. ¢ coins can simulate at most 2%+ 'Y different biases in d
coin flips.
Proof. Let S be the set of all possible outcomes of flipping each coin d

times. It is clear that, if a certain bias b can be simulated by an algorithm
using these coins with at most d coin flips, then

b= Y probability of s

teT

for some T« S. We found the number of different probabilities for subsets
of outcomes. First, we count the number of different probabilities of single
outcomes of the coins. The probability of an outcome depends only on the
number of times each one of the ¢ different coins was heads. Each coin is
flipped d times, and thus can come up heads between 0 and « times. Thus
there are d+ 1 possibilities for the number of heads for each coin. It follows
that there are at most (d+ 1)¢ different probabilities for a single outcome.

Now we bound the number of different probabilities of subsets of
outcomes. The probability of a subset is determined by the number of
outcomes of each distinct probability. The number of outcomes of a certain
probability is certainly bounded by the total number of outcomes which is
2%, Thus the number of different probabilities is bounded by

(2d(‘)(d+ 1) = 2d('(¢l+ I)‘.
Combining the last two lemmas we get the following theorem.
THEOREM 5. If a set of ¢ coins can simulate any j-sided die, for 1 <j<n,
using at most d coin flips, then ¢ = Q(log n/log d).

Proof. By Lemma 3.2.1 these coins can simulate at least (%)

different biases in 2d coin flips; thus according to Lemma 3.2.2 we get that
nflog n >< 92de(2d + 1)
n/2logn)

and the lower bound follows.

The algorithm we gave in Section 3.1 can be generalized to get a tradeoff
between the number of coins we fix and the number of coin flips a simula-
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tion requires. We can get any point on the logn/logd curve. In the
algorithm of Section 3.1, at stage 1, we assumed we had, for all i such that
2?7 < n!, a coin of bias 1/2%. If instead we take every mth such coin, (that
is for every i such that 2* " < n! we take a coin of bias 1/2% "), then we can
simulate any coin of bias 1/2? such that 2* < n! using at most m coin flips.
Therefore, we can execute stage 1 of the algorithm of Section 3.1 by having
log n/m coins and in time m-logn. Let ¢(n) be any function which is
O(log n). By taking m to be O(log n/c(n}) we get:

THEOREM 6. For any function c(n) which is O(log n) one can design an
algorithm that uses O(c(n)) coins, and on input j, 1 <j< n, simulates a fair
Jj-sided die using 228"V coin flips.

3.3. Necessary Conditions for the Simulation of Many Coins

The question we consider in this section is whether there exists one coin,
or some finite set of coins that can simulate all rational biases. From
Section 3.2, we know that there will be no efficient way of doing so; we
include this section merely to wrap up the loose ends. The problem is
equivalent to being able to simulate all integer dice. We show that for any
finite set of coins, there are only finitely many primes p so that a bias of
1/p can be simulated by these coins. We start by showing a necessary
condition on the kind of biases that can be simulated by a single coin:

LemMA 3.3.1. A4 single coin with algebraic bias a cannot simulate any
bias of the form 1/p for any prime p which does not divide the leading
coefficient of M, where M is the minimal polynomial for a.

Before we prove this lemma, we need the following technical lemma:

LEMMA 3.3.2. Let p be any prime integer, A=Y"_,a,X' a non-constant
polynomial with integer coefficients such that p does not divide a,, and
B=Y",b,X" a polynomial with integer coefficients such that p divides all
the coefficients of B except for the last one, by; then A does not divide B in
QL X1, the ring of polynomials over the rationals.

Proof. By induction on deg(B)—deg(4)+ 1. For deg(B)—deg(A4)+
1 <0, the degree of A is greater than the degree of B, and since B is not
the zero polynomial, 4 cannot divide it. Assuming the lemma holds for
deg(B) —deg(A4) <k — 1, we prove that it holds for deg(B)—deg(A4)=*k.
Look at the following polynomial:

B'(x)=a,B(x)—b,, A(x).

B’ has lower degree than B; moreover A divides B if and only if 4 divides
B’. However, since p divides b,, and p does not divide a,, we get that B’
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has all its coefficients but the last divisible by p. Thus, by the induction
hypothesis, 4 does not divide B', so A does not divide B.

Proof (of Lemma 3.3.1). Assume, to the contrary, that we can simulate
1/p with a coin of bias « in d coin flips. The probability of getting a specific
sequence which has exactly i heads is a'(1 —«)“~” which is an integer
polynomial in a. Thus, the probability of getting any set of sequences is an
integer polynomial in «. Let S be the set of sequences which are mapped
to heads. If we simulate 1/p then a certain set of sequences has that
probability; thus we get that

Rs(2)=1/p,

where R is the polynomial that gives the probability of falling in this set.
This implies that

p-Ry(a)—1=0.

Since M is the minimal polynomial of  and « is a root of p- Ry(x)— 1 =0,
then M has to divide p- R4(x)— 1. But p- Ry(x)— 1 is clearly a polynomial
with all coefficients, except the last, divisible by p; and p does not divide
the leading coefficient of M. Thus, by Lemma 3.3.2, M cannot divide
p- Ry(x)—1, which is a contradiction.

We wish to generalize the last lemma, and prove that any finite set of
coins cannot simulate all the integer dice:

THEOREM 7. Any finite set of coins with biases «,, x5, .., 2, cannot
simulate an infinite number of biases of the form 1/p for prime p.

Proof. Suppose that all the biases are algebraic. From Galois theory
there exists a single algebraic number a such that

Q(al’ 12, weey ad) = Q(a)

where Q{a) is the extension field for « over the rationals [Wae70]. Thus,
for each i, o, is a rational polynomial in terms of a. By clearing
denominators, if necessary, we can ensure that for each i, a, is actually an
integer polynomial in terms of «. In an algorithm using coins of biases
o, a,, .., &, the probability of getting each sequence is an integer polyno-
mial in terms of «;, a5, ..., 2. In our case it is also an integer polynomial
in terms of «. Thus, by the same reasoning as in the previous theorem, the
only biases of the form 1/p, for a prime p that can be simulated, are for
primes that divide the leading coefficient of the minimal polynomial of «.
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The theorem then follows for all coins, algebraic and transcendental. The
reason for this is a result derived from the Hilbert Nullstellensatz which
states that any set of polynomial equations with rational coefficients which
has a solution over the complex numbers also has a solution over the
algebraic numbers [Har77]. Given an algorithm which uses coins ¢,, ..., ¢,
to simulate a certain bias, we can express the bias simulated by the algo-
rithm as a rational polynomial in the biases of the coins. Thus, we look at
the set of equations that say that a set of biases is simulated by some fixed
algorithms with a set of transcendental coins. Since that set of equations
has a transcendental solution, it also has an algebraic solution. It should
be noted that although we are not guaranteed that the solutions are valid
biases for coins, or even real, the rest of the proof did not rely on anything
but the algebraic properties of the biases.

4. OPEN PROBLEMS

As we discussed in Section 3.2, the algorithm given there does not
provide a fast mapping procedure from the sequence of coin flips and the
outcome of the coin. Providing such a procedure, or giving an alternative
simulation algorithm that has such a procedure, is the major open problem
this paper suggests.

Another area for future research would be to classify those random
generation problems for which bounded time algorithms, as in our model,
actually exist. In particular, does this class include precisely those problems
for which there are efficient counting algorithms?
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