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#### Abstract

We consider cryptographic and physical zero-knowledge proof schemes for Sudoku, a popular combinatorial puzzle. We discuss methods that allow one party, the prover, to convince another party, the verifier, that the prover has solved a Sudoku puzzle, without revealing the solution to the verifier. The question of interest is how a prover can show: (i) that there is a solution to the given puzzle, and (ii) that he knows the solution, while not giving away any information about the solution to the verifier.

In this paper we consider several protocols that achieve these goals. Broadly speaking, the protocols are either cryptographic or physical. By a cryptographic protocol we mean one in the usual model found in the foundations of cryptography literature. In this model, two machines exchange messages, and the security of the protocol relies on computational hardness. By a physical protocol we mean one that is implementable by humans using common objects, and preferably without the aid of computers. In particular, our physical protocols utilize items such as scratch-off cards, similar to those used in lotteries, or even just simple playing cards.

The cryptographic protocols are direct and efficient, and do not involve a reduction to other problems. The physical protocols are meant to be understood by "lay-people" and implementable without the use of computers.


[^0]
## 1 Introduction

Sudoku is a combinatorial puzzle that swept the world in 2005 (especially via newspapers, where it appears next to crossword puzzles), following the lead of Japan (see the Wikipedia entry [21] or the American Scientist article [13]). In a Sudoku puzzle the challenge is a $9 \times 9$ grid subdivided into nine $3 \times 3$ subgrids. Some of the cells are already set with values in the range 1 through 9 and the goal is to fill the remaining cells with numbers 1 through 9 so that each number appears exactly once in each row, column and subgrid. Part of the charm and appeal of Sudoku appears to be the ease of description of the problems, as compared to the time and effort it takes one to solve them.

A natural issue, at least for cryptographers, is how to convince someone else that you have solved a Sudoku puzzle without revealing the solution. In other words, the question of interest here is: how can a prover show (i) that there is a solution to the given puzzle, and (ii) that he knows the solution, while not giving away any information about the solution. In this paper we consider several methods for doing just that. Broadly speaking, the methods or protocols we consider are either cryptographic or physical. By a cryptographic protocol we mean one in the usual model found in the foundations of cryptography literature. In this model, two machines exchange messages and the security of the protocol relies on computational hardness (see Goldreich [8] for an accessible account and [9] for a detailed one). By a physical protocol we mean one that is implementable by humans using common objects, and preferably without the aid of computers. In particular, our protocols utilize everyday items such as playing cards, scissors and scratch-off cards that are similar to those used in lotteries.

This Work: The general problem of Sudoku (on an $n \times n$ grid) is in the complexity class NP, which means that given a solution it is easy to verify that it is correct (In fact, Sudoku is known to be NP-Complete [22], but we are not going to use this fact, at least not explicitly.). Since there are cryptographic zero-knowledge proofs for all problems in NP [10], there exists one for Sudoku, via a reduction to 3 -Colorability or some other NP-Complete problem with a known zero-knowledge proof (see definition in Section 2). In this work, however, we are interested in more than the mere existence of such a proof, but rather in its efficiency, understandability, and practicality, which we now explain.

First, the benefits of a direct zero-knowledge proof (rather than via a reduction) are clear, as the overhead of the reduction is avoided. Thus, the size of the proof can be smaller, and the computation time shorter. In addition, we wish our proofs to be easy to understand by "non-experts". This is related to the practicality of the proof: the goal is to make the interaction implementable in the real world, perhaps even without the use of a computer. One of the important aspects of this implementability requirement is that the participants have an intuitive understanding of the correctness of the proof, and thus are convinced by it, rather than relying blindly "on the computer". (For another example in which this intuitive understanding is important, see the work of Moran and Naor [15] on methods for polling people on sensitive issues.) Physical protocols whose security is intuitively clear are also a good way for teaching zero-knowledge to non-experts (see [2, 4, 6, 17, 19] for other explorations of simple cryptographic protocols for education and fun).

The contributions of this paper are (i) efficient cryptographic protocols for showing knowledge of a solution of a Sudoku puzzle which do not reveal any other useful information (these are known as zero-knowledge proofs of knowledge) and (ii) several transparent (to the participants) physical protocols that achieve the same task. As mentioned above, the physical protocols use everyday objects. The protocols are straightforward to implement and have good error probabilities. In particular we offer protocols that use some trust (e.g. in a copier) and obtain zero soundness error.

Organization: In Section 2 we outline the definition of a zero-knowledge protocol, and the properties of the cryptographic and physical protocols. In section 3 we describe two cryptographic zero-knowledge protocols: the first protocol is very simple and direct, and the second is slightly more involved, but has a lower (better) probability of error. In Section 4 we describe several physical protocols utilizing scratch-off cards and discuss their implementation using playing cards and cutting sheets of papers. Finally, in Section 5 we discuss further research directions.

## 2 Definitions

Sudoku: An instance of Sudoku is defined by the size $n=k^{2}$ of the $n \times n$ grid, where the subgrids are of size $k \times k$. Some of the cells are already filled with values in the range $\{1, \ldots, n\}$. The goal is to fill the remaining cells with numbers from the same range so that each number appears exactly once in each row, column and subgrid.

Note that in general the size of an instance is $O\left(n^{2} \log n\right)$ bits and this is the size of the solution (or witness) as well.
Cryptographic Functionalities: We only give rough descriptions of zero-knowledge proofs and of commitments. For more details, see the above mentioned books by Goldreich [8, 9], or the writeup by Vadhan [20]. In general, a zero-knowledge proof, as defined by Goldwasser, Micali and Rackoff [11], is an interactive-proof between two parties, a prover and a verifier. They both know an instance of a problem (e.g. a Sudoku puzzle) and the prover knows a solution or a witness. The two parties exchange messages and at the end of the protocol the verifier 'accepts' or 'rejects' the execution. The protocol is probabilistic, i.e., the messages that the two parties send to each other are functions of their inputs, the messages sent so far and their private random coins (sequence of random bits that each party is assumed to have in addition to its input). Once the programs of the verifier and prover are fixed, for a given instance the messages sent are a function of the random coins of the prover and verifier only. We will be discussing several properties of such protocols: completeness, soundness, zero-knowledge and proof-of-knowledge.

The completeness of the protocol is the probability that an honest verifier accepts a correct proof, i.e. one done by a prover holding a legitimate solution and following the protocol. All our protocols will have perfect completeness; a correct proof is always accepted (i.e. with probability 1). The probability is over the random coins of the prover and the verifier. The soundness error (or soundness) of the protocol is the (upper bound on the) probability that a verifier accepts an incorrect proof, i.e. a proof to a fallacious statement; in our case this is the statement that the prover knows a solution to the given Sudoku puzzle, even though it does not know such a solution.

The goal in designing the protocols is to prevent the verifier from gaining any new knowledge from a correct (interactive) proof. I.e., the protocol should be zero-knowledge in the following sense: whatever a verifier could learn by interacting with the correct prover, the verifier could learn itself. To formalize this requirement, we require that there is an efficient simulator that could have generated the verifier's conversation with the prover without the benefit of the conversation actually occurring, based on knowing the puzzle alone, without knowledge of the solution. Since the protocol is probabilistic, we consider the distribution of the conversation, the messages sent back and forth between the prover and verifier. We want the two distributions, the one of a conversation between the real prover and verifier, and the one that the simulator produces, to be indistinguishable. Furthermore, we want a simulator for any possible behavior of the verifier, even a verifier that does not follow the prescribed protocol.

Our protocols should also be proofs-of-knowledge: if the prover (or anyone impersonating him) can succeed in making the verifier accept, then there is another machine, called the extractor, that
can communicate with the prover and actually come up with the solution itself. This must involve running the prover several times using the same randomness (which is not possible under normal circumstances), so as not to contradict the zero-knowledge properties.

The only cryptographic tool used by our proofs is a commitment protocol. A commitment protocol allows one party, the sender, to commit to a value to another party, the receiver, with the latter not learning anything meaningful about the value. Such a protocol consists of two phases. The first is the commit phase, following which the sender is bound to some value $v$, while the receiver cannot determine anything useful about $v$. In particular, this means that the receiver cannot distinguish between the case $v=b$ and $v=b^{\prime}$ for all $b$ and $b^{\prime}$. This property is called hiding. Later on, the two parties may perform a decommit or reveal phase, after which the receiver obtains $v$ and is assured that it is the original value; in other words, once the commit phase has ended, there is a unique value that the receiver will accept in the reveal phase. This property is called binding. Bit commitments can be based on any one-way function [16] and are fairly efficient to implement. Both the computational complexity and the communication complexity of such protocols are reasonable and in fact one can amortize the work if there are several simultaneous commitments. In this case, the amortized complexity of committing to a bit is $O(1)$.

Note that in this setting we think of the adversary as controlling one of the parties (prover and verifier) and as being malicious in its actions. The guarantees we make (both against a cheating prover trying to sneak in a fallacious proof and against a cheating verifier trying to learn more than it should) are with respect to any behavior.

Physical Protocols: While the cryptographic setting is well established and reasonably standard, when discussing 'physical' protocols there are many different options, ranging from a deck of cards $[4,7,19]$ to a PEZ dispenser [2], a broadsheet newspaper [17], and more [5] (see [14] for a short survey). In our setting we will be using tamper-evident sealed envelopes, as defined by Moran and Naor [14]. It is simplest to think of these as scratch-off cards: each card has a number on it from $\{1, \ldots, n\}$, but that number cannot be determined unless the card is scratched (or the envelope is opened and the seal is broken). Actually for two of our three physical protocols the tamper evident sealed envelopes can be implemented via standard playing cards. These are 'sealed' by turning a card face down, and opened by turning the card over. For a demonstration of a zero-knowledge proof for Sudoku using only playing cards, see the web page [12].

We would like our physical protocols to enjoy zero-knowledge properties as well. For this to be meaningful we have to define the power of the physical objects that the protocol uses, as well as the assumptions on the behavior of the humans performing it. In general, the adversarial behavior we combat is more benign than the one in the cryptographic setting. See details in Section 4.

## 3 Cryptographic Protocols

We provide two cryptographic protocols for Sudoku. The setting is that we have a prover and a verifier who both know an instance of an $n \times n$ Sudoku puzzle, i.e. a subset of the cells with predetermined values. The prover knows a solution to the instance and the verifier wants to make sure that (i) a solution exists and (ii) the prover knows the solution.

The protocols presented are in the standard cryptographic setting, as described in Section 2. The structure of the proof is as follows, which is common to many zero-knowledge protocols:

1. The prover commits to several values. These values are functions of the instance, the solution and some randomization known only to the prover.
2. The verifier requests that the prover open some of the committed values - this is called the challenge. The verifier chooses the challenge at random from a collection of possible challenges.
3. The prover opens the requested values.
4. The verifier checks the consistency of the opened values with the given instance, and accepts or rejects accordingly.

The only cryptographic primitive we use in both protocols is bit or string commitment as described above.

To prove that a protocol with the structure above is zero-knowledge we use the so called 'standard' argument, due to [10]: we require that the distribution of the values opened in Step 3 is an efficiently computable function of the Sudoku puzzle and the challenge the verifier sent in Step 2 (but not of the puzzle's solution. If the number of possible challenges in Step 2 is polynomial in the size of the Sudoku puzzle, then this property, together with the indistinguishably property of the commitment protocol, implies the existence of an efficient simulator, as described below.

The simulator operates in the following way: it picks at random a challenge that the verifier might send in Step 2 (i.e. it guesses what the verifier's challenge will be), and computes commitments for Step 1 that will satisfy this challenge. The simulator simulates sending these commitments to the verifier, then it runs the verifier's algorithm with the puzzle as its input, a fresh set of random bits and these commitments being the first message it receives. It then obtains the challenge the verifier sends in Step 2. If this challenge is indeed the value it guessed, then the simulator can open the commitments it sent and the verifier should accept; the simulator can continue simulating the protocol and output the transcript of the simulated protocol execution. Otherwise, the simulator resets the simulation and starts it all over again.

If the number of possible challenges is polynomial, then each time the simulator "guesses" the verifier's challenge, it is correct with some 'reasonably high' probability (i.e. at least an inverse polynomial). Therefore within a polynomial number of tries the simulator is expected to guess the verifier's challenge correctly and the simulation process succeeds. This procedure guarantees that the protocol is zero knowledge because the output of the simulator looks very much like a successful execution of the proof protocol. I.e., the output of the simulator is indistinguishable from what the verifier would see when interacting with the prover, but is computed without ever talking with the prover!

The two protocols we provide are based on two classic zero-knowledge protocols for NP problems: for 3-Colorability and Graph Hamiltonicity. We find it interesting that while the original protocols seem to fit different types of problems, we could efficiently adapt both of them for the same problem.

### 3.1 A Protocol Based on Coloring

The following protocol is an adaptation of the famed GMW zero-knowledge proof of 3-Colorability of a graph [10] (see [9]) for Sudoku puzzles. The idea there was for the prover to randomly permute the colors and then commit to the (permuted) color of each vertex. The verifier picks a random edge and checks that its two end points are colored differently. To apply this idea in the context of Sudoku it helps to think of the graph as being partially colored to begin with, so one should also check consistency with the partial coloring. The resulting Sudoku protocol consists of the prover randomly permuting the numbers and committing to the resulting solution. What the verifier checks is either the correctness of the values of one of the rows, columns or subgrids, or consistency with the filled-in values. The protocol operates in the following way:

## Protocol 1 A cryptographic protocol with $1-\frac{1}{3 n+1}$ soundness error Prover:

1. Prover chooses a random permutation $\sigma:\{1, \ldots, n\} \mapsto\{1, \ldots, n\}$.
2. For each cell $(i, j)$ with value $v$, prover sends to verifier a commitment for the value $\sigma(v)$.

Verifier: Chooses at random one of the following $3 n+1$ possibilities: a row, column or subgrid (3n possibilities), or 'filled-in cells', and asks the prover to open the corresponding commitments. After the prover responds, in case the verifier chose a row, column or subgrid, the verifier checks that all values are indeed different. In case the verifier chose the filled-in cells option, it checks that cells that originally had the same value still have the same value (although the original value may be different than the committed one), and that cells with different values are still different, i.e. that $\sigma$ is indeed a permutation over the values in the filled-in cells.

Proof of the required properties: The perfect completeness of the protocol is straightforward. As for Soundness, note that any cheating prover must cheat either in his commitments for a row, column, subgrid, or the filled-in cells (namely, there is at least one question of the verifier for which the prover cannot provide a correct answer). Thus, the verifier catches a cheating prover with probability at least $1 /(3 n+1)$. The fact that the protocol is a proof-of-knowledge follows from observing that a prover that convinces the verifier with high probability (greater than $1-1 /(3 n+1))$ ) is able to answer all $3 n+1$ queries properly. It is therefore possible to extract the solution by running the protocol and rewinding it multiple times until the prover answers all queries; then find a reverse permutation $\sigma^{-1}$ mapping the filled-in values to the original ones and use it to deduce the solution (if not all values appear in the filled-in cells, then any permutation $\sigma^{-1}$ that maps the filled-in cells correctly is sufficient). To verify the zero-knowledge property note that the distribution on the values of the answer when the challenge is a row, column or subgrid is simply a random permutation of $\{1, \ldots, n\}$. The distribution in case the challenge is filled-in cells is a random injection of the values appearing in those cells to $\{1, \ldots, n\}$. Therefore it is easy to simulate the prover's answers and the zero-knowledge property of the protocol follows the standard arguments.

The witness/solution size of this protocol, as well as the number of bits committed, are both $O\left(n^{2} \log n\right)$ bits.

### 3.2 An Efficient Cryptographic Protocol with Constant Soundness Error

Below is a more efficient zero-knowledge protocol for the solution of a Sudoku puzzle. It is closest in nature to Blum's protocol for proving the existence of a Hamiltonian Cycle [3]. The protocol has constant $(2 / 3)$ soundness error for an $n \times n$ Sudoku problem, and its complexity in terms of the number of bits committed to is $O\left(n^{2} \log n\right)$, which is also the witness/solution size.

The idea of the protocol is to triplicate each cell, creating a version of the cell for the row, column and subgrid in which it participates. The triplicated cells are then randomly permuted and the prover's job is to demonstrate that the following properties hold:
a. The cells corresponding to the rows, columns and subgrids have all possible values.
b. The three copies of each cell have the same value.
c. The cells corresponding to the predetermined values indeed contain them.

If all three conditions are met, then, as we show below, there is a solution and the prover knows it. The following protocol implements this idea:

## Protocol 2 A cryptographic protocol with 2/3 soundness error Prover:

1. Commit to $3 n^{2}$ values $v_{1}, v_{2}, \ldots, v_{3 n^{2}}$ where each cell of the grid corresponds to three randomly located indices $\left(i_{1}, i_{2}, i_{3}\right)$. The values of $v_{i_{1}}, v_{i_{2}}$ and $v_{i_{3}}$ should be the value $v$ of the cell in the solution.
2. Commit to $n^{2}$ triples of locations in the range $\left\{1, \ldots, 3 n^{2}\right\}$, where each triple $\left(i_{1}, i_{2}, i_{3}\right)$ corresponds to the locations of a cell of the grid in the list of commitments of Item 1.
3. Commit to the names of the grid cells of each triple from Item 2.
4. Commit to $3 n$ sets of locations from Item 1, corresponding to the rows, columns and subgrids, where each set is of size $n$ and no two cells intersect.

Verifier: Ask one of the following three queries at random:
a. Open all $3 n^{2}$ commitments of Item 1 and the commitments of Item 4. When the answer is received, verify that each set contains $n$ different numbers and that no two sets intersect.
b. Open all $3 n^{2}$ commitments of Item 1 and the commitments of Item 2. When the answer is received, verify that each triple contains the same numbers, that every number appears in $n$ triples, and that no two triples intersect.
c. Open the commitments of Items 2, 3 and 4 as well as the commitments of Item 1 corresponding to filled-in cells in the Sudoku puzzle. When the answer is received, verify (i) that the opened committed values are consistent with the predetermined values, (ii) that the set partitions of Item 4 are consistent with the rows, columns and subgrids as defined by the grid locations of the commitments and (iii) that the naming of the triples is consistent with the grid locations of the commitments.

Proof of the required properties: The perfect completeness of the protocol is straightforward. To examine other properties, note that each option for the verifier's query checks a corresponding property from the list of properties that the prover must prove. The first query (query (a)) checks the constraint that all values appear in each row, column and subgrid (item (a) in the list of properties above). The second option for the query (query (b)) makes sure that the value of the cell is consistent in its three appearances (item (b) in the list of properties above). The third option for the query (query (c)) makes sure that the filled-in cells have the correct value (item (c) in the list of properties above), and that the partitioning of the cells to rows, columns and subgrids is legitimate. Therefore, if all three challenges are met, then we have a solution to the given Sudoku puzzle. As a result, a prover which cannot solve the puzzle cannot answer all three queries, and is caught with probability of at least $1 / 3$ (Soundness is therefore proved, with soundness error of $2 / 3)$. The protocol is a proof-of-knowledge as well, since given the answers to all three possible queries of the verifier it is easy to find the solution to the puzzle. Regarding the zero-knowledge property, note that for each challenge it is easy to describe the distribution on the desired response:
a. The answer to the first query is a random permutation of the sequence of the length $3 n^{2}$ where each element in $\{1, \ldots, n\}$ appears $3 n$ times, together with a random partitioning of the sequence into non-intersecting sets containing all the values in $\{1, \ldots, n\}$.
b. The answer to the second query is a sequence as above plus a random partition into equivalued triples.
c. The answer to the third query consists of $n^{2}$ triples of locations in the range $\left\{1, \ldots, 3 n^{2}\right\}$, a random one-to-one mapping of these triples to the $n^{2}$ cells of the grid, $3 n$ sets containing the locations of the cells of each rows, columns and subgrids, and the list of values of filled-in cells.

Therefore, the zero-knowledge of the protocol follows from standard arguments, as outlined in the beginning of the section.

Overhead of our protocols: The communication complexity and computation time of both protocols presented here is similar (assuming efficient commitments), and is $O\left(n^{2} \log n\right)$. However, the first protocol allows the prover to cheat (without being caught) with relatively high probability, ( $1-1 /(3 n+1)$ ), while the second protocol has a constant probability of catching a cheater. In both cases the soundness error can be decreased by repeating the protocols several times, either sequentially or in parallel (for parallel repetition more involved protocols have to be applied, see [9], to preserve the zero-knowledge property). Therefore, to reduce the cheating probability to $\varepsilon$, the first protocol has to be repeated $O(n \log (1 / \varepsilon))$ times and the resulting communication complexity is $O\left(n^{3} \log n \log 1 / \varepsilon\right)$ bits, while the second protocol should be repeated only $O(\log 1 / \varepsilon)$ times, and the resulting communication complexity is $O\left(n^{2} \log n \log 1 / \varepsilon\right)$ bits.

## 4 Physical Protocols

The protocols described in Section 3 can both have a physical analog, given some physical way to implement the commitments. The problematic point is that tests such as checking that the set partitions and the naming of the triples are consistent (needed in challenge (c) of the protocol in Section 3.2) are not easy for humans to perform. In this section we describe protocols that are designed with human execution in mind, taking into account the strengths and weaknesses of such beings.
Tamper evidence as a physical cryptographic primitive: A locked box is a common metaphoric description of bit (or string) commitment, where the commiter puts the hidden secret inside the box, locks it, keeps the key but gives the box to the receiver. At the reveal stage he gives the key to the receiver who opens it. The problem with this description is that the assumption is that the receiver can never open the box without the key. It is difficult to imagine a physical box with such a guarantee that is also readily available, and its operation transparent to humans ${ }^{1}$. A different physical metaphor was proposed by Moran and Naor [14], who suggested concentrating on the tamper-evident properties of sealed envelopes and scratch-off cards. That is, anyone holding the envelopes can open them and see the value inside, but this act is not reversible and it will be transparent to anyone examining the envelope in the future. We require this property from the physical primitives we use. Another property we require from our envelopes is that they be indistinguishable, i.e. it should be impossible to tell two envelopes apart, at least by the party that did not create them (this is a little weaker than the indistinguishable envelope model formalized in [14]).

Another distinction between our physical model and the cryptographic one has to do with the way in which we regard the adversary. Specifically, the adversary we combat in the physical model is more benign than the one considered in the cryptographic setting or the one in [14, 15]. We can think of our parties as not wanting to be labelled 'cheaters', and so the assurance we provide is

[^1]that either the protocol achieves its goal or the (cheating) party is labelled a cheater. The protocol does not prevent cheating by adversaries that accept the risk of being labelled as cheaters (in this respect it is similar to the model of covert adversaries [1]).

We think of the prover and verifier as being present in the same room, and in particular the protocols we describe are not appropriate for execution over the postal system (see Section 5). The presence of the two parties in the same room is required since the protocols use such operations as shuffling a given set of envelopes - one party wants to make sure that the shuffle is appropriate, while the other party wants to make sure that the original set of envelopes is indeed the one being shuffled.

We also need two additional functionalities that are not included in the vanilla model of sealed envelopes ( $[14,15])$ : shuffle and triplicate. The shuffle functionality is essentially an indistinguishable shuffle of a set of seals. Suppose some party has a sequence of seals $L_{1}, \ldots, L_{i}$ in his possession. Invoking the shuffle functionality on this sequence is equivalent to picking $\sigma \in_{R} S_{i}$, i.e. a random permutation on $i$ elements, to yield the sequence $L_{\sigma(1)}, \ldots, L_{\sigma(i)}$. The triplicate functionality is used only in our last protocol, so we defer its description to Section 4.2.

Defining zero-knowledge and knowledge extraction. It is easy to apply in the physical setting described above the same definitions of completeness and soundness as in the cryptographic setting. The definition of zero-knowledge in the physical setting can be made rigorous: as in the cryptographic case, we need to come up with a simulator that can emulate the interaction between the prover and verifier. The simulator interacts with a cheating verifier, runs in probabilistic polynomial time, and produces an interaction that is indistinguishable from the verifier's interaction with the prover. The simulator does not have a correct solution to the Sudoku instance, but it does have an advantage over the prover: at any point in time it is allowed to swap a committed value (e.g., an unscratched card) with another. This advantage replaces the ability of simulators to "rewind" the verifier in cryptographic zero-knowledge protocols. An appropriate analogy is editing a movie, as first suggested in [18]. When making a movie of the proof one can swap the cards and edit the movie so this action is unnoticeable. The result is indistinguishable from what one would see in a real execution. We will describe such simulators in Sections 4.1 and 4.2.

Finally, since we want protocols that are also proofs-of-knowledge, we will describe extractors that interact with honest provers in the physical setting and extract a correct solution for the Sudoku instance.

Implementing the seals: There are several options for implementing the tamper evident seals required for the physical protocols.

- They can be implemented using sealed envelopes. Namely, the required value is put in a sealed envelope which cannot be distinguished from other envelopes. The value cannot be revealed without opening the envelope. It is obvious, from observing an envelope, to decide whether it was opened or not.
- The protocol can be based on the use of scratch-off cards, which have the same properties as tamper resistant envelopes.
- Given that the setting we consider involves the prover and receiver being in the same room there is a very simple implementation for the seals without scratch-off cards or envelopes: standard playing cards. Sealing a value means that a card with this value is placed faced down. The equivalent of scratching off or opening the value is simply turning the card over so that it is face up. Tamper evidence is achieved by making sure that no card is turned over before it should be.

The prevalence of playing cards and the experience people have in shuffling such cards makes this implementation very attractive. This implementation is relevant for the first two protocols. A demonstration of running the first protocol using only playing cards is documented in the web page [12].
Another implementation we consider is based on cutting a sheet of paper that contains a solved instance.

### 4.1 A Physical Zero-Knowledge Protocol with Constant Soundness Error

In the following protocol, the probability that a cheating prover will be caught is at least 8/9. Each cell should have three (identical) cards. The main idea is that instead of running a subprotocol to check that the values of each triple are indeed identical we let the verifier make the assignment of the three cards to the corresponding row, column and subgrid at random. The protocol operates in the following way (described using scratch-off cards):

## Protocol 3 A physical protocol with $1 / 9$ soundness error

- The prover places three scratch-off cards on each cell. On filled-in cells, he places three cards with the correct value, which are already open (scratched).
- For each row/column/subgrid, the verifier chooses (at random) one of the three cards of each cell in the corresponding row/column/subgrid.
- The prover makes packets of the verifier's requested cards (i.e. for every row/column/subgrid, he assembles the requested cards). He then shuffles each of the $3 n$ packets separately (using the shuffle functionality), and hands the shuffled packets to the verifier.
- The verifier scratches off all the cards in each packet and verifies that each packet contains all of the numbers.

An implementation with playing cards: As mentioned above, this protocol can be implemented using standard playing cards, without any scratch-off layer. In the first step the prover puts all cards face down, except for those cards in filled-in cells, which are put face up. In the following steps the verifier randomly assigns the three cards of every cell to the row/column/subgrid containing this cell, and the prover makes packets and shuffles them, without turning over the cards. Only in the last step do the parties turn the cards over and examine their values.

Completeness: Perfect completeness of the protocol is straightforward.
Soundness: We claim that the soundness error of the protocol is $1 / 9$. We describe a simple argument showing that the soundness error is $1 / 3$ and provide a more involved analysis showing that it is indeed $1 / 9$.

Lemma 1 The cheating probability of a corrupt verifier in Protocol 3 is at most $1 / 3$.

Proof: Assume that the prover does not know a valid solution for the puzzle. Then he is always caught by the protocol as a liar if he places the cards such that each cell has three cards of identical value. The only way a cheating prover can cheat is by placing three cards that are not all of the same value on a cell, say cell $a$. This means that in this cell at least one value $y$ must be different from all others. Suppose that for all other cells the verifier has already assigned the cards to the
rows, columns and subgrids. A necessary condition for the (cheating) prover to succeed is that given the assignments of all cells except $a$ there is exactly one row, column or subgrid that needs $y$ to complete the values in $\{1, \ldots, n\}$. The probability that for cell $a$ the verifier assigns $y$ to the row, column or subgrid that needs it is $1 / 3$.

A more involved argument shows that the soundness error is actually only $1 / 9$.
Lemma 2 The cheating probability of a corrupt verifier in Protocol 3 is at most 1/9.
The full proof appears in the Appendix. The basic idea is that while we know that there is a cell where not all three values are the same, we also know that the total number of cards of each value must be correct, otherwise the prover will be caught with probability 1 . Thus, there must be at least two cells on which the prover cheats, say $a$ and $b$. The proof considers different ways in which a prover can cheat on these cells, and shows that his success probability is bounded above by $1 / 9$.
Zero-Knowledge: To show that Protocol 3 is zero-knowledge, we have to describe an efficient simulator that interacts with a cheating verifier, and produces an interaction that is indistinguishable from the verifier's interaction with the prover. The simulator does not have a correct solution to the Sudoku instance, but it does have an advantage over the prover: before handing the shuffled packets to the verifier, it is allowed to swap the packets for different ones (see the discussion above). The simulator acts as follows:

- The simulator places three arbitrary scratch-off cards on each cell.
- After the verifier chooses the cards for the corresponding packets, the simulator takes them and shuffles them (just as the prover does).
- Before handing the packets to the verifier, the simulator swaps each packet with a randomly shuffled packet of scratch-off cards, in which each card appears once. If there is a scratched card in the original packet, there is one in the new packet as well.

Note that the final packets, and therefore the entire execution, are indistinguishable from those provided by an honest prover, since the shuffle functionality guarantees that the packets each contain a randomly shuffled set of scratch-off cards.
Knowledge extraction: To show that the protocol constitutes a proof-of-knowledge, we describe the extractor for this protocol, which interacts with the prover to extract a solution to the Sudoku instance: After the prover places the cards on the cells, the extractor simply scratches all the cards. If the proof convinces the verifier with high probability, then the scratched-cards give a solution.
Overhead: Finally, in terms of the complexity of the protocol, we utilize $3 n^{2}$ scratch-off cards, and $3 n$ shuffles by the prover. Consider the typical $9 \times 9$ case. The total number of cards needed is $3 \cdot 81=243$ cards, 27 cards of each type. We want to use standard packs of playing cards, (it is important that they have identical backs). Using only the cards numbered 1 to 9 , discarding all other cards, requires 7 packs (if all the cards are used, 5 packs suffice). So the equipment needed to execute the protocol for any puzzle is a large sheet with the $9 \times 9$ grid marked on it and several packs of cards. A demonstration of running the protocol in this manner is documented in the web page [12]. However, recall that we are interested in making the protocols accessible to humans. For a standard $9 \times 9$ Sudoku grid, this protocol requires 27 shuffles by the prover, which seems a bit much. Thus, we now give a variant of this protocol that reduces the number of shuffles to one.

### 4.1.1 Reducing the Number of Shuffles

We now discuss a variant of the previous protocol, where the number of required shuffles is $c-1$, at the expense of each shuffle being applied to a larger set of envelopes (expected size $3 n^{2} / c$ ) and with worse soundness $\left(1-\frac{8}{9} \frac{c-1}{c}\right)$. The idea is to run the protocol as above, but then pick a random subset of the rows, columns and subgrids and perform the shuffle on all of them simultaneously. Note that the special case of only one shuffle has soundness error $4 / 9$.
Protocol 4 A physical protocol with $c-1$ shuffles and $1-\frac{8(c-1)}{9 c}$ soundness error

- The prover places three scratch-off cards on each cell. On filled-in cells, he places three scratched cards with the correct value.
- For each row/column/subgrid, the verifier chooses (at random) one of the three cards for each cell in the corresponding row/column/subgrid.
- The prover makes packets of the verifier's requested cards (i.e. for every row/column/subgrid, he assembles the requested cards into a packet).
- The verifier marks each packet with a number chosen uniformly at random from $0, \ldots, c-1$, where 0 corresponds to leaving the packet unmarked.
- For $i=1, \ldots, c-1$ :
- The prover takes all packets marked with i, shuffles them all together, and hands them to the verifier.
- The verifier scratches off all the cards and verifies that in each packet, each number appears the correct number of times (namely, if $t$ packets were marked $i$, each number must appear $t$ times in the packet corresponding to $i$ ).
As before, the protocol is perfectly complete, since an honest prover will always succeed. For analyzing the soundness, note that if the prover is cheating, then with probability $8 / 9$ (as above) there is at least one packet which is unbalanced. If this packet is marked (i.e. by a number $i$ from 1 to $c-1$ ), and no other unbalanced packet is marked by $i$, then the final count of values is unbalanced and the prover fails. However, we have to be a bit careful here, since there may be two or more unbalanced packets that, when marked together, balance each other out. The exact result is proven in the following lemma.
Lemma 3 The cheating probability of a corrupt verifier in Protocol 4 is at most $\left(1-\frac{8}{9} \frac{c-1}{c}\right)$.
Proof: With probability $8 / 9$, some packet, say $a$, is unbalanced. Now suppose the verifier has already gone through all other packets and marked them. Thus far, each marked packet is either balanced or unbalanced. If they are all balanced, then with probability $(c-1) / c$ the verifier will mark packet $a$ with one of $1, \ldots, c-1$, and the final mix will be unbalanced. If one marked packet is unbalanced, then with probability $(c-1) / c$ the verifier will not mark the packet $a$ with the correct number, and again the final mix will be unbalanced. Finally, if more than one marked packet is unbalanced, then with probability 1 the final mix will be unbalanced. Thus, with probability $(c-1) / c$, the final mix will be unbalanced, and the verifier will be caught. Note that this was conditioned on the fact that some packet is unbalanced, so overall, the probability that a cheating prover will be caught is $8 / 9 \cdot(c-1) / c$ as claimed.

The zero-knowledge and proof-of-knowledge properties can be proved in the same way as they were proved for Protocol 3.

### 4.2 A Physical Zero-Knowledge Protocol with no Soundness Error

In this section we describe another physical zero-knowledge protocol, this time with the optimal soundness error of 0 . This comes at the expense of a slightly stronger model, as we also make use of the triplicate functionality of the tamper-evident seals. This functionality generates three identical copies of a card, without revealing its value.

### 4.2.1 The triplicate functionality

We show here two possible methods of implementing the triplicate functionality:
Triplicate using a trusted setup: It is simplest to view this functionality as using some supplementary "material" that a trusted party provides to the parties. For instance, if the Sudoku puzzles are published in a newspaper, the newspaper could provide this material to its readers. The material consists of a bunch of scratch-off cards with the numbers $\{1, \ldots, n\}$ ( $3 n$ of each value). The cards come in triples that are connected together with an open title card on top that announces the value. The title card can be torn off (see figure below). It is crucial that the three unscratched cards hide the same value, and that it is impossible to forge such triples in which the hidden numbers vary.

Figure 1: A scratch-off card with the triplicate functionality.
Triplicate without trusted setup: It is preferable to be able to implement the triplicate functionality in the absence of a trusted party preparing the cards in advance. To do so we utilize a property of the human visual system: it can easily distinguish between a uniformly colored patch and one which has more than one color. We will use scratch-off cards as before, but the underlying numbers are replaced by colors, in a straightforward encoding, e.g. ' 1 ' is encoded by yellow, ' 2 ' by red etc. The idea is that the prover prepares a scratch-off card which is (or at least should be) uniformly colored. The verifier partitions (cuts) the card at random to three parts of equal shape and size. When it is time to peel off the top layer, if the color in one of the parts is not uniform then it is evident the prover was cheating and the verifier will summarily reject. Concretely, let the prover use a circular scratch card. When the prover wishes to triplicate a card, he asks the verifier to cut the card into three equally shaped parts (if it is easier to perform, he could ask the verifier to partition into four parts, one of which will be thrown away or shuffled and checked separately). The point is that the partitioning should be random.

If this task is performed by humans (which is the objective of this procedure), then slight variations in shapes will most likely go unnoticed by the human eye. A cheating prover may cheat by coloring some third a different color from the rest. However, assuming the cards are circles, there are (infinitely) many places in which the verifier can cut the cards. Thus, the probability that he cuts along the border separating two different colors (which is the only way the prover will not be caught) is nearly zero (the exact value depends on assumptions on resolution and on the exact way the random partition is generated).

Using the tamper-evident seals with the additional shuffle and triplicate functionalities, the protocol is as follows:

## Protocol 5 A physical protocol with 0 soundness error, using triplicate

- The prover lays out the seals corresponding to the solution in the appropriate place. The seals placed on the filled-in squares are scratched off; they and must be the correct value (otherwise the verifier rejects).
- The verifier triplicates the seals (using the triplicate functionality).
- For each seal, each third is taken to be in its corresponding row / column / subgrid packet, and the packets are shuffled by the prover (using the shuffle functionality). The prover hands the packets to the verifier.
- The verifier scratches off the cards of each packet, and verifies that in each packet all numbers in $\{1, \ldots, n\}$ appear.

The completeness of the protocol is clear. As for soundness, note that the triplicate functionality solves the problem of the first physical protocol (Protocol 3), by preventing the prover from assigning different values to the same cell. Therefore the prover has no way of cheating. Thus, the soundness error of the protocol is 0 (assuming that the triplicate functionality is perfect, i.e., that the prover can never generate different copies of the same card).

The simulator for this protocol is nearly identical to that of Protocol 1 , with the exception that the cards in the swapped packets are also formed using the triplicate functionality. Since we are assuming that triplicated cards are indistinguishable by the verifier, the packets swapped by the simulator will look the same to the verifier as the original packets. The protocol will therefore be zero-knowledge and be a proof-of-knowledge.

### 4.3 A Protocol Using Scissors and a Sheet Paper

The physical protocols we have described so far are based on the use of cards or other methods of sealing information. We now describe a protocol (and several variants) based on the prover writing down the solution on a sheet of paper and then cutting it to pieces according to the verifier's orders. We first describe the basic protocol, then explain why a simpler variant is insecure, and then describe and analyze some variants of the basic protocol.

## Protocol 6 A physical protocol using scissors

a. The prover takes a sheet of paper on which the puzzle is printed. He then writes down, for every cell with a filled-in value, this filled-in value on back side of the cell (namely, on the back of the page, right behind the printed filed-in value). The result is that filled-in cells, and only them, have their values written on both sides of the page.
b. The prover writes down the solution to the puzzle on the (original) printed puzzle, and keeps this side of the page hidden from the verifier.
c. The verifier checks that the prover wrote the right values on the back of the puzzle.
d. If the previous check is fine, the verifier chooses one option out of rows/columns/subgrids.
e. Suppose that the verifier chooses "rows". The prover then cuts the puzzle and separates it into $n$ rows. (If the choice is "columns" the prover separates the columns from each other, and similarly for subgrids. In the rest of the protocol description we then replace the word "row" by "column", or "subgrid", according to the verifier's choice above.) The prover then cuts each row to separate it into $n$ cells. He shuffles the cells of each row (separately from the cells of other rows) and then hands them to the verifier.
f. The verifier checks that: (1) each row contains all $n$ values, (2) in each row the cells whose value is written on both sides agree with the filled-in values of that row in the puzzle, and (3) these cells have the same value written on both their sides.

Given this protocol, it is unclear at first why the prover is required to write the values of the filled-in cells on both sides of the page. A simpler protocol could use a standard puzzle (with no values written on the back) and continue as Protocol 6 (without requiring the verifier to verify the values written on the back of the cells). The problem with this simple protocol is that it does not detect whether the prover solves a different puzzle in which every row/cells/subgrid has the same set of filled-in values as the original one, but in different locations. ${ }^{2}$

Before analyzing the protocol, let use describe two simple variants which have the same properties:

- In the first variant, the original puzzle already has the filled-in values printed on both sides of the page.
- In the second variant, the prover does not write values on the back of the puzzle. However, after cutting a row into cells he first lets the verifier open the locations of filled-in values and verify that they are correct. Only then does the prover shuffle the remaining cells of the row. The verifier then verifies that the shuffled values contain the values that should appear in all the blank cells.

Analysis. The completeness of the protocol is clear. As for soundness, note that a prover which does not know a solution to the puzzle cannot write a solution which satisfies all three possible queries of the verifier. This prover is therefore caught with probability of at least $1 / 3$, and consequently the soundness error is at most $2 / 3$. The zero-knowledge property is shown by a simulator which interacts with the verifier, and replaces the values of the pieces of every row with a random permutation of the values $[1, n]$. Knowledge extraction is demonstrated by an extractor which interacts with the prover and simply turns the page over to examine the solution.

[^2]
### 4.3.1 Reducing and Eliminating the Soundness Error

Using a trusted copier to achieve 0 soundness error. Just as in Section 4.2, we will show that some degree of trust in a third party allows us to completely eliminate the soundness error. Suppose that the two parties have access to a trusted copier. Say, a copy machine which can be used to make three copies of the original solution in a way which ensures the verifier that the three copies are identical, and ensures the prover that the verifier does not see the copied solution. In this case, the verifier can ask the prover to apply the protocol to the rows of the first copy, the columns of the second copy, and the subgrids of the third copy. Any incorrect solution is identified with probability 1 , and the soundness error is 0 .

Repetition. Repeating the protocol $k$ independent times obviously reduces the soundness error to $(2 / 3)^{k}$. This process might be tedious as the parties need to separately cut each of the $k$ puzzles. What we would like to do is amortize the cutting and the shuffling of the repetitive executions.

Consider a protocol working in the following way: The prover writes down $k$ copies of the solution; the verifier divides them at random into three packets; the prover then cuts in parallel the rows and then the cells of the first packet (namely, applies a single cut to separate the first row of each of the puzzles from the other rows, etc.). The prover then shuffles all cells of the first row of the first packet, and the verifier checks that each value appears among these cells the same number of times. They then apply this procedure to the other rows and then to the packets corresponding to columns and to subgrids. This protocol is efficient, but it does not check each copy of the solution independently. It therefore does not identify cheating if the cheating prover is lucky and the incorrect solutions whose rows are chosen to be examined are such that their row values cancel each other (namely, the total number of cells of a specific value is the same for all values, even though some rows are unbalanced).

In fact, we claim that the soundness of this protocol is $\Theta(1 / \sqrt{k})$; a proof of a soundness upper bound is presented in Appendix B and we now argue that that the soundness error of the protocol is $\Omega(1 / \sqrt{k})$ (which is quite high compared to the exponentially small error we would like to have and achieve in the colorful protocol below). Suppose that a cheating prover does not know how to solve a puzzle, but he does know a solution which is correct, except for having two ' 1 ' values in the first row and two ' 2 ' values in the second row (all other rows, as well as columns and subgrids are correct). He also knows a solution which has two ' 2 ' values in the first row and two ' 1 ' values in the second row. This prover is only caught if the number of solutions of the first type which is assigned to the "rows" packet is equal to the number of solutions of the second type assigned to the packet. Since the total number of solutions assigned to this packet is $\Omega(k)$ (with all but negligible probability), the probability of these two numbers being equal is $\Omega(1 / \sqrt{k})$.

The colorful option. We suggest a variant of the simple repetition procedure that yields an exponential drop-off in the probability of error. The idea is to use $k$ copies of the puzzle printed on sheets of paper of different colors. The prover writes the solution on each one of the copies and then the verifier divides the copies into three random packets. He asks the prover to apply the protocol to the rows of the first packet, the columns of the second packet, and the subgrids of the third packet. The prover can cut in parallel, and shuffle in parallel, all copies in the first packet; and similarly for the second and third packets. The verifier should check that in every row the pieces of each color form a permutation of the numbers $[1, n]$. The work of the prover (in terms of the number of cuts he has to make) is therefore roughly three times the work in the basic solution, while the soundness error is reduced to $(2 / 3)^{k}$. (Note that a similar gain in efficiency can
be achieved even if all copies are of the same color, if the prover shuffles the cells in a way which does not mix the values of a cell of one puzzle with the values of cells of different puzzles. Namely, if a packet contains $k^{\prime}$ copies, then shuffling is done in a careful way which ensures that the $k^{\prime}$ copies of the value of each cell do not mix with values of a different cell, and do not change their order. Using the colorful sheets makes this operation very simple for humans.)

## 5 Conclusions and Open Problems

We describe the main properties of the different physical protocols in Table 1. Note that Protocol 4 provides a nice tradeoff between the number of shuffles and the soundness error (e.g., setting $c=d$ results in 4 shuffles and a soundness error of $1 / 3$, compared to $3 n$ shuffles required in order to achieve soundness error of $1 / 9$ in Protocol 3 .

|  | \# of cards | shuffles | soundness error |
| :--- | :--- | :--- | :--- |
| Protocol 3 | $3 n^{2}$ | $3 n$ | $1 / 9$ |
| Protocol 4 | $3 n^{2}$ | $c-1$ | $1 / 9+\frac{8}{9 c}$ |
| Protocol 5 | $n^{2}$ special cards | $3 n$ | 0 |
| Protocol 6 | no cards | $n$ | $2 / 3$ |

Table 1: Comparing the different physical protocols
There are many remaining open questions: Is there an implementable physical protocol that can be executed by (snail) mail, i.e. without assuming that the prover and the verifier are in the same room? In principle we know that such protocols exist, based on the scratch-off functionality, since in [14] it was shown how to construct commitments from this functionality and hence the cryptographic protocols of Section 3 can be used. However, since there is an amplification step in the construction of commitments from the tamper-evident envelopes of [14], involving a large number of repetitions, the result is not really human implementable. On the same note, Tom Berson asked whether it is possible to construct non-interactive physical protocols proving that a puzzle is solvable. Such protocols could be used by puzzle designers to convince potential solvers that a solution to a puzzle exists.

One of the major applications of zero-knowledge proofs in the cryptographic setting is as a mechanism for converting a protocol that is resilient to semi-honest behavior of the participants into one that is resilient to any malicious behavior. This conversion is not necessarily always possible with physical protocols. It would be interesting to see whether it is possible to do so for the Sudoku protocols.
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## A Improved Analysis for Soundness of Protocol 3

We now provide a more involved argument that shows that the soundness error is actually $1 / 9$. We know that there is a cell where not all three values are the same. Also, the total number of cards of each value must be correct, otherwise the prover will be caught with probability 1 . Thus, there must be at least two cells on which the prover cheats, say $a$ and $b$. We now consider different ways in which a prover can cheat on these cells, and show that his success probability is bounded above by $1 / 9$.

First suppose the prover cheats on exactly two cells, say $a$ and $b$, and suppose the values are $(x, x, y)$ for cell $a$ and ( $y, y, x$ ) for cell $b$. Note that this is the only way he can cheat on exactly two cells without being caught with probability 1 . There are three possibilities for the location of cells $a$ and $b$, and we analyze the probability of being caught for each.

We will often assume the verifier has assigned all values to packets except those of cells $a$ and $b$, and then analyze the probability that he makes the correct assignments of those cells. Before assigning these two cells, however, we have some incomplete packets. We will say that a packet that has all values except some value $x$ "needs" $x$.
(i) In the simplest case, cells $a$ and $b$ are not in the same row, column, or subgrid, and are thus "independent" in some sense. Suppose the verifier already assigned every card to a row/column/subgrid except the cards of cells $a$ and $b$. Then there are six packets that are not yet complete -2 each for a row, column, and subgrid. But each one of these packets can have only 1 value that will yield a complete set, since it cannot be missing both an $x$ and a $y$ (if it does, then the final card will not complete the packet regardless, and the cheating prover will be caught). Thus, the only way the prover will not be caught is if the verifier assigns $x$ to the rows/columns/subgrids that need $x$, and $y$ to the ones that need $y$. But this happens with probability at most $1 / 9$.
(ii) In this case, cells $a$ and $b$ are in the same row, column or subgrid (exactly one of them). Without loss of generality, assume they are in the same row, and again that the verifier
already assigned every card to a row/column/subgrid except the cards of cells $a$ and $b$. There are several options:

- If the column and subgrid of cell $a$ both need $x$, and the column and subgrid of cell $b$ both need $y$, then the verifier makes the correct assignment with probability $1 / 9$. This is because in order to accept, the verifier needs to assign $x$ to the row of $a$ and $y$ to the row of $b$, and each occurs independently with probability $1 / 3$.
- If the column of cell $a$ needs $x$ and the subgrid needs $y$ (or vice verse), and the column of cell $b$ needs $x$ and its subgrid needs $y$ (or vice versa), then again the verifier makes the correct assignment with probability $1 / 9$ : He chooses $y$ for cell $a$ 's subgrid and $x$ for cell $b$ 's column with probability $1 / 9$, since each assignment is made independently with probability $1 / 3$.
- Any other situation results in the prover losing with probability 1 , as there is no way to select the cards to satisfy all constraints.
(iii) In the final case, cells $a$ and $b$ are in the same row (or column) and the same subgrid. Without loss of generality, assume they are in the same row and subgrid. Consider the following situations:
- Suppose cell $a$ 's column needs $y$ and cell $b$ 's column needs $x$. In this case, the verifier makes the correct assignment with probability $1 / 9$, since each assignment is made with probability $1 / 3$.
- Now suppose the column of cell $a$ needs $x$ and the column of cell $b$ needs $y$. In this situation, however, the prover did not really need to cheat: he could have placed ( $x, x, x$ ) on cell $a$, and $(y, y, y)$ on cell $b$, and the constraints on rows, columns, and subgrids would have been satisfied. However, since we are assuming the prover does not know a correct solution to the Sudoku problem, there must be some other cells on which he is cheating.
- Any other situation results in the prover losing with probability 1 , as there is no way to select the cards to satisfy all constraints.

Thus, either the correct assignment is made with probability $1 / 9$, or some additional cells have multiple-valued cards on them (in which case we can repeat the analysis for those cells). In either case, if the prover does not lose with probability 1 , he is caught with probability at least 8/9.

Thus, if the prover cheats on exactly two cells, he is caught with probability at least $8 / 9$. We now argue that this is also true if he cheats on three or more of the cells. Let $a$ and $b$ be two of the cheating cells. The values may be $(x, x, y)$ and $(y, y, x)$ as above, they may be $(x, x, y)$ and $(y, y, z)$, or one or both of the cells may have three distinct values. In any case, we can do the same analysis as above regarding the location of the two cells. A similar type of proof goes through, in some cases with even lower probabilities of success for the cheating prover.

In all the above possibilities, the prover is caught with probability at least $8 / 9$ and hence the soundness error is $1 / 9$.

## B Soundness Analysis for Repetition of Protocol 6

In this section we argue that the soundness error in $k$ repetitions of protocol 6 , as described in the final part of Section 4.3, is $O(1 / \sqrt{k})$. Recall that the prover provides the verifier with $k$ solutions,
which the verifier divides into three packets. For each packet either the rows, columns or the subgrids of the prover's solution will be cut separately, shuffled, and then the verifier will check that all values appear the same number of times.

Assume, without loss of generality, that in at least $\frac{k}{3}$ of the submitted solutions there is a malformed row, i.e. a row that does not contain all the values in $[n]$ (if this is not the case a similar argument will hold for the columns or subgrids).

Now partition the solutions with malformed rows into sets $\left\{S_{i, j}^{+}, S_{i, j}^{-}\right\}_{i, j \in[n]}$. A solution goes into the set $S_{i, j}^{+}$if: (i) its smallest malformed row is the $i$-th row, and (ii) in that row the smallest value that does not appear exactly once is $j$, and (iii) $j$ appears more than once. Similarly, a solution goes into the set $S_{i, j}^{-}$if (i) its smallest malformed row is the $i$-th row, (ii) in that row the smallest value that does not appear exactly once is $j$, and (iii) $j$ appears less than once, i.e. zero times. We will use the notation $s_{i, j}=\left|S_{i, j}^{+}\right|+\left|S_{i, j}^{-}\right|$. Our assumption that at least a third of the row are malformed implies that:

$$
\sum_{i, j \in[n]} s_{i, j} \geq \frac{k}{3}
$$

Observe that for the verifier to accept, for each $i, j \in[n]$ the solutions with with too many $j$ values in row $i$ that the verifier puts into the "rows" packet must compensate exactly for the solutions with zero $j$ values in row $i$ that the verifier puts into that packet. Denote by $E_{i, j}$ the event that in row $i$ the $j$ th value is balanced (that is has the right number). If $E_{i, j}$ does not occur, the verifier always rejects.

Enumerate all $i, j \in[n]$ (in increasing lexicographic order), and let the verifier choose (at random) into which packet ("rows", "columns" or "subgrids") to put each solution in $S_{i, j}^{+}$and $S_{i, j}^{-}$. Event $E_{i, j}$ is independent of all the partitioning (into "rows", "columns" and "subgrids") of solutions in $S_{i^{\prime}, j^{\prime}}^{+} \cup S_{i^{\prime}, j^{\prime}}^{-}$for pairs $\left(i^{\prime}, j^{\prime}\right)$ that are lexicographically larger than $(i, j)$. This is true, since by the way that we assigned solutions to the first malformed row and value these elements cannot contribute to the $j$ th count of the $i$ th row. Now, let $s_{i, j}>0$ and suppose the verifier has partitioned all the solutions up to $(i, j)$, that is for all pairs $\left(i^{\prime}, j^{\prime}\right)$ lexicographically smaller than $(i, j)$ the verifier has partitioned the solutions in $S_{i^{\prime}, j^{\prime}}^{+} \cup S_{i^{\prime}, j^{\prime}}^{-}$. No matter how these solutions were partitioned, we claim that the conditional probability of event $E_{i, j}$ occurring is bounded from above by $c \cdot \sqrt{\frac{1}{s_{i, j}}}$ for some (universal) constant $0<c<1$.

We will use the following fact (without proof): for any set of non-zero integers $a_{1}, a_{2}, \ldots, a_{k}$ and any target value $T$, if the $a_{i}$ 's are chosen independently with probability $1 / 3$ into a subset $R$, then the probability that $\sum_{i \in R} a_{i}=T$ is at most $c \cdot \frac{1}{\sqrt{k}}$ for some constant (independent of $k$ ) $0<c<1$.

Consider now a pair $i, j$ 's for which $k=s_{i, j}>0$. Some of the solutions that do not have exactly one $j$ value in row $i$ may already have been divided into packets and hence there is already some imbalance for the $j$-th value in the $i$-th row, denoted by $T$. Let the number of times value $j$ occurs in row $i$ of the solutions in $S_{i, j}^{+}$and $S_{i, j}^{-}$be $a_{1}, a_{2}, \ldots a_{k}$. These are non-zero integers and we are picking with probability $1 / 3$ each one of them. The cheating prover wins only if the set we picked sums up to $T$, and this happens with probability at $c \cdot \sqrt{\frac{1}{s_{i, j}}}$.

Now, let $m$ be the number of pairs $i, j$ such that $s_{i, j}>0$. We conclude that the probability of the cheating prover escaping detection is:

$$
\operatorname{Pr}\left[\bigwedge_{i, j \in[n]} E_{i, j}\right] \leq c^{m} \cdot \prod_{i, j \in[n]: s_{i, j}>0} \sqrt{\frac{1}{s_{i, j}}}
$$

but recall also that (w.l.o.g.): $\sum_{i, j \in[n]} s_{i, j} \geq \frac{k}{3}$. The product is maximized when there is only a
single "big" $S_{i, j}$ of the same size as the number of solutions with malformed rows:

$$
c^{m} \cdot \prod_{i, j \in[n]: s_{i, j}>0} \sqrt{\frac{1}{s_{i, j}}} \leq c \cdot \sqrt{\frac{3}{k}}
$$

and we conclude that the soundness of the protocol is indeed $O\left(\frac{1}{\sqrt{k}}\right)$ as claimed. This is tight up to constant factors, as noted in the discussion in Section 4.3.
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[^1]:    ${ }^{1}$ Perhaps quantum cryptography can yield an approximation to such a box, but not a perfect one. See the discussion in [14].

[^2]:    ${ }^{2}$ It is interesting to find out whether the following statement is correct: "If for two Sudoku puzzles it holds that the set of filled-in values of every row/column/subgrid of the first puzzle is equal to the set of filled-in values of this row/column/subgrid in the second puzzle, then given a solution to the first puzzle it is easy to solve the second puzzle". If this statement is correct then the simpler protocol described here can replace Protocol 6.

