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PrefaceThe current manuscript consists of fragments of a chapter on encryption schemes,which is suppose to be Chapter 5 of the three-volume work Foundations of Cryp-tography. These fragments provide a draft of the �rst three sections of this chap-ter, covering the basic setting, de�nitions and constructions. Also included is aplan of the fourth section (i.e., beyond eavesdropping security), and fragments forthe Miscellaneous section of this chapter. This manuscript subsumes a previousversion posted in Dec. 1999.The bigger picture. The current manuscript consists of fragments of a chap-ter on encryption schemes, which is suppose to constitute Chapter 5 of thethree-part work Foundations of Cryptography (see Figure 0.1). The three partsof this work are Basic Tools, Basic Applications, and Beyond the Basics. The�rst part (containing Chapters 1{4) has been published by Cambridge UniversityPress (in June 2001). The second part, consists of Chapters 5{7 (regarding En-cryptioni Schemes, Signatures Schemes, and General Cryptographic Protocols,respectively). We hope to publish the second part with Cambridge UniversityPress within a few years.Part 1: Introduction and Basic ToolsChapter 1: IntroductionChapter 2: Computational Di�culty (One-Way Functions)Chapter 3: Pseudorandom GeneratorsChapter 4: Zero-Knowledge ProofsPart 2: Basic ApplicationsChapter 5: Encryption SchemesChapter 6: Signature SchemesChapter 7: General Cryptographic ProtocolsPart 3: Beyond the Basics� � �Figure 0.1: Organization of this workIII
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IV The partition of the work into three parts is a logical one. Furthermore, ito�ers the advantage of publishing the �rst part without waiting for the comple-tion of the other parts. Similarly, we hope to complete the second part within acouple of years, and publish it without waiting for the third part.Prerequisites. The most relevant background for this text is provided bybasic knowledge of algorithms (including randomized ones), computability andelementary probability theory. Background on (computational) number theory,which is required for speci�c implementations of certain constructs, is not reallyrequired here.Using this text. The text is intended as part of a work that is aimed to serveboth as a textbook and a reference text. That is, it is aimed at serving both thebeginner and the expert. In order to achieve this aim, the presentation of thebasic material is very detailed so to allow a typical CS-undergraduate to followit. An advanced student (and certainly an expert) will �nd the pace (in theseparts) way too slow. However, an attempt was made to allow the latter readerto easily skip details obvious to him/her. In particular, proofs are typicallypresented in a modular way. We start with a high-level sketch of the main ideas,and only later pass to the technical details. Passage from high-level descriptionsto lower level details is typically marked by phrases such as details follow.In a few places, we provide straightforward but tedious details in in-dented paragraphs as this one. In some other (even fewer) places suchparagraphs provide technical proofs of claims that are of marginal rele-vance to the topic of the book.More advanced material is typically presented at a faster pace and with lessdetails. Thus, we hope that the attempt to satisfy a wide range of readers willnot harm any of them.Teaching. The material presented in the full (three-volume) work is, on onehand, way beyond what one may want to cover in a course, and on the otherhand falls very short of what one may want to know about Cryptography ingeneral. To assist these con
icting needs we make a distinction between basicand advanced material, and provide suggestions for further reading (in the lastsection of each chapter). In particular, sections, subsections, and subsubsectionsmarked by an asterisk (*) are intended for advanced reading.
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Chapter 5Encryption SchemesUpto the 1970's, Cryptography was understood as the art of building encryptionschemes; that is, the art of constructing schemes allowing secret data exchangeover insecure channels. Since the 1970's, other tasks (e.g., signature schemes)have been recognized as falling within the domain of Cryptography (and even asbeing at least as central to Cryptography). Yet, the construction of encryptionschemes remains, and is likely to remain, a central enterprise of Cryptography.In this chapter we review the well-known notions of private-key and public-key encryption schemes. More importantly, we de�ne what is meant by sayingthat such schemes are secure. It turns out that using randomness throughoutthe encryption process (i.e., not only at the key-generation phase) is essential tosecurity. We present some basic constructions of secure (private-key and public-key) encryption schemes. Finally, we discuss \dynamic" notions of securityculminating in robustness against chosen ciphertext attacks.Author's Note: Currently the write-up contains only a rough draft forthe �rst 3 sections of this chapter. Furthermore, this write-up wasNOT carefully proofread, and may contain various (hopefully minor)errors.Teaching Tip: We assume that the reader is familiar with the material inprevious chapters (and speci�cally with Sections 2.2, 2.4, 2.5, 3.2{3.4, and 3.6).This familiarity is important not only because we use some of the notions andresults presented in these sections, but rather because we use similar proof tech-niques (and do it while assuming that this is not the reader's �rst encounterwith these techniques).5.1 The Basic SettingLoosely speaking, encryption schemes are supposed to enable private communi-cation between parties that communicate over an insecure channel. Thus, the365
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366 CHAPTER 5. ENCRYPTION SCHEMESbasic setting consists of a sender, a receiver, and an insecure channel that maybe tapped by an adversary. The goal is to allow the sender to transfer infor-mation to the receiver, over the insecure channel, without letting the adversary�gure out this information. Thus, we distinguish between the actual (secret)information that the receiver wishes to transmit and the messages sent over theinsecure communication channel. The former is called the plaintext, whereasthe latter is called the ciphertext. Clearly, the ciphertext must di�er from theplaintext or else the adversary can easily obtain the plaintext by tapping thechannel. Thus, the sender must transform the plaintext into a ciphertext sothat the receiver can retrieve the plaintext from the ciphertext, but the adver-sary cannot do so. Clearly, something must distinguish the receiver (who is ableto retrieve the plaintext from the corresponding ciphertext) from the adversary(who cannot do so). Speci�cally, the receiver know something that the adversarydoes not know. This thing is called a key.An encryption scheme consists of a method of transforming plaintexts to ci-phertexts and vice versa, using adequate keys. These keys are essential to theability to e�ect these transformations. We stress that the encryption scheme it-self (i.e., the encryption/decryption algorithms) may be known to the adversary,and its security relies on the hypothesis that the adversary does not know thekeys.1 Formally, we need to consider a third algorithm; namely, a probabilisticalgorithm used to generate keys. This algorithm must be probabilistic (or else,by invoking it the adversary obtains the very same key used by the receiver).In accordance with the above, an encryption scheme consists of three algo-rithms. These algorithms are public (i.e., known to all parties). The obviousalgorithms are the encryption algorithm, which transforms plaintexts to cipher-texts, and the decryption algorithm, which transforms ciphertexts to plaintexts.By the discussion above, it is clear that the description algorithm must employa key that is known to the receiver but is not known to the adversary. Thiskey is generated using a third algorithm, called the key generator. Furthermore,it is not hard to see that the encryption process must also depend on the key(or else messages sent to one party can be read by a di�erent party who is alsoa potential receiver). Thus, the key-generation algorithm is used to produce apair of (related) keys, one for encryption and one for decryption. The encryptionalgorithm, given an encryption key and a plaintext, produces a plaintext thatwhen fed to the decryption algorithm, with the corresponding decryption key,returns the original plaintext. We stress that knowledge of the decryption keyis essential for the latter transformation.5.1.1 Private-Key versus Public-Key SchemesA fundamental distinction between encryption schemes refers to the relation be-tween the two keys (mentioned above). The simpler (and older) notion assumesthat the encryption key equals the decryption key. Such schemes are called1 In fact, in many cases, the legitimate interest may be served best by publicizing thescheme itself. In our opinion, this is the best way to obtain an (unbiased) expert evaluationof the security of the scheme.
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5.1. THE BASIC SETTING 367private-key (or symmetric). To use a private-key scheme, the legitimate partiesmust �rst agree on the secret key. This can be done by having one party generatethe key at random and send it to the other party using a channel that is assumedto be secure. A crucial point is that the key is generated independently of theplaintext, and so it can be generated and exchanged prior to the plaintext evenbeing determined. Thus, private-key encryption is a way of extending a privatechannel over time: If the parties can use a private channel today (e.g., they arecurrently in the same physical location) but not tomorrow, then they can usethe private channel today to exchange a secret key that they may use tomorrowfor secret communication. A simple example of a private-key encryption schemeis the one-time pad. The secret key is merely a uniformly chosen sequence ofn bits, and an n-bit long ciphertext is produced by XORing the plaintext, bit-by-bit, with the key. The plaintext is recovered from the ciphertext in the sameway. Clearly, the one-time pad provides absolute security. However, its usageof the key is ine�cient; or, put in other words, it requires keys of length com-parable to the total length of data communicated. In the rest of this chapterwe will only discuss encryption schemes where n-bit long keys allow to securelycommunicated data of length greater than n (but still polynomial in n).A new type of encryption schemes has emerged in the 1970's. In theseschemes, called public-key (or asymmetric), the decryption key di�ers from theencryption key. Furthermore, it is infeasible to �nd the decryption key, given theencryption key. These schemes enable secure communication without ever usinga secure channel. Instead, each party applies the key-generation algorithm toproduce a pair of keys. The party, called P , keeps the decryption key, denoteddP , secret and publishes the encryption key, denoted eP . Now, any party cansend P private messages by encrypting them using the encryption key eP . PartyP can decrypt these messages by using the decryption key dP , but nobody elsecan do so.5.1.2 The Syntax of Encryption SchemesWe start by de�ning the basic mechanism of encryption schemes. This de�nitionsays nothing about the security of the scheme (which is the subject of the nextsection).De�nition 5.1.1 (encryption scheme): An encryption scheme is a triple, (G;E;D),of probabilistic polynomial-time algorithms satisfying the following two condi-tions1. On input 1n, algorithm G (called the key generator) outputs a pair of bitstrings.2. For every pair (e; d) in the range of G(1n), and for every � 2 f0; 1g�,algorithms E (encryption) and D (decryption) satisfyPr[D(d;E(e; �))=�] = 1
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368 CHAPTER 5. ENCRYPTION SCHEMESwhere the probability is taken over the internal coin tosses of algorithms Eand D.The integer n serves as the security parameter of the scheme. Each (e; d) inthe range of G(1n) constitutes a pair of corresponding encryption/decryptionkeys. The string E(e; �) is the encryption of the plaintext � 2 f0; 1g� using theencryption key e, whereas D(d; �) is the decryption of the ciphertext � usingthe decryption key d.We stress that De�nition 5.1.1 says nothing about security, and so trivial (in-secure) algorithms may satisfy it (e.g., E(e; �) def= � and D(d; �) def= �). Fur-thermore, De�nition 5.1.1 does not distinguish private-key encryption schemesfrom public-key ones. The di�erence between the two types is introduced in thesecurity de�nitions: In a public-key scheme the \breaking algorithm" gets theencryption key (i.e., e) as an additional input (and thus e 6= d follows); whilein private-key schemes e is not given to the \breaking algorithm" (and thus onemay assume, without loss of generality, that e = d).We stress that the above de�nition requires the scheme to operate for everyplaintext, and speci�cally for plaintext of length exceeding the length of theencryption key. (This rules out the information theoretic secure \one-time pad"scheme mentioned above.)Notation: In the rest of this text, we write Ee(�) instead of E(e; �) and Dd(�)instead of D(d; �). Sometimes, when there is little risk of confusion, we dropthese subscripts. Also, we let G1(1n) (resp., G2(1n)) denote the �rst (resp.,second) element in the pair G(1n). That is, G(1n) = (G1(1n); G2(1n)). Withoutloss of generality, we may assume that jG1(1n)j and jG2(1n)j are polynomiallyrelated to n, and that each of these integers can be e�ciently computed fromthe other. (In fact, we may even assume that jG1(1n)j = jG2(1n)j = n; seeExercise 5.)Comments: De�nition 5.1.1 may be relaxed in several ways without signif-icantly harming its usefulness. For example, we may relax Condition (2) andallow a negligible decryption error (e.g., Pr[Dd(Ee(�)) 6= �] < 2�n). Alterna-tively, one may postulate that Condition (2) holds for all but a negligible measureof the key-pairs generated by G(1n). At least one of these relaxations is essentialfor each of the popular suggestions of encryption schemes.Another relaxation consists of restricting the domain of possible plaintexts(and ciphertexts). For example, one may restrict Condition (2) to �'s of length`(n), where ` : N!N is some �xed function. Given a scheme of the latter type(with plaintext length `), we may construct a scheme as in De�nition 5.1.1 bybreaking plaintexts into blocks of length `(n) and applying the restricted schemeseparately to each block. For more details see Sections 5.2.4 and 5.3.2.
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5.2. DEFINITIONS OF SECURITY 3695.2 De�nitions of SecurityIn this section we present two fundamental de�nitions of security and prove theirequivalence. The �rst de�nition, called semantic security, is the most naturalone. Semantic security is a computational complexity analogue of Shannon'sde�nition of perfect privacy (which requires that the ciphertext yields no in-formation regarding the plaintext). Loosely speaking, an encryption scheme issemantically secure if it is infeasible to learn anything about the plaintext fromthe ciphertext (i.e., impossibility is replaced by infeasibility). The second def-inition has a more technical 
avor. It interprets security as the infeasibility ofdistinguishing between encryptions of a given pair of messages. This de�nitionis useful in demonstrating the security of a proposed encryption scheme, and forthe analysis of cryptographic protocols that utilize an encryption scheme.We stress that the de�nitions presented below go way beyond saying that itis infeasible to recover the plaintext from the ciphertext. The latter statementis indeed a minimal requirement from a secure encryption scheme, but we claimthat it is way too weak a requirement: An encryption scheme is typically used inapplications where obtaining speci�c partial information on the plaintext endan-gers the security of the application. When designing an application-independentencryption scheme, we do not know which partial information endangers theapplication and which does not. Furthermore, even if one wants to design anencryption scheme tailored to one's own speci�c applications, it is rare (to saythe least) that one has a precise characterization of all possible partial informa-tion that endanger these applications. Thus, we require that it is infeasible toobtain any information about the plaintext from the ciphertext. Furthermore,in most applications the plaintext may not be uniformly distributed and somea-priori information regarding it is available to the adversary. We require thatthe secrecy of all partial information is preserved also in such a case. That is,even in presence of a-priori information on the plaintext, it is infeasible to obtainany (new) information about the plaintext from the ciphertext (beyond what isfeasible to obtain from the a-priori information on the plaintext). The de�nitionof semantic security postulates all of this.To simplify the exposition, we adopt a non-uniform formulation. Namely, inthe security de�nitions we expand the domain of e�cient adversaries/algorithmsto include polynomial-size circuits (rather than only probabilistic polynomial-time machines). Likewise, we make no computation restriction regarding theprobability distribution from which messages are taken, nor regarding the a-priori information available on these messages. We note that employing such anon-uniform formulation (rather than a uniform one) may only strengthen thede�nitions; yet, it does weaken the implications proven between the de�nitions,since these (simpler) proofs make free usage of non-uniformity.5.2.1 Semantic SecurityLoosely speaking, semantic security means that whatever can be e�ciently com-puted from the ciphertext, can be e�ciently computed also without the cipher-
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370 CHAPTER 5. ENCRYPTION SCHEMEStext. Thus, an adversary gains nothing by intercepting ciphertexts sent betweencommunicating parties who use a semantically secure encryption scheme, sinceit could have obtained the same without intercepting these ciphertexts. Indeed,this formulation follows the simulation paradigm: \lack of gain" is captured byasserting that whatever is learned from the ciphertext can be learned withinrelated complexity also without the ciphertext.5.2.1.1 The actual de�nitionsTo be somewhat more accurate, semantic security means that whatever can bee�ciently computed from the ciphertext, can be e�ciently computed when givenonly the length of the plaintext. Note that this formulation does not rule out thepossibility that the length of the plaintext can be inferred from the ciphertext.Indeed, some information about the length of the plaintext must be revealed bythe ciphertext (see Exercise 3). We stress that other than information aboutthe length of the plaintext, the ciphertext is required to yield nothing about theplaintext.In the actual de�nitions, we consider only information regarding the plaintext(rather than anything) which can be obtained from the ciphertext. Furthermore,we restrict our attention to functions applied to the plaintext. We do so becauseof the intuitive appeal of this special case, and are comfortable doing so be-cause this special case implies the general one (cf. Exercise 11). We augmentthis formulation by requiring that the above remains valid even in presence ofauxiliary partial information about the plaintext. Namely, whatever can be e�-ciently computed from the ciphertext and additional partial information aboutthe plaintext, can be e�ciently computed given only the length of the plain-text and the same partial information. In the actual de�nition, the informationregarding the plaintext that the adversary tries to obtain is captured by thefunction f , whereas the a-priori partial information about the plaintext is cap-tured by the function h. The above is required to hold for any distribution ofplaintexts, captured by the probability ensemble fXngn2N.Security holds only for plaintexts of length polynomial in the security pa-rameter. This is captured below by the restriction jXnj = poly(n). Note thatwe cannot hope to provide computational security for plaintexts of unboundedlength in the security parameter (see Exercise 2). Likewise, we restrict the func-tions f and h to be polynomially-bounded; that is, jf(x)j; jh(x)j = poly(jxj).The di�erence between private-key and public-key encryption schemes ismanifested in the de�nition of security. In the latter, the adversary (whichis trying to obtain information on the plaintext) is given the encryption key,whereas in the former it is not. Thus, the di�erence between these schemesamounts to a di�erence in the adversary model (considered in the de�nitionof security). We start by presenting the de�nition for private-key encryptionschemes.De�nition 5.2.1 (semantic security { private-key): An encryption scheme,(G;E;D), is semantically secure (in the private-key model) if for every proba-
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5.2. DEFINITIONS OF SECURITY 371bilistic polynomial-time algorithm A there exists a probabilistic polynomial-timealgorithm A0 so that for every ensemble fXngn2N, with jXnj = poly(n), everypair of polynomially-bounded functions f; h : f0; 1g� ! f0; 1g�, every polynomialp(�) and all su�ciently large nPr hA(EG1(1n)(Xn); 1jXnj; h(Xn))=f(Xn)i (5.1)< Pr hA0(1jXnj; h(Xn))=f(Xn)i+ 1p(n) (5.2)(The probability in the above terms is taken over Xn as well as over the internalcoin tosses of algorithms G, E and either A or A0.)The function h provides both algorithms with partial information regarding theplaintext Xn. Furthermore, h also makes the de�nition implicitly non-uniform;see further discussion below. In addition, both algorithms get the length of Xn.These algorithms then try to guess the value f(Xn); namely, they try to inferinformation about the plaintext Xn. Loosely speaking, in semantically secureencryption scheme the ciphertext does not help in this inference task. Thatis, the success probability of any e�cient algorithm (i.e., algorithm A) that isgiven the ciphertext, can be matched, upto a negligible fraction, by the successprobability of an e�cient algorithm (i.e., algorithm A0) that is not given theciphertext at all.De�nition 5.2.1 refers to private-key encryption schemes. To derive a def-inition of security for public-key encryption schemes, the encryption-key (i.e.,G1(1n)) should be given to the adversaries as an additional input. That is,De�nition 5.2.2 (semantic security { public-key): An encryption scheme, (G;E;D),is semantically secure (in the public-key model) if for every probabilistic polynomial-time algorithm A, there exists a probabilistic polynomial-time algorithm A0 suchthat for every fXngn2N, f; h, p(�) and n as in De�nition 5.2.1Pr hA(G1(1n); EG1(1n)(Xn); 1jXnj; h(Xn))=f(Xn)i< Pr hA0(G1(1n); 1jXnj; h(Xn))=f(Xn)i+ 1p(n)We comment that the encryption-key can be omitted from the input to A0, sinceA0 may generate it by itself.Terminology: For sake of simplicity, we refer to an encryption scheme that issemantically secure in the private-key (resp., public-key) model as to a semantically-secure private-key (resp., public-key) encryption scheme.The reader may note that a semantically-secure public-key encryption schemecannot employ a deterministic encryption algorithm; that is, Ee(x) must be arandom variable rather than a �xed string. This is more evident with respect tothe equivalent De�nition 5.2.4 (below). See further discussion following De�ni-tion 5.2.4.
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372 CHAPTER 5. ENCRYPTION SCHEMES5.2.1.2 Further discussion of some de�nitional choicesWe discuss several secondary issues regarding De�nitions 5.2.1 and 5.2.2. Theinterested reader is also referred to Exercises 14 and 15 that present additionalvariants of the de�nition of semantic security.Implicit non-uniformity of the de�nitions. The fact that h is not requiredto be computable, makes the above de�nitions non-uniform. This is the case be-cause both algorithms are given h(Xn) as auxiliary input, and this may accountfor arbitrary (polynomially-bounded) advise. For example, letting h(x) = ajxj,means that both algorithms are supplied with (non-uniform) advice (as in one ofthe possible formulations of non-uniform polynomial-time; see Section 1.3.3). Ingeneral, the function h can code both information regarding its input and non-uniform advice depending on its input length (i.e., h(x) = (h0(x); ajxj)). Thus,the above de�nitions are equivalent to allowing A and A0 be related families ofnon-uniform circuits, where by `related' we mean that the circuits in the familyA0 = fA0ngn2N can be e�ciently computed from the corresponding circuits inthe family A = fAngn2N. For further discussion, see Exercise 7.Lack of computational restrictions regarding the function f . We donot require that the function f is even computable. This seems strange at�rst glance, because (unlike the situation w.r.t h which codes a-priori infor-mation given to the algorithms) the algorithms are asked to guess the valueof f (on a plaintext implicit in the ciphertext given only to A). However, aswe shall see in the sequel (see also Exercise 11), the meaning of semantic se-curity is essentially that the distribution ensembles (E(Xn); 1jXnj; h(Xn)) and(E(1jXnj); 1jXnj; h(Xn)) are computationally indistinguishable (and so whateverA can compute can be computed by A0).Other modi�cations of no impact. Actually, inclusion of a-priori informa-tion regarding the plaintext (captured by the function h) does not a�ect thede�nition of semantic security: De�nition 5.2.1 remains intact if we restrict hto only depend on the length of the plaintext (and so only provide non-uniformadvice). (This can be shown in various ways; e.g., see Exercise 12.) Also, thefunction f can be restricted to be a Boolean function having polynomial-size cir-cuits, and the random variable Xn may be restricted to be very \dull" (e.g., haveonly two strings in its support): See proof of Theorem 5.2.5. On the other hand,De�nition 5.2.1 implies stronger forms discussed in Exercises 11, 15 and 16.5.2.2 Indistinguishability of EncryptionsThe following technical interpretation of security states that it is infeasible todistinguish the encryptions of two plaintexts (of the same length). That is, suchciphertexts are computationally indistinguishable as de�ned in De�nition 3.2.7.Again, we start with the private-key variant.
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5.2. DEFINITIONS OF SECURITY 373De�nition 5.2.3 (indistinguishability of encryptions { private-key): An en-cryption scheme, (G;E;D), has indistinguishable encryptions (in the private-keymodel) if for every polynomial-size circuit family fCng, every polynomial p, allsu�ciently large n and every x; y 2 f0; 1gpoly(n) (i.e., jxj = jyj),jPr �Cn(EG1(1n)(x))=1�� Pr �Cn(EG1(1n)(y))=1� j < 1p(n)The probability in the above terms is taken over the internal coin tosses of algo-rithms G and E.Note that the potential plaintexts to be distinguished can be incorporated intothe circuit Cn. Thus, the circuit models both the adversary's strategy and itsa-priori information: See Exercise 9.Again, the security de�nition for public-key encryption schemes can be de-rived by adding the encryption-key (i.e., G1(1n)) as an additional input to thealgorithm. That is,De�nition 5.2.4 (indistinguishability of encryptions { public-key): An encryp-tion scheme, (G;E;D), has indistinguishable encryptions (in the public-key model)if for every polynomial-size circuit family fCng, and every p(�), n, x and y asin De�nition 5.2.3jPr �Cn(G1(1n); EG1(1n)(x))=1�� Pr �Cn(G1(1n); EG1(1n)(y))=1� j < 1p(n)Terminology: For sake of simplicity, we refer to an encryption scheme that hasindistinguishable encryptions in the private-key (resp., public-key) model as toa ciphertext-indistinguishable private-key (resp., public-key) encryption scheme.Failure of deterministic encryption algorithms: A ciphertext-indistinguishablepublic-key encryption scheme cannot employ a deterministic encryption algo-rithm (i.e., Ee(x) cannot be a �xed string). For a public-key encryption schemewith a deterministic encryption algorithm E, given an encryption-key e and apair of candidate plaintexts (x; y), one can easily distinguish Ee(x) from Ee(y)(by merely applying Ee to x and comparing the result to the given cipher-text). In contrast, in case the encryption algorithm itself is randomized, thesame plaintext can be encrypted in exponentially many di�erent ways, underthe same encryption key. Furthermore, the probability that applying Ee twiceto the same message (while using independent randomization in Ee) results inthe same ciphertext may be exponentially vanishing. (Indeed, as shown be-low, public-key encryption scheme having indistinguishable encryptions can beconstructed based on any trapdoor permutations, and these schemes employrandomized encryption algorithms.)5.2.3 Equivalence of the Security De�nitionsThe following theorem is stated and proven for private-key encryption schemes.A similar result holds for public-key encryption schemes (see Exercise 10).
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374 CHAPTER 5. ENCRYPTION SCHEMESTheorem 5.2.5 (equivalence of de�nitions { private-key): A private-key en-cryption scheme is semantically secure if and only if it has indistinguishableencryptions.Let (G;E;D) be an encryption scheme. We formulate a proposition for each ofthe two directions of the above theorem. Each proposition is in fact strongerthan the corresponding direction stated in Theorem 5.2.5. The more usefuldirection is stated �rst: it asserts that the technical interpretation of security, interms of ciphertext-indistinguishability, implies the natural notion of semanticsecurity. Thus, the following proposition yields a methodology for designingsemantically secure encryption schemes: design and prove your scheme to beciphertext-indistinguishable, and conclude (by applying the proposition) thatit is semantically secure. The opposite direction (of Theorem 5.2.5) establishthe \completeness" of the latter methodology, and more generally assert thatrequiring an encryption scheme to be ciphertext-indistinguishable does not ruleout schemes that are semantically secure.Proposition 5.2.6 (useful direction { \indistinguishability" implies \security"):Suppose that (G;E;D) is a ciphertext-indistinguishable private-key encryptionscheme. Then (G;E;D) is semantically-secure. Furthermore, the simulatingalgorithm A0 (which is used to establish semantic-security) captures the com-putation of a probabilistic polynomial-time oracle machine that is given oracleaccess to original adversary algorithm A.Proposition 5.2.7 (opposite direction { \security" implies \indistinguishabil-ity"): Suppose that (G;E;D) is a semantically secure private-key encryptionscheme. Then (G;E;D) has indistinguishable encryptions. Furthermore, theconclusion holds even if the de�nition of semantic security is restricted to thespecial case satisfying the following four conditions:1. the random variable Xn is uniformly distributed over a set containing twostrings;2. the value of h depends only on the length of its input (i.e., h(x) = h0(jxj));3. the function f is Boolean and is computable by a polynomial-size circuit;4. the algorithm A is deterministic.In addition, no computational restrictions are placed on algorithm A0 and it canbe replaced by any function, which may depend on fXngn2N, h, f and A.Observe that the above four itemized conditions limit the scope of the fouruniversal quanti�ers in De�nition 5.2.1, whereas the last sentence removes arestriction on the existential quanti�er (i.e., removes the complexity bound onA0) and allows the latter to depend on all universal quanti�ers. Each of thesemodi�cations makes the resulting de�nition potentially weaker. Still, combiningPropositions 5.2.7 and 5.2.6 it follows that a weak version of De�nition 5.2.1implies (an even stronger version than) the one stated in De�nition 5.2.1.
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5.2. DEFINITIONS OF SECURITY 3755.2.3.1 Proof of Proposition 5.2.6.Suppose that (G;E;D) has indistinguishable encryptions. We show that (G;E;D)is semantically secure by constructing, for every probabilistic polynomial-timealgorithm A, a probabilistic polynomial-time algorithm A0 such that the fol-lowing holds: for every fXngn2N, f and h, algorithm A0 guesses f(Xn) from(1jXnj; h(Xn)) essentially as good as A guesses f(Xn) from (E(Xn); 1jXnj; h(Xn)).Algorithm A0 merely invokes A on input (E(1jXnj); 1jXnj; h(Xn)), and returnswhatever A does. Intuitively, the indistinguishability of encryptions implies thatA behaves as well when invoked by A0 (and given a dummy encryption) as whengiven the encryption of Xn. Details follow.Let A be an algorithm that tries to infer partial information (i.e., the valuef(Xn)) from the encryption of the message Xn (when also given 1jXnj and a-priori information h(Xn)). Namely, on input E(�) and (1j�j; h(�)), algorithmA tries to guess f(�). We construct a new algorithm, A0, that performs as wellwithout getting the input E(�). The new algorithm consists of invoking A oninput EG1(1n)(1j�j) and (1j�j; h(�)), and outputting whatever A does. That is,on input (1j�j; h(�)), algorithm A0 proceeds as follows:1. A0 invokes the key-generator G (on input 1n), and obtains an encryption-key e G1(1n).2. A0 invokes the encryption algorithm with key e and (\dummy") plaintext1j�j, obtaining a ciphertext �  Ee(1j�j).3. A0 invokes A on input (�; 1j�j; h(�)), and outputs whatever A does.Observe that A0 is described in terms of an oracle machine that makes a singleoracle call to (any given) A, in addition to invoking the �xed algorithms Gand E. Furthermore, the construction of A0 does not depend on the functionsh and f or on the distribution of messages to be encrypted (represented bythe probability ensembles fXngn2N). Thus, A0 is probabilistic polynomial-timewhenever A is probabilistic polynomial-time (and regardless of the complexityof h, f and fXngn2N)Indistinguishability of encryptions will be used to prove that A0 performsessentially as well as A. Speci�cally, the proof will use a reducibility argument.Claim 5.2.6.1: Let A0 be as above. Then, for every fXngn2N, f , h and p as inDe�nition 5.2.1, and all su�ciently large n'sPr hA(EG1(1n)(Xn); 1jXnj; h(Xn))=f(Xn)i< Pr hA0(1jXnj; h(Xn))=f(Xn)i+ 1p(n)Proof: To simplify the notations, let us incorporate 1j�j into h(�). Using thede�nition of A0, we can rewritten the claim as assertingPr �A(EG1(1n)(Xn); h(Xn))=f(Xn)�< Pr hA(EG1(1n)(1jXnj); h(Xn))=f(Xn)i+ 1p(n)
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376 CHAPTER 5. ENCRYPTION SCHEMESIntuitively, this follows by the indistinguishability of encryptions, by �xing aviolating value of Xn and incorporating the corresponding values of h(Xn) andf(Xn) in a description of a circuit (which will distinguish an encryption of thisvalue of Xn from an encryption of 1jXnj). Details follow.Assume, towards the contradiction that for some polynomial p and in�nitelymany n's the above inequality is violated. Then, for each such n, we haveE[�(Xn)] > 1=p(n), where�(x) def= ���Pr �A(EG1(1n)(x); h(x))=f(x)� � Pr hA(EG1(1n)(1jxj); h(x))=f(x)i���We use an averaging argument to single out a string xn in the support of Xnsuch that �(xn) � �(Xn): That is, let xn 2 f0; 1gpoly(n) be a string for whichthe value of �(�) is maximum, and so �(xn) > 1=p(n). Using this xn, weintroduce a circuit Cn, which incorporates the �xed values f(xn) and h(xn),and distinguishes the encryption of xn from the encryption of 1jxnj. The circuitCn operates as follows. On input � = E(�), the circuit Cn invokes A(�; h(xn))and outputs 1 if and only if A outputs the value f(xn). Otherwise, Cn outputs0. The above circuit is indeed of polynomial-size because it merely incorporatesstrings of polynomial length (i.e., f(xn) and h(xn)) and emulates a polynomial-time computation (i.e., of A). (Note that the circuit family fCng is indeednon-uniform since its de�nition is based on a non-uniform selection of xn's aswell as on a hard-wiring of (possibly uncomputable) corresponding strings h(xn)and f(xn).) Clearly,Pr �Cn(EG1(1n)(�))=1� = Pr �A(EG1(1n)(�); h(xn))=f(xn)� (5.3)Combining Eq. (5.3) with the de�nition of �(xn), we get���Pr �Cn(EG1(1n)(xn))=1�� Pr hCn(EG1(1n)(1jxnj))=1i��� = �(xn)> 1p(n)This contradicts our hypothesis that E has indistinguishable encryptions, andthe claim follows. 2We have just shown that A0 performs essentially as well as A, and so Proposition5.2.6 follows.Comments: The fact that we deal with a non-uniform model of computationallows the above proof to proceed regardless of the complexity of f and h. Allthat our de�nition of Cn requires is the hardwiring of the values of f and h ona single string, and this can be done regardless of the complexity of f and h(provided that they are both polynomially-bounded).When proving the public-key analogue of Proposition 5.2.6, algorithm A0 isde�ned so that it generates an encryption of 1j�j relative to the encryption-key
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5.2. DEFINITIONS OF SECURITY 377given to it as input (rather than relative to an encryption-key that it generatesby itself, as done above). In addition, the distinguishing circuit considered inthe analysis of the performance of A0, obtains the encryption-key as part of itsinput and passes it to algorithm A (upon invoking it).5.2.3.2 Proof of Proposition 5.2.7Here the entire proof is by a reducibility argument. We show that if (G;E;D)has distinguishable encryptions then it is not semantically secure (not even inthe restricted sense mentioned in the furthermore-clause of the proposition).Towards this end, we assume that there exists a polynomial p, a polynomial-size circuit family fCng, such that for in�nitely many n's there exists xn; yn 2f0; 1gpoly(n) so that��Pr �Cn(EG1(1n)(xn))=1�� Pr �Cn(EG1(1n)(yn))=1��� > 1p(n) (5.4)Using this sequence of Cn's, xn's and yn's, we de�ne fXngn2N, f and h (referredto in De�nition 5.2.1) as follows:� The probability ensembles fXngn2N is de�ned such that Xn is uniformlydistributed over fxn; yng.� The function f :f0; 1g�!f0; 1g is de�ned such that f(xn) = 1 and f(yn) =0, for every n. Note that f(Xn) = 1 with probability 1=2 and is 0 otherwise.� The function h is de�ned such that h(Xn) equals the description of thecircuit Cn. Note that h(Xn) = Cn with probability 1, and thus reveals noinformation on the value of Xn. (In the sequel, we write h(Xn) = h0(n) =Cn.)(Note that Xn, f and h satisfy the restrictions stated in the furthermore-clauseof the proposition.)We will present a (deterministic) polynomial-time algorithm A that, givenCn = h(Xn), guesses the value of f(Xn) from the encryption of Xn, and doesso signi�cantly better that with probability 12 . This violates (even the restrictedform of) semantic security, since no algorithm (regardless of its complexity) canguess f(Xn) better than with probability 1=2 when only given 1jXnj (becausegiven the constant values 1jXnj and h(Xn), the value of f(Xn) is uniformlydistributed over f0; 1g). Details follow.Let us assume, without loss of generality, that for in�nitely many n'sPr �Cn(EG1(1n)(xn))=1� > Pr �Cn(EG1(1n)(yn))=1� + 1p(n) (5.5)Claim 5.2.7.1: There exists a (deterministic) polynomial-time algorithm A suchthat for in�nitely many n'sPr hA(EG1(1n)(Xn); 1jXnj; h(Xn))=f(Xn)i > 12 + 12p(n)
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378 CHAPTER 5. ENCRYPTION SCHEMESProof: Algorithm A uses Cn = h(Xn) in a straightforward manner: On input� = E(�) (where � is in the support of Xn) and (1j�j; h(�)), algorithm Arecovers Cn = h0(n) = h(�), invokes Cn on input �, and outputs 1 if Cn outputs1 (otherwise, Cn outputs 0).2It is left to analyze the success probability of A. Letting m = jxnj = jynj, wehavePr hA(EG1(1n)(Xn); 1jXnj; h(Xn))=f(Xn)i= 12 � Pr hA(EG1(1n)(Xn); 1jXnj; h(Xn))=f(Xn) jXn=xni+ 12 � Pr hA(EG1(1n)(Xn); 1jXnj; h(Xn))=f(Xn) jXn=yni= 12 � �Pr �A(EG1(1n)(xn); 1m; Cn))=1�+ Pr �A(EG1(1n)(yn); 1m; Cn))=0��= 12 � �Pr �Cn(EG1(1n)(xn))=1�+ 1� Pr �Cn(EG1(1n)(yn))=1��> 12 + 12p(n)where the inequality is due to Eq. (5.5). 2In contrast, as observed above, no algorithm (regardless of its complexity)can guess f(Xn) with success probability above 1=2, when given only 1jXnj andh(Xn). That is, we haveFact 5.2.7.2: For every n and every algorithm A0Pr hA0(1jXnj; h(Xn))=f(Xn)i � 12 (5.6)Proof: Just observe that the output of A0, on its constant input values 1jXnjand h(Xn), is stochastically independent of the random variable f(Xn), whichin turn is uniformly distributed in f0; 1g. Eq. (5.6) follows (and equality holdsin case A0 always outputs a value in f0; 1g). 2Combining Claim 5.2.7.1 and Fact 5.2.7.2, we reach a contradiction to thehypothesis that the scheme is semantically secure (even in the restricted sensementioned in the furthermore-clause of the proposition). Thus, the propositionfollows.Comment: When proving the public-key analogue of Proposition 5.2.7, algo-rithm A is de�ned as above except that it passes the encryption-key, given to itas part of its input, to the circuit Cn. The rest of the proof remains intact.2 We comment that the `1' output by Cn is an indication that � is more likely to be xn,whereas the output of A is a guess of f(�). This point may be better stressed by rede�ning fso that f(xn) def= xn and f(x) = yn if x 6= xn, and having A output xn if Cn outputs 1 andoutput yn otherwise.
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5.2. DEFINITIONS OF SECURITY 3795.2.4 Multiple MessagesThe above de�nitions only refer to the security of an encryption scheme thatis used to encrypt a single plaintext (per a generated key). Since the plain-text may be longer than the key, these de�nitions are already non-trivial, andan encryption scheme satisfying them (even in the private-key model) impliesthe existence of one-way functions (see Exercise 1). Still, in many cases, it isdesirable to encrypt many plaintexts using the same encryption key. Looselyspeaking, an encryption scheme is secure in the multiple-message setting if anal-ogous de�nitions (to the above) hold also when polynomially-many plaintextsare encrypted using the same encryption key.We show that in the public-key model, security in the single-message set-ting (discussed above) implies security in the multiple-message setting (de�nedbelow). We stress that this is not necessarily true for the private-key model.5.2.4.1 De�nitionsFor a sequence of strings x = (x(1); :::; x(t)), we let Ee(x) denote the sequenceof the t results that are obtained by applying the randomized process Ee to thet strings x(1); :::; x(t), respectively. That is, Ee(x) = Ee(x(1)); :::; Ee(x(t)). Westress that in each of these t invocations, the randomized process Ee utilizesindependently chosen random coins. For sake of simplicity, we consider the en-cryption of (polynomially) many strings of the same (polynomial) length (ratherthan the encryption of strings of various lengths as discussed in Exercise 17).De�nition 5.2.8 (semantic security { multiple messages):For private-key: An encryption scheme, (G;E;D), is semantically secure formultiple messages in the private-key model if for every polynomial t(�)and every probabilistic polynomial-time algorithm A, there exists a proba-bilistic polynomial-time algorithm A0 such that for every ensemble fXn =(X(1)n ; :::; X(t(n))n )gn2N, with jX(i)n j = poly(n), every pair of functions f; h :f0; 1g� ! f0; 1g�, every polynomial p(�) and all su�ciently large nPr hA(EG1(1n)(Xn); 1jXnj; h(Xn))=f(Xn)i< Pr hA0(1jXnj; h(Xn))=f(Xn)i+ 1p(n)For public-key: An encryption scheme, (G;E;D), is semantically secure formultiple messages in the public-key model if for t(�), A, A0, fXngn2N,f; h, p(�) and n as abovePr hA(G1(1n); EG1(1n)(Xn); 1jXnj; h(Xn))=f(Xn)i< Pr hA0(G1(1n); 1jXnj; h(Xn))=f(Xn)i+ 1p(n)
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380 CHAPTER 5. ENCRYPTION SCHEMESWe stress that the elements of Xn are not necessarily independent; they maydepend on one another. Note that the above de�nition also cover the case wherethe adversary obtains some of the plaintexts themselves. In this case it is stillinfeasible for him/her to obtain information about the missing plaintexts (seeExercise 18).De�nition 5.2.9 (indistinguishability of encryptions { multiple messages):For private-key: An encryption scheme, (G;E;D), has indistinguishable en-cryptions for multiple messages in the private-key model if for every poly-nomial t(�), every polynomial-size circuit family fCng, every polynomial p,all su�ciently large n and every x1; :::; xt(n); y1; :::; yt(n) 2 f0; 1gpoly(n)jPr �Cn(EG1(1n)(�x))=1�� Pr �Cn(EG1(1n)(�y))=1� j < 1p(n)where �x = (x1; :::; xt(n)) and �y = (y1; :::; yt(n)).For public-key: An encryption scheme, (G;E;D), has indistinguishable encryp-tions for multiple messages in the public-key model if for t(�), fCng, p, nand x1; :::; xt(n); y1; :::; yt(n) as abovejPr �Cn(G1(1n); EG1(1n)(�x))=1��Pr �Cn(G1(1n); EG1(1n)(�y))=1� j < 1p(n)The equivalence of De�nitions 5.2.8 and 5.2.9 can be established analogously tothe proof of Theorem 5.2.5.Theorem 5.2.10 (equivalence of de�nitions { multiple messages): A private-key (resp., public-key) encryption scheme is semantically secure for multiple mes-sages if and only if it has indistinguishable encryptions for multiple messages.Thus, proving that single-message security implies multiple-message security forone de�nition of security, yields the same for the other. We may thus concentrateon the ciphertext-indistinguishability de�nitions.5.2.4.2 The e�ect on the public-key modelWe �rst consider public-key encryption schemes.Theorem 5.2.11 (single-message security implies multiple-message security):A public-key encryption scheme has indistinguishable encryptions for multiplemessages (i.e., satis�es De�nition 5.2.9 in the public-key model) if and only ifit has indistinguishable encryptions for a single message (i.e., satis�es De�ni-tion 5.2.4).
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5.2. DEFINITIONS OF SECURITY 381Proof: Clearly, multiple-message security implies single-message security as aspecial case. The other direction follows by adapting the proof of Theorem 3.2.6to the current setting.Suppose, towards the contradiction, that there exist a polynomial t(�), apolynomial-size circuit family fCng, and a polynomial p, such that for in�nitelymany n's, there exists x1; :::; xt(n); y1; :::; yt(n) 2 f0; 1gpoly(n) so that��Pr �Cn(G1(1n); EG1(1n)(�x))=1�� Pr �Cn(G1(1n); EG1(1n)(�y))=1��� > 1p(n)where �x = (x1; :::; xt(n)) and �y = (y1; :::; yt(n)). Let us consider such a generic nand the corresponding sequences x1; :::; xt(n) and y1; :::; yt(n). We use a hybridargument: de�ne �h(i) def= (x1; :::; xi; yi+1; :::; yt(n))and H(i)n def= (G1(1n); EG1(1n)(�h(i)))Since H(0)n = (G1(1n); EG1(1n)(�y)) and H(t(n))n = (G1(1n); EG1(1n)(�x)), it followsthat there exists an i 2 f0; :::; t(n)� 1g so that���Pr hCn(H(i)n )=1i� Pr hCn(H(i+1)n )=1i��� > 1t(n) � p(n) (5.7)We show that Eq. (5.7) yields a polynomial-size circuit that distinguishes theencryption of xi+1 from the encryption of yi+1, and thus derive a contradic-tion to security in the single-message setting. Speci�cally, we construct a cir-cuit Dn that incorporates the circuit Cn as well as the index i and the stringsx1; :::; xi+1; yi+1; :::; yt(n). On input an encryption-key e and (corresponding)ciphertext �, the circuit Dn operates as follows:� For every j � i, the circuit Dn generates an encryption of xj using theencryption key e. Similarly, for every j � i + 2, the circuit Dn generatesan encryption of yj using the encryption key e.Let us denote the resulting ciphertexts by �1; :::; �i; �i+2; :::; �t(n). That is,�j  Ee(xj) for j � i and �j  Ee(yj) for j � i+ 2.� Finally, Dn invokes Cn on input the encryption key e and the sequence ofciphertexts �1; :::; �i; �; �i+2; :::; �t(n), and outputs whatever Cn does.We stress that the construction of Dn relies in an essential way on the fact thatthe encryption-key is given to it as input.We now turn to the analysis of the circuit Dn. Suppose that � is a (ran-dom) encryption of xi+1 with key e; that is, � = Ee(xi+1). Then, Dn(e; �) �Cn(e; Ee(�h(i+1))) = Cn(H(i+1)n ), where X � Y means that the random vari-ables X and Y are identically distributed. Similarly, for � = Ee(yi+1), we haveDn(e; �) � Cn(e; Ee(�h(i))) = Cn(H(i)n ). Thus, by Eq. (5.7), we have��Pr �Dn(G1(1n); EG1(1n)(yi+1)=1��Pr �Dn(G1(1n); EG1(1n)(xi+1)=1��� > 1t(n) � p(n)
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382 CHAPTER 5. ENCRYPTION SCHEMESin contradiction to our hypothesis that (G;E;D) is a ciphertext-indistinguishablepublic-key encryption scheme (in the single message sense). The theorem follows.Discussion: The fact that we are in the public-key model is essential to theabove proof. It allows the circuit Dn to form encryptions relative to the sameencryption-key used in the ciphertext given to it. In fact, as stated above (andproven next), the analogous result does not hold in the private-key model.5.2.4.3 The e�ect on the private-key modelIn contrary to Theorem 5.2.11, in the private-key model, ciphertext-indistinguishabilityfor a single message does not necessarily imply ciphertext-indistinguishabilityfor multiple messages.Proposition 5.2.12 Suppose that there exist pseudorandom generators (robustagainst polynomial-size circuits). Then, there exists a private-key encryptionscheme that satis�es De�nition 5.2.3 but does not satisfy De�nition 5.2.9.Proof: We start with the construction of the private-key encryption scheme.The encryption/decryption key for security parameter n is a uniformly dis-tributed n-bit long string, denoted s. To encrypt a ciphertext, x, the encryptionalgorithm uses the key s as a seed for a pseudorandom generator, denoted g,that stretches seeds of length n into sequences of length jxj. The ciphertext isobtained by a bit-by-bit exclusive-or of x and g(s). Decryption is done in ananalogous manner.We �rst show that this encryption scheme satis�es De�nition 5.2.3. Intu-itively, this follow from the hypothesis that g is a pseudorandom generator andthe fact that x�Ujxj is uniformly distributed over f0; 1gjxj. Speci�cally, supposetowards the contradiction that for some polynomial-size circuit family fCng, apolynomial p, and in�nitely many n'sjPr[Cn(x� g(Un))=1]� Pr[Cn(y � g(Un))=1]j > 1p(n)where Un is uniformly distributed over f0; 1gn and jxj = jyj = m = poly(n). Onthe other hand, Pr[Cn(x� Um)=1] = Pr[Cn(y � Um)=1]Thus, without loss of generalityjPr[Cn(x� g(Un))=1]� Pr[Cn(x � Um)=1]j > 12 � p(n)Incorporating x into the circuit Cn we obtain a circuit that distinguishes Umfrom g(Un), in contradiction to our hypothesis (regarding the pseudorandomnessof g).
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5.2. DEFINITIONS OF SECURITY 383Next, we observe that the above encryption scheme does not satisfy De�ni-tion 5.2.9. Speci�cally, given the ciphertexts of two plaintexts, one may easilyretrieve the exclusive-or of the corresponding plaintexts. That is,Es(x1)�Es(x2) = (x1 � g(s))� (x2 � g(s)) = x1 � x2This clearly violates De�nition 5.2.8 (e.g., consider f(x1; x2) = x1 � x2) as wellas De�nition 5.2.9 (e.g., consider any �x = (x1; x2) and �y = (y1; y2) such thatx1�x2 6= y1�y2). Viewed in a di�erent way, note that any plaintext-ciphertextpair yields a corresponding pre�x of the pseudorandom sequence, and knowledgeof this pre�x violates the security of additional plaintexts. That is, given theencryption of a known plaintext x1 along with the encryption of an unknownplaintext x2, we can retrieve x2. On input the ciphertexts �1; �2, knowing thatthe �rst plaintext is x1, �rst retrieves the pseudorandom sequence (i.e., it is justr def= �1�x1), and next retrieves the second plaintext (i.e., by computing �2�r).Discussion: The single-message security of the above scheme was proven byconsidering an ideal version of the scheme in which the pseudorandom sequenceis replaced by a truly random sequence. The latter scheme is secure in an in-formation theoretic sense, and the security of the actual scheme followed by theindistinguishability of the two sequences. As we show in Section 5.3.1 (below),the above construction can be modi�ed to yield a private-key \stream-cipher"that is secure for multiple message encryptions. All that is needed is to makesure that (as opposed to the construction above) the same portion of the pseu-dorandom sequence is never used twice.5.2.5 * A uniform-complexity treatmentAs stated at the beginning of this section, the non-uniform formulation wasadopted here for sake of simplicity. In this subsection we sketch a uniform-complexity de�nitional treatment of security. We stress that by uniform or non-uniform complexity treatment of cryptographic primitives we merely refer to themodeling of the adversary. The honest (legitimate) parties are always modeledby uniform complexity classes (most commonly probabilistic polynomial-time).The notion of e�ciently constructible ensembles, de�ned in Section 3.2.3,is central to the uniform-complexity treatment. Recall that an ensemble, X =fXngn2N, is said to be polynomial-time constructible if there exists a probabilisticpolynomial time algorithm S so that for every n, the random variables S(1n)and Xn are identically distributed.5.2.5.1 The de�nitionsWe present only the de�nitions of security for multiple messages; the single-message variant can be easily obtained by setting the polynomial t (below) to be
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384 CHAPTER 5. ENCRYPTION SCHEMESidentically 1. Likewise, we present the public-key version, and the private-keyanalogous can be obtained by omitting G1(1n) from the inputs to the variousalgorithms.The uniformity of the following de�nitions is re
ected in the complexity ofthe inputs given to the algorithms. Speci�cally, the plaintexts are taken frompolynomial-time constructible ensembles and so are the auxiliary inputs given tothe algorithms. For example, in the following de�nition we require the ensemblefXng to be polynomial-time constructible and the function h to be polynomial-time computable.De�nition 5.2.13 (semantic security { uniform-complexity version): An en-cryption scheme, (G;E;D), is uniformly semantically secure in the public-keymodel if for every polynomial t, and every probabilistic polynomial-time algo-rithm A there exists a probabilistic polynomial-time algorithm A0 such that for ev-ery polynomial-time constructible ensemble fXn = (X(1)n ; :::; X(t(n))n )gn2N, withjX(i)n j = poly(n), every polynomial-time computable h : f0; 1g� ! f0; 1g�, everyf : f0; 1g� ! f0; 1g�, every positive polynomial p and all su�ciently large n'sPr hA(G1(1n); EG1(1n)(Xn); 1jXnj; h(Xn))=f(Xn)i< Pr hA0(1jXnj; h(Xn))=f(Xn)i+ 1p(n)where Ee(xn) def= Ee(x(1)n ); :::; Ee(x(t(n))n ) (for x = (x(1)n ; :::; x(t(n))n )) is as in Def-inition 5.2.8.Again, we stress that Xn is a sequence of random variables, which may dependon one another. Also, the encryption-key G1(1n) was omitted from the input ofA0 (since the latter may generate it by itself). We stress that even here (i.e., inthe uniform complexity setting) no computational limitation are placed on thefunction f .De�nition 5.2.14 (indistinguishability of encryptions { uniform-complexity ver-sion): An encryption scheme, (G;E;D), has uniformly indistinguishable encryp-tions in the public-key model if for every polynomial t, every probabilistic polynomial-time algorithm D0, every polynomial-time constructible ensemble T def= fTn =XnY nZngn2N, with Xn = (X(1)n ; :::; X(t(n))n ), Y n = (Y (1)n ; :::; Y (t(n))n ), and jX(i)n j =jY (i)n j = poly(n),jPr �D0(Zn; G1(1n); EG1(1n)(Xn))=1�� Pr �D0(Zn; G1(1n); EG1(1n)(Y n))=1� j < 1p(n)for every positive polynomial p and all su�ciently large n's.The random variable Zn captures a-priori information about the plaintexts forwhich encryptions should be distinguished. A special case of interest is when
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5.2. DEFINITIONS OF SECURITY 385Zn = XnY n. Uniformity is captured in the requirement thatD0 is a probabilisticpolynomial-time algorithm (rather than a family of polynomial-size circuits) andthat the ensemble fTn = XnY nZngn2N be polynomial-time constructible.5.2.5.2 Equivalence of the multiple-message de�nitionsWe prove the equivalence of the uniform-complexity de�nitions (presented above)for (multiple-message) security.Theorem 5.2.15 (equivalence of de�nitions { uniform treatment): A public-key encryption scheme satis�es De�nition 5.2.13 if and only if it satis�es Def-inition 5.2.14. Furthermore, this holds even if De�nition 5.2.14 is restricted tothe special case where Zn = XnY n, and even if De�nition 5.2.13 is restricted tothe special case where f is polynomial-time computable.An analogous result holds for the private-key model. The important direction ofthe theorem holds also for the single-message version (this is quite obvious fromthe proof below). In the other direction, we seem to use the multiple-messageversion (of semantic security) in an essential way.Proof Sketch: Again, we start with the more important direction; that is,assuming that (G;E;D) has (uniformly) indistinguishable encryptions in thespecial case where Zn = XnY n, we show that it is (uniformly) semanticallysecure. Our construction of algorithm A0 is analogous to the construction usedin the non-uniform treatment. Speci�cally, on input (1j�nj; h(�n)), algorithmA0 generates a random encryption of a dummy sequence of message (i.e., 1j�nj),feeds it to A, and outputs whatever A does. That is,A0(1j�nj; h(�n)) = A(G(1n); EG(1n)(1j�nj); 1j�nj; h(�n)) (5.8)As in the non-uniform case, the analysis of algorithm A0 reduces to the followingclaim.Claim 5.2.15.1: For every polynomial-time constructible ensemble fXngn2N,with Xn = (X(1)n ; :::; X(t(n))n ) and jX(i)n j = poly(n), every polynomial-time com-putable h, every positive polynomial p and all su�ciently large n'sPr �A(G1(1n); EG1(1n)(Xn); h(Xn))=f(Xn)�< Pr hA(G1(1n); EG1(1n)(1jXnj); h(Xn))=f(Xn)i+ 1p(n)Proof sketch: Analogously to the non-uniform case, assuming towards the con-tradiction that the claim does not hold, yields an algorithm that distinguishesencryptions of Xn from encryptions of Y n = 1jXnj, when getting auxiliary in-formation Zn = XnY n = Xn1jXnj. Thus, we derive contradiction to De�ni-tion 5.2.14 (even under the special case postulated in the theorem).We note that the auxiliary information that is given to the distinguishingalgorithm replaces the hard-wiring of auxiliary information that was used in
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386 CHAPTER 5. ENCRYPTION SCHEMESthe non-uniform case (and is not possible in the uniform complexity model).Speci�cally, rather than using a hard-wired value of h (at some non-uniformly�xed sequence), the distinguishing algorithm will use the auxiliary informationZn = Xn1jXnj in order to compute h(Xn), which it will pass to A. Indeed, werely on the hypothesis that h is e�ciently computable.The actual proof is quite simple in case the function f is also polynomial-time computable (which is not the case in general). In this special case, on input(e; z; Ee(�)), where z = (x; 1jxj) and � 2 fx; 1jxjg, the distinguishing algorithmcomputes u = h(x) and v = f(x), invokes A, and outputs 1 if and only ifA(e; Ee(�); 1jxj; u) = v.(We comment that in case � = 1jxj, we actually mean that � is asequence of t(n) strings of the form 1`(n), where t and ` are as in x =(x(1); :::; x(t(n))) 2 (f0; 1g`(n))t(n).)The proof becomes more involved in case f is not polynomial-time computable.3Again, the solution is in realizing that indistinguishability of encryption postu-lates a similar output pro�le in both cases, and in particular no value can occurnon-negligibly more in one case than in the other. To clarify the point, we de-�ne �v(xn) to be the di�erence between Pr[A(G1(1n); EG1(1n)(xn); h(xn))= v]and Pr[A(G1(1n); EG1(1n)(1jxnj); h(xn)) = v]. We know that E[�f(Xn)(Xn)] >1=p(n), but given xn we cannot evaluate �f(xn)(xn), since we do not havef(xn). Instead, we let �(xn) def= maxvf�v(xn)g, and observe that E[�(Xn)] �E[�f(Xn)(Xn)] > 1=p(n). Furthermore, given xn we can approximate �(xn)in polynomial-time, and can �nd (in polynomial-time) a value v such that�v(xn) > �(xn)� (1=2p(n)), with probability at least 1� 2�n.On approximating�(xn) etc.: By invoking algorithm A on O(n�p(n)3) sam-ples of the distributions (G1(1n); EG1(1n)(xn); h(xn)) andG1(1n); EG1(1n)(1jxnj); h(xn)),we obtain (implicitly) an approximation of all �v(xn)'s upto an additivedeviation of 1=4p(n) (with error probability at most 2�n). The approxima-tion to �v(xn), denoted e�v(xn) is merely the di�erence between the frac-tion of samples (from both distributions) on which algorithm A returned1. (Indeed, most �v(xn)'s are approximated by 0, but some �v(xn)'smay approximated by non-zero values.) We just output v for which theapproximated value e�v(xn) is largest. Thus, if for some v0 it holds that�v0(xn) = �(xn), then with probability at least 1�2�n we output v suchthat �v(xn) � e�v(xn)� (1=4p(n))� e�v0(xn)� (1=4p(n))� �v0(xn)� (1=4p(n)) � (1=4p(n))Thus, �v(xn) � �(xn)� (1=2p(n)).3 Unlike in the non-uniform treatment, here we cannot hardwire values (such as the valuesof h and f on good sequences) into the algorithm D0 (which is required to be uniform).
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5.2. DEFINITIONS OF SECURITY 387Thus, on input (e; z; Ee(�)), where z = (x; 1jxj), the new algorithm, denoted D0,operates in two stages.1. In the �rst stage, D0 ignores the ciphertext Ee(�). Using z, algorithm D0recovers x, and computes u = h(x). Using x and u, algorithmD0 estimates�(x), and �nds a v as above.2. In the second stage (using u and v found in the �rst stage), algorithm D0invokes A, and outputs 1 if and only if A(e; Ee(�); 1jxj; u) = v.Let V (x) be the value found in the �rst stage of algorithm A (i.e., obliviously ofthe ciphertext Ee(�)). The reader can easily verify that���Pr �D0(G1(1n); Zn; EG1(1n)(Xn))=1�� Pr hD0(G1(1n); Zn; EG1(1n)(1Xn))=1i���= E h�V (Xn)(Xn)i� �1� 2�n� � E ��(Xn)� 12p(n)�� 2�n> E ��(Xn)�� 23p(n) > 13p(n)Thus, we have derived a probabilistic polynomial-time algorithm (i.e., D0) thatdistinguishes encryptions of Xn from encryptions of Y n = 1jXnj, when gettingauxiliary information Zn = Xn1jXnj. By hypothesis fXng is polynomial-timeconstructible, and it follows that so is fXnY nZng Thus, we derive contradictionto De�nition 5.2.14 (even under the special case postulated in the theorem), andthe claim follows. 2Having established the important direction, we now turn to the oppositeone. That is, we assume that (G;E;D) is (uniformly) semantically secure andprove that it has (uniformly) indistinguishable encryptions. Again, the proof isby contradiction. Suppose, without loss of generality, that there exists a proba-bilistic polynomial-time algorithm D0, a polynomial-time constructible ensembleT def= fTn = XnY nZngn2N (as in De�nition 5.2.14), a positive polynomial p andin�nitely many n's so thatPr �D0(Zn; G1(1n); EG1(1n)(Xn))=1�> Pr �D0(Zn; G1(1n); EG1(1n)(Y n))=1� j + 1p(n)Let t(n) and `(n) be such that Xn (resp., Y n) consists of t(n) strings, eachof length `(n). Suppose, without loss of generality, that jZnj = m(n) � `(n),and parse Zn into Zn = (Z(1)n ; :::; Z(m(n))n ) 2 (f0; 1g`(n))m(n) such that Zn =Z(1)n � � �Z(m(n))n . We de�ne an auxiliary polynomial-time constructible ensembleQ def= fQngn2N so thatQn = � 0`(n)ZnXnY n with probability 121`(n)ZnY nXn with probability 12
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388 CHAPTER 5. ENCRYPTION SCHEMESThat is, Qn is a sequence of 1 +m(n) + 2t(n) strings, each of length `(n), thatcontains ZnXnY n in addition to a bit (provided in the `(n)-bit long pre�x)indicating whether the order of Xn and Y n is switched or not. We de�ne thefunction f so that to equal this \switch" indicator bit, and the function h toprovide all information in Qn except this switch bit. That is, we de�ne f and has follows:� The function f :f0; 1g�!f0; 1g is de�ned so that f returns the �rst bit ofits input; that is, f(�`(n)abc) = �, for (a; b; c) 2 (f0; 1gl(n))m(n)+2t(n).� The function h : f0; 1g� ! f0; 1g is de�ned so that h provides the in-formation in the su�x without yielding information on the pre�x; thatis, h(�`(n)abc) = abc if � = 0 and h(�`(n)abc) = acb otherwise. Thus,h(Qn) = ZnXnY n; that is, it returns Tn to its original order (undoing thepossible switch employed in Qn).We stress that both h and f are polynomial-time computable.We will show that the distinguishing algorithmD0 (which distinguishes E(Xn)from E(Y n), when also given Zn � Zn) can be transformed into a polynomial-size algorithm A that guesses the value of f(Qn), from the encryption of Qn(and the value of h(Qn)), and does so signi�cantly better than with proba-bility 12 . This violates semantic security, since no algorithm (regardless of itsrunning-time) can guess f(Qn) better than with probability 1=2 when only givenh(Qn) and 1jQnj (since given h(Qn) and 1jQnj, the value of f(Qn) is uniformlydistributed over f0; 1g).On input (e; Ee(�); 1j�j; h(�)), where � = �`(n)abc 2 (f0; 1gl(n))1+m(n)+2t(n)equals either (0`(n); z; x; y) or (1`(n); z; y; x), algorithm A proceeds in two stages:1. In the �rst stage, algorithmA ignores the ciphertext Ee(�). It �rst extractsx; y and z � ovz out of h(�) = z x y, and approximates �(z; x; y), whichis de�ned to equalPr �D0(z;G1(1n); EG1(1n)(x))=1�� Pr �D0(z;G1(1n); EG1(1n)(y))=1�(5.9)Speci�cally, using O(n � p(n)2) samples, algorithm A obtains an approx-imation, denoted e�(z; x; y), such that je�(z; x; y) � �(z; x; y)j < 1=3p(n)with probability at least 1� 2�n.Algorithm A sets � = 1 if e�(z; x; y) > 1=3p(n), sets � = �1 if e�(z; x; y) <�1=3p(n), and sets � = 0 otherwise (i.e., je�(z; x; y)j � 1=3p(n)).In case � = 0, algorithm A halts with an arbitrary reasonable guess (say arandomly selected bit). (We stress that all this is done obliviously of theciphertext Ee(�), which is only used next.)2. In the second stage, algorithm A extracts the last block of ciphertexts (i.e.,Ee(c)) out of Ee(�) = Ee(�`(n)abc), and invokes D0 on input (z; e; Ee(c)),where z is as extracted in the �rst stage. Using the value of � as determinedin the �rst stage, algorithm A decides as follows:
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5.2. DEFINITIONS OF SECURITY 389� In case � = 1, algorithm A outputs 1 if and only if the output of D0is 1.� In case � = �1, algorithm A outputs 0 if and only if the output of D0is 1.Claim 5.2.15.2: Let p, Qn, h, f and A be as above.Pr �A(G1(1n); EG1(1n)(Qn); h(Qn))=f(Qn)� > 12 + 110 � p(n)2Proof sketch: We focus on the case in which the approximation of �(z; x; y)computed by (the �rst stage of) A is within 1=3p(n) of the correct value. Thus,in case � 6= 0, the sign of � concurs with the sign of �(z; x; y). It follows that,for every possible (z; x; y) such that � = 1 (it holds that �(z; x; y) > 0 and) thefollowing holdsPr �A(G1(1n); EG1(1n)(Qn); h(Qn))=f(Qn) j (Zn; Xn; Xn)=(z; x; y)�= 12 � Pr hA(G1(1n); EG1(1n)(0`(n); z; x; y); h(0`(n); z; x; y))=0i+ 12 � Pr hA(G1(1n); EG1(1n)(1`(n); z; y; x); h(1`(n); z; y; x))=1i= 12 � Pr �D0(z;G1(1n); EG1(1n)(y))=0�+ 12 � Pr �D0(z;G1(1n); EG1(1n)(x))=1�= 12 � (1 + �(z; x; y))Similarly, for every possible (z; x; y) such that � = �1 (it holds that �(z; x; y) <0 and) the following holdsPr �A(G1(1n); EG1(1n)(Qn); h(Qn))=f(Qn) j (Zn; Xn; Xn)=(z; x; y)�= 12 � Pr hA(G1(1n); EG1(1n)(0`(n); z; x; y); h(0`(n); z; x; y))=0i+ 12 � Pr hA(G1(1n); EG1(1n)(1`(n); z; y; x); h(1`(n); z; y; x))=1i= 12 � Pr �D0(z;G1(1n); EG1(1n)(y))=1�+ 12 � Pr �D0(z;G1(1n); EG1(1n)(x))=0�= 12 � (1��(z; x; y))Thus, in both cases where � 6= 0, algorithm A succeeds with probability1 + � ��(z; x; y)2 = 1 + j�(z; x; y)j2
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390 CHAPTER 5. ENCRYPTION SCHEMESand in case � = 0 it succeeds with probability 1=2. Recall that if �(z; x; y) >23p(n) then � = 1. Using the contradiction hypothesis that asserts that E[�(Zn; Xn; Y n)] >1p(n) , we lower bound Pr[�(Zn; Xn; Xn) > 23p(n) ] by 13p(n) . Thus, the overall suc-cess probability of algorithm A is at least13p(n) � 1 + (2=3p(n))2 +�1� 13p(n)� � 12 = 12 + 1(3p(n))2and the claim follows. 2This completes the proof of the opposite direction.Discussion: The proof of the �rst (i.e., important) direction holds also in thesingle-message setting. In general, for any function t, in order to prove thatsemantic security holds with respect to t-long sequences of ciphertexts, we justuse the hypothesis that t-long message-sequences have indistinguishable encryp-tions. In contrast, the proof of the second (i.e., opposite) direction makes anessential use of the multiple-message setting. In particular, in order to provethat t-long message-sequences have indistinguishable encryptions, we use thehypothesis that semantic security holds with respect to (1 + m + 2t)-long se-quences of ciphertexts, where m depends on the length of the auxiliary input inthe claim of ciphertext-indistinguishability. Thus, even if we only want to es-tablish ciphertext-indistinguishability in the single-message setting, we do so byusing semantic security in the multiple-message setting. Furthermore, we use thefact that given a sequence of ciphertexts, we can extract a certain subsequenceof ciphertexts.5.2.5.3 Single-message versus multiple-message de�nitionsAs in the non-uniform case, for the public-key model, single-message securityimplies multiple-message security. Again, this implication does not hold in theprivate-key model. The proofs of both statements are analogous to the proofsprovided in the non-uniform case. Speci�cally:1. For the public-key model, single-message uniform-indistinguishability ofencryptions imply multiple-message uniform-indistinguishability of encryp-tions, which in turn implies multiple-message uniform-semantic security.In the proof of this result, we use the fact that all hybrids are polynomial-time constructible, and that we may select a random pair of neighboringhybrids (cf. the proof of Theorem 3.2.6). We also use the fact that anensemble of triplets, fTn = XnY nZ 0ngn2N, with Xn = (X(1)n ; :::; X(t(n))n ),Y n = (Y (1)n ; :::; Y (t(n))n ), as in De�nition 5.2.14, induces an ensemble oftriplets, fTn = XnYnZngn2N, for the case t � 1. Speci�cally, we shall useXn = X(i)n , Yn = Y (i)n , and Zn = (Xn; Y n; Z 0n; i), where i is uniformlydistributed in f1; :::; t(n)g.
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5.3. CONSTRUCTIONS OF SECURE ENCRYPTION SCHEMES 3912. For the private-key model, single-message uniform-indistinguishability ofencryptions does not imply multiple-message uniform-indistinguishabilityof encryptions. The proof is exactly as in the non-uniform case.5.2.5.4 The gain of a uniform treatmentSuppose that one is content with the uniform-complexity level of security, whichis what we advocate below. Then the gain in using the uniform-complexitytreatment is that a uniform-complexity level of security can be obtained usingonly uniform complexity assumptions (rather than non-uniform complexity as-sumptions). Speci�cally, the results presented in the next section are based onnon-uniform assumptions such as the existence of functions that cannot be in-verted by polynomial-size circuits (rather than by probabilistic polynomial-timealgorithms). These non-uniform assumption are used in order to satisfy thenon-uniform de�nitions presented in the main text (above). Using any of theseconstructions, while making the analogous uniform assumptions, yields encryp-tion schemes with the analogous uniform-complexity security. (We stress thatthis is no coincidence, but is rather an artifact of these results being proven bya uniform reducibility argument.)However, something is lost when relying on these (seemingly weaker) uniformcomplexity assumptions. Namely, the security we obtain is only against the(seemingly weaker) uniform adversaries. We believe that this loss in securityis immaterial. Our belief is based on the thesis that uniform complexity is theright model of \real world" cryptography. We believe that it is reasonable toconsider only objects (i.e., inputs) generated by uniform and e�cient proceduresand the e�ect that these objects have on uniformly and e�cient observers (i.e.,adversaries). In particular, schemes secure against probabilistic polynomial-timeadversaries can be used in any setting consisting of probabilistic polynomial-timemachines with inputs generated by probabilistic polynomial-time procedures.We believe that the cryptographic setting is such a case.5.3 Constructions of Secure Encryption SchemesIn this subsection we present constructions of secure private-key and public-key encryption schemes. Here and throughout this section security means se-mantic security in the multiple-message setting. Recall that this is equivalentto ciphertext-indistinguishability (in the multiple-message setting). Also recallthat for public-key schemes it su�ces to prove ciphertext-indistinguishability inthe single-message setting. The main results of this section are� Using any (non-uniformly robust) pseudorandom function, one can con-struct secure private-key encryption schemes. Recall, that the former canbe constructed using any (non-uniformly strong) one-way function.� Using any (non-uniform strong) trapdoor one-way permutation, one canconstruct secure public-key encryption schemes.
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392 CHAPTER 5. ENCRYPTION SCHEMESIn addition, we review some popular suggestions for private-key and public-keyencryption schemes.Probabilistic Encryption: Before starting, we recall that a secure public-keyencryption scheme must employ a probabilistic (i.e., randomized) encryption al-gorithm. Otherwise, given the encryption-key as (additional) input, it is easyto distinguish the encryption of the all-zero message from the encryption of theall-ones message. The same holds for private-key encryption schemes when con-sidering the multi-message setting.4 For example, using a deterministic (private-key) encryption algorithm allows the adversary to distinguish two encryptionsof the same message from the encryptions of a pair of di�erent messages. Thus,the common practice of using pseudorandom permutations as \block-ciphers"(see de�nition below) is not secure (again, one can distinguish two encryptionsof the same message from encryptions of two di�erent messages). This explainsthe linkage between the above robust security de�nitions and randomized (a.k.aprobabilistic) encryption schemes. Indeed, all our encryption schemes will em-ploy randomized encryption algorithms.55.3.1 * Stream{CiphersIt is common practice to use \pseudorandom generators" as a basis for private-key stream ciphers. We stress that this is a very dangerous practice when the\pseudorandom generator" is easy to predict (such as the linear congruentialgenerator or some modi�cations of it that output a constant fraction of thebits of each resulting number). However, this common practice becomes soundprovided one uses pseudorandom generators (as de�ned in Section 3.3). Thus, weobtain a private-key stream cipher, that allows to encrypt a stream of plaintextbits. Note that such a stream cipher does not conform with our formulation ofan encryption scheme (i.e., as in De�nition 5.1.1), since for encrypting severalmessages one is required to maintain a counter. In other words, we obtain aencryption scheme with a variable state that is modi�ed after the encryption ofeach message.We comment that constructions of secure and stateless encryption schemes(i.e., conforming with De�nition 5.1.1) are known (and presented in Sections 5.3.3and 5.3.4). The traditional interest in stream ciphers is due to e�ciency consid-erations. We discuss this issue at the end of Section 5.3.3. But before doing so,let us formalize the above discussion.4 We note that the above does not hold with respect to private-key schemes in the single-message setting. (Hint: the private-key can be augmented to include a seed for a pseudorandomgenerator, the output of which can be used to eliminate randomness from the encryptionalgorithm. Question: why does the argument fail in the public-key setting and in the multi-message private-key setting?)5 The (private-key) stream-ciphers discussed in Section 5.3.1 are an exception, but{ aswe point out{ they do not adhere to our (basic) formulation of encryption schemes (as inDe�nition 5.1.1).
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5.3. CONSTRUCTIONS OF SECURE ENCRYPTION SCHEMES 393De�nitions: The following formalization extends De�nition 5.1.1. The key-generation algorithm remains unchanged, but both the encryption and decryp-tion algorithm take an additional input and emit an additional output, corre-sponding to their state before and after the operation. The length of the stateis not allowed to grow by too much during each application of the encryptionalgorithm (see Item 3 below), or else e�ciency of the entire \repeated encryp-tion" process can not be guaranteed. The initial state (of both algorithms) isthe empty string. For clarity, the reader may consider of the special case inwhich the state counts the number of times the scheme was invoked (or the totalnumber of plaintext bits in such invocations).De�nition 5.3.1 (state-based cipher { the mechanism): A state-based encryp-tion scheme is a triple, (G;E;D), of probabilistic polynomial-time algorithmssatisfying the following two conditions1. On input 1n, algorithm G outputs a pair of bit strings.2. For every pair (e; d) in the range of G(1n), every string s (representinga possible state), every � 2 f0; 1g�, and every pair (s0; �) in the range ofE(e; s; �) it holds that D(d; s; �) = �.(That is, given ciphertext and the decryption-key along with the state ofthe encryption process before encrypting the current plaintext, the decryp-tion algorithm retrieves the plaintext.)63. There exists a polynomial p so that for every pair (e; d) in the range ofG(1n), every string s (representing a possible state), every � 2 f0; 1g�, andevery pair (s0; �) in the range of E(e; s; �) it holds that js0j � jsj+ j�j �p(n).That is, as in De�nition 5.1.1, the encryption-decryption process operates prop-erly (i.e., the decrypted message equals the plaintext), provided that the corre-sponding algorithm get the corresponding keys along with the same start state.However, since the above holds also for the empty string s, it is not clear inwhat sense the above yields something novel. Indeed, the novelty is in the se-curity de�nition that refers to the encryption of multiple messages, and holdsonly in case the state is properly maintained throughout the multiple-messageencryption process. Below we present only the semantic security de�nition forprivate-key schemes.De�nition 5.3.2 (semantic security { state-based cipher): For a state-basedencryption scheme, (G;E;D), and any x = (x(1); :::; x(t)), we let Ee(x) =(S(0); C(1)); :::; (S(t�1); C(t)) be the result of the following t-step random pro-cess, where S(0) is the empty string. For i = 1; :::; t, we let (S(i); C(i))  Ee(S(i�1); x(i�1)), where each of the t invocations Ee utilizes independently cho-sen random coins. The scheme (G;E;D) is semantically secure in the state-based6 A stronger requirement, which is achieved by the construction below, is that D(d; s; �) =(s0; �). That is, that the decryption algorithm can �gure out the updated state of the encryp-tion process. This extra property is useful in applications where decryption is performed inthe same order as encryption (e.g., in fifo communication).
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394 CHAPTER 5. ENCRYPTION SCHEMESprivate-key model if for every polynomial t(�) and every probabilistic polynomial-time algorithm A there exists a probabilistic polynomial-time algorithm A0 suchthat for every ensemble fXn = (X(1)n ; :::; X(t(n))n )gn2N, with jX(i)n j = poly(n),every pair of functions f; h : f0; 1g� ! f0; 1g�, every polynomial p(�) and allsu�ciently large nPr hA(EG1(1n)(Xn); 1jXnj; h(Xn))=f(Xn)i< Pr hA0(1jXnj; h(Xn))=f(Xn)i+ 1p(n)Note that De�nition 5.3.2 di�ers from De�nition 5.2.8 (only) in the pream-ble de�ning the random variable Ee(x). Furthermore, De�nition 5.3.2 guaran-tees nothing regarding an encryption process in which the plaintext sequence(x(1); :::; x(t)) is encrypted by Ee(S(0); x(1)); Ee(S(0); x(2)); :::; Ee(S(0); x(t)) (i.e.,the state is reset to S(0) after each encryption). Finally, note that the secu-rity is preserved also when the adversary knows all intermediate values of theencryption state. (This is required in applications, since we need to pass theseintermediate states to the receiver in order to allow proper decryption.)A sound version of a common practice: Loosely speaking, using any pseu-dorandom generator, one can easily construct a secure state-based private-keyencryption scheme. The state will hold the total number of bits encrypted sofar, and the ith bit to be encrypted is encrypted by xoring it with the ith bit ofthe pseudorandom generator. A minor technicality arises, since pseudorandomgenerators were de�ned to have an a-priori �xed number of output bits (as afunction of the seed length), whereas here we need an a-priori unbounded (poly-nomial) number of bits. This technicality is resolved by using variable-outputpseudorandom generators as de�ned and studied in Section 3.3.3.Construction 5.3.3 (how to construct state-based private-key encryption schemes):Let G :f0; 1g��1N!f0; 1g� so that jG(r; 1t)j = t, for every r2f0; 1g� and t2N .key-generation and initial state: Uniformly select r 2 f0; 1gn, and output thekey-pair (r; r). The initial state is viewed as t = 0.encrypting plaintext x with key r and state t: Let ` = jxj and p be the `-bit suf-�x of G(r; 1t+`). Then the ciphertext is x� p, and the new state is set tot+ `.decrypting ciphertext y with key r and state t: Let ` = jyj and p be the `-bitsu�x of G(r; 1t+`). Then the ciphertext is y � p.7The reader may easily verify the following:7 The decryption algorithm can infer the state of the encryption algorithm (i.e., t+ `). Formotivation, see Footnote 6.
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5.3. CONSTRUCTIONS OF SECURE ENCRYPTION SCHEMES 395Proposition 5.3.4 Suppose that G is a variable-output pseudorandom genera-tor with respect to polynomial-size circuits. Then Construction 5.3.3 constitutesa secure state-based private-key encryption scheme.5.3.2 Preliminaries: Block{CiphersMany encryption schemes are more conveniently presented by �rst presenting arestricted type of encryption scheme that we call a block-cipher.8 In contrastto encryption schemes (as de�ned in De�nition 5.1.1), block-ciphers (de�nedbelow) are only required to operate on plaintext of a speci�c length (which is afunction of the security parameter). As we shall see, given a secure block-cipherwe can easily construct a (general) secure encryption scheme.De�nition 5.3.5 (block-cipher): A block-cipher is a triple, (G;E;D), of prob-abilistic polynomial-time algorithms satisfying the following two conditions1. On input 1n, algorithm G outputs a pair of bit strings.2. There exists a polynomially-bounded function ` : N! N , called the blocklength, so that for every pair (e; d) in the range of G(1n), and for each� 2 f0; 1g`(n), algorithms E and D satisfyPr[Dd(Ee(�))=�] = 1Typically, we use either `(n) = �(n) or `(n) = 1. Analogously to De�ni-tion 5.1.1, the above de�nition does not distinguish private-key encryption schemesfrom public-key ones. The di�erence between the two types is captured in thesecurity de�nitions, which are essentially as before with the modi�cation thatwe only consider plaintexts of length `(n). For example, the analogue of De�ni-tion 5.2.1 readsDe�nition 5.3.6 (semantic security { private-key block-ciphers): A block-cipher,(G;E;D), with block length ` is semantically secure (in the private-key model)if for every probabilistic polynomial-time algorithm A there exists a probabilis-tic polynomial-time algorithm A0 such that for every ensemble fXngn2N, withjXnj = `(n), and f; h, p(�) and n as in De�nition 5.2.1Pr hA(EG1(1n)(Xn); 1jXnj; h(Xn))=f(Xn)i< Pr hA0(1jXnj; h(Xn))=f(Xn)i+ 1p(n)8 In using the term block-cipher, we abuse standard terminology by which a block-ciphermust, in addition to operating on plaintext of speci�c length, produce ciphertexts equal inlength to the length of the corresponding plaintexts. We comment that the latter cannot besemantically secure; see Exercise 19.
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396 CHAPTER 5. ENCRYPTION SCHEMESTransforming block-ciphers into a general encryption schemes: Thereare obvious ways of transforming a block-cipher into a general encryption scheme.The basic idea is to break the plaintexts (for the resulting scheme) into blocksand encode each block separately by using the block-cipher. Thus, the securityof the block-cipher (in the multiple-message settings) implies the security of theresulting encryption scheme. The only technicality we need to deal with is howto encrypt plaintexts of length that is not an integer multiple of the block-length(i.e., `(n)). This is easily resolved by padding the last block (while indicatingthe end of the actual plaintext).9Construction 5.3.7 (from block-ciphers to general encryption schemes): Let(G;E;D) be a block-cipher with block length function `. We construct an en-cryption scheme, (G0; E0; D0) as follows. The key-generation algorithm, G0, isidentical to G. To encrypt a message � (with encryption key e generated undersecurity parameter n), we break it into consecutive blocks of length `(n), whilepossibly augmenting the last block. Let �1; :::; �t be the resulting blocks. ThenE0e(�) def= (j�j; Ee(�1); :::; Ee(�t))To decrypt the ciphertext (m;�1; :::; �t) (with decryption key d), we let �i =Dd(�i) for i = 1; :::; t, and let the plaintext be the m-bit long pre�x of the con-catenated string �1 � � ��t.The above construction yields ciphertexts which reveal the exact length of theplaintext. Recall that this is not prohibited by the de�nitions of security, andthat we cannot hope to entirely hide the length. However, we can easily constructencryption schemes that hide some information about the length of the plaintext;see examples in Exercise 4. Also, note that the above construction applies evento the special case where ` is identically 1.Proposition 5.3.8 Let (G;E;D) and (G0; E0; D0) be as in Construction 5.3.7.Suppose that the former a secure private-key10 (resp., public-key) block-cipher.Then the latter is a secure private-key (resp., public-key) encryption scheme.Proof Sketch: The proof is by a reducibility argument. Assuming towards thecontradiction that the encryption scheme (G0; E0; D0) is not secure, we concludethat neither is (G;E;D), contradicting our hypothesis. Note that in case thesecurity of (G0; E0; D0) is violated via t(n) messages of length L(n) = poly(n),the security of (G;E;D) is violated via t(n) � dL(n)=`(n)e messages of length`(n). Also, the argument may utilize any of the two notions of security (i.e.,semantic security or ciphertext-indistinguishability).9 We choose to use a very simple indication of the end of the actual plaintext (i.e., includeits length in the ciphertext). In fact, it su�ces to include the length of the plaintext modulo`(n). Another natural alternative is to use a padding of the form 10(`(n)�j�j�1)mod`(n), whileobserving that no padding is ever required in case `(n) = 1.10 Recall that throughout this section security means security in the multiple-messagesetting.
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5.3. CONSTRUCTIONS OF SECURE ENCRYPTION SCHEMES 3975.3.3 Private-key encryption schemesSecure private-key encryption schemes can be easily constructed using any e�-ciently computable pseudorandom function ensemble (see Section 3.6). Speci�-cally, we present a block cipher with block length `(n) = n. The key generationalgorithm consists of selecting a seed, denoted s, for such a function, denotedfs. To encrypt a message x 2 f0; 1gn (using key s), the encryption algorithmuniformly selects a string r 2 f0; 1gn and produces the ciphertext (r; x� fs(r)).To decrypt the ciphertext (r; y) (using key s), the decryption algorithm justcomputes y � fs(r). Formally, we haveConstruction 5.3.9 (a private-key block-cipher based on pseudorandom func-tions): Let F = fFng be an e�ciently computable function ensemble and let Iand V be the algorithms associated with it. That is, I(1n) selects a function withdistribution Fn and V (i; x) returns fi(x), where fi is the function associated withthe string i. We de�ne a private-key block cipher, (G;E;D), with block length`(n) = n as followskey-generation: G(1n) = (i; i), where i I(1n).encrypting plaintext x 2 f0; 1gn: Ei(x) = (r; V (i; r) � x), where r is uniformlychosen in f0; 1gn.decrypting ciphertext (r; y): Di(r; y) = V (i; r)� yBelow we assume that F is pseudorandom with respect to polynomial-size cir-cuits, meaning that no polynomial-size circuit having \oracle gates" can distin-guish the case the answers are provided by a random function from the case inwhich the answers are provided by a function in F . Alternatively, one may con-sider probabilistic polynomial-time oracle machines that obtain a non-uniformpolynomially-long auxiliary input. That is,for every probabilistic polynomial-time oracle machine M for everypair of positive polynomial p and q, for all su�ciently large n's andall z 2 f0; 1gp(n),��Pr �Mf (z)=1�� Pr �MfI(1n)(z)=1��� < 1q(n)where f is a uniformly selected function mapping f0; 1gn to f0; 1gn.Recall, that such (non-uniformly strong) pseudorandom functions can be con-structed using any non-uniformly strong one-way function.Proposition 5.3.10 Let F and (G;E;D) be as in Construction 5.3.9, and sup-pose that F is pseudorandom with respect to polynomial-size circuits. Then(G;E;D) is secure.Combining Propositions 5.3.8 and 5.3.10 (with the above), we obtain
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398 CHAPTER 5. ENCRYPTION SCHEMESTheorem 5.3.11 If there exist (non-uniformly strong) one-way functions thenthere exist secure private-key encryption schemes.The converse holds too; see Exercise 1.Proof of Proposition 5.3.10: The proof consists of two steps (suggested asa general methodology in Section 3.6):1. Prove that an idealized version of the scheme, in which one uses a uniformlyselected function f :f0; 1gn!f0; 1gn, rather than the pseudorandom func-tion fs, is secure (in the sense of ciphertext-indistinguishability).2. Conclude that the real scheme (as presented above) is secure (since other-wise one could distinguish a pseudorandom function from a truly randomone).Speci�cally, in the ideal version the messages x(1); :::; x(t) are encrypted by(r(1); f(r(1))�x(1)); :::; (r(t); f(r(t))�x(t)), where the r(i)'s are independently anduniformly selected, and f is a random function. Thus, with probability greaterthan 1 � t2 � 2�n, the r(i)'s are all distinct and so the values f(r(i)) � x(i) areindependently and uniformly distributed, regardless of the x(i)'s. It follows thatthe ideal version is ciphertext-indistinguishable. Now, if the actual scheme isnot ciphertext-indistinguishable, then for some sequence of r(i)'s a polynomial-size circuit can distinguish the f(r(i)) � x(i)'s from the fs(r(i)) � x(i)'s, wheref is random and fs is pseudorandom. But this contradicts the hypothesis thatpolynomial-size circuits cannot distinguish between the two.Discussion: Note that we could have gotten rid of the randomization if wehad allowed the encryption algorithm to be history dependent (as discussed inSection 5.3.1 above). Speci�cally, in such a case, we could have used a counter inthe role of r. Furthermore, if the encryption scheme is used for fifo communica-tion between the parties and both can maintain the counter value then there isno need for the sender to send the counter value. However, in the later case Con-struction 5.3.3 is preferable (because the adequate pseudorandom generator maybe more e�cient than a pseudorandom function as used in Construction 5.3.9).We note that in case the encryption scheme is not used for fifo communicationand one may need to decrypt messages with arbitrary varying counter values, itis typically better to use Construction 5.3.9. Furthermore, in many cases it maybe preferable to select a value (i.e., r) at random rather than rely on a counterthat must stored in a reliable manner between applications (of the encryptionalgorithm).The ciphertexts produced by Construction 5.3.9 are longer than the corre-sponding plaintexts. This is unavoidable in case of secure (history-independent)encryption schemes (see Exercise 19). In particular, the common practice ofusing pseudorandom permutations as block-ciphers11 is not secure (e.g., one11 That is, letting Ei(x) = pi(x), where pi is the permutation associated with the string i.
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5.3. CONSTRUCTIONS OF SECURE ENCRYPTION SCHEMES 399can distinguish two encryptions of the same message from encryptions of twodi�erent messages).5.3.4 Public-key encryption schemesAs mentioned above, randomization during the encryption process can be avoidedin private-key encryption schemes that employ a varying state (not allowed inour basic De�nition 5.1.1). In case of public-key encryption schemes, random-ization during the encryption process is essential (even if the encryption schemeemploys a varying state). Thus, the randomized encryption paradigm plays aneven more pivotal role in the construction of public-key encryption scheme. Todemonstrate this paradigm we start with a very simple (and quite wasteful) con-struction. But before doing so, we recall the notion of trapdoor permutations.Trapdoor permutations: All our constructions employ a collection of trap-door permutations, as in De�nition 2.4.5. Recall that such a collection, fp�g�,comes with four probabilistic polynomial-time algorithms, denoted here by I; S; Fand B (for index, sample, forward and backward), such that the following (syn-tactic) conditions hold1. On input 1n, algorithm I selects a random n-bit long index � of a permu-tation p�, along with a corresponding trapdoor � ;2. On input �, algorithm S samples the domain of p�, returning a randomelement in it;3. For x in the domain of p�, given � and x, algorithm F returns p�(x) (i.e.,F (�; x) = p�(x));4. For y in the range of p� if (�; �) is a possible output of I(1n) then, given� and y, algorithm B returns p�1� (y) (i.e., B(�; y) = p�1� (y)).The hardness condition refers to the di�culty of inverting p� on a randomelement of its range, when given only the range-element and �. That is, letI1(1n) denote the �rst element in the output of I(1n) (i.e., the index), then forevery polynomial-size circuit family fCng, every polynomial p and all su�cientlylarge n's Pr[Cn(I1(1n); pI1(1n)(S(I1(1n))) = S(I1(1n))] < 1p(n)Namely, Cn fails to invert p� on p�(x), where � and x are selected by I andS as above. Recall the above collection can be easily modi�ed to have a hard-core predicate (cf. Theorem 2.5.2). For simplicity, we continue to refer to thecollection as fp�g, and let b denote the corresponding hard-core predicate.
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400 CHAPTER 5. ENCRYPTION SCHEMES5.3.4.1 Simple schemesWe are now ready to present a very simple (alas quite wasteful) construction ofa secure public-key encryption scheme. It is a block-cipher with ` � 1.Construction 5.3.12 (a simple public-key block-cipher scheme): Let fp�g,I; S; F;B and b be as above.key-generation: The key generation algorithm consists of selecting at randoma permutation p� together with a trapdoor � for it: The permutation (orrather its description) serves as the public-key, whereas the trapdoor servesas the private-key. That is, G(1n) = I(1n), which means that the index-trapdoor pair generated by I is associated with the key-pair of G.encryption: To encrypt a bit � (using the encryption-key �), the encryptionalgorithm randomly selects an element, r, in the domain of p� and producesthe ciphertext (p�(r); ��b(r)). That is, E�(�) = (F (�; r); ��b(r)), wherer  S(�).decryption: To decrypt the ciphertext (y; &) (using the decryption-key �), the de-cryption algorithm just computes & � b(p�1� (y)), where the inverse is com-puted using the trapdoor � of p�. That is, D� (y; &) = b(B(�; y))� &.Clearly, for every possible (�; �) output of G and for every � 2 f0; 1g, it holdsthat D� (E�(�)) = b(B(�; F (�; S(�)))) � (� � b(S(�)))= b(p�1� (p�(S(�)))) � (� � b(S(�)))= b(S(�))� � � b(S(�)) = �The security of the above public-key encryption scheme follows from the (non-uniform) one-way feature of the collection fp�g (or rather from the hypothesisthat b is a corresponding hard-core predicate).Proposition 5.3.13 Suppose that b is a (non-uniformly strong) hard-core ofthe collection fp�g. Then Construction 5.3.12 constitute a secure public-keyblock-cipher (with block-length ` � 1).Proof: Recall that by the equivalence theorems (i.e., Theorems 5.2.5 and 5.2.11),it su�ces to show single-message ciphertext-indistinguishability. Furthermore,by Proposition 5.2.7 and the fact that here there are only two plaintexts (i.e., 0and 1), it su�ces to show that one cannot predict which of the two plaintexts(selected at random) is being encrypted (signi�cantly better than with successprobability 1/2). We conclude by noting that a guess �0 for the plaintext �,given the encryption-key � and the ciphertext E�(�) = (f�(r); � � b(r)), wherer  S(�), yields a guess �0�(��b(r)) for b(r) given (�; f�(r)). The latter guessis correct with probability equal to the probability that �0 = �, and contradictsthe hypothesis that b is a hard-core of fp�g. Details follow.
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5.3. CONSTRUCTIONS OF SECURE ENCRYPTION SCHEMES 401Recall that by saying that b is a hard-core of fp�g we mean that for everypolynomial-size circuit family fCng, every polynomial p and all su�ciently largen's Pr[Cn(I1(1n); pI1(1n)(S(I1(1n))) = b(S(I1(1n)))] < 12 + 1p(n) (5.10)By Proposition 5.2.7, it su�ces to show that for randomly chosen � (i.e., �  I1(1n)) and uniformly distributed � 2 f0; 1g, no polynomial-size circuit given theencryption-key � and the ciphertext E�(�), can predict � non-negligibly betterthan with success probability 1=2. Suppose towards the contradiction that thereexists a polynomial-size circuit family fC 0ng, a polynomial p0 and in�nitely manyn's such that Pr[C 0n(I1(1n); EI1(1n)(�)) = �] > 12 + 1p0(n) (5.11)where � is uniformly distributed in f0; 1g. Recall that E�(�) = (p�(r); ��b(r)),where r  S(�) is a random sample in p�'s domain, and consider the followingprobabilistic circuit C 00n : On input � and y (in the range of p�), the circuitC 00n uniformly selects & 2 f0; 1g, invokes C 0n on input (�; (y; &)), and outputsC 0n(�; (y; &)) � & . In the following analysis of the behavior of C 00n , we let �  I1(1n), r  S(�), and consider uniformly distributed &; � 2 f0; 1g:Pr[C 00n(�; p�(r)) = b(r)] = Pr[C 0n(�; (p�(r); &)) � & = b(r)]= Pr[C 0n(�; (p�(r); &)) = & � b(r)]= Pr[C 0n(�; (p�(r); � � b(r)) = (� � b(r))� b(r)]= Pr[C 0n(�;E�(�)) = �]> 12 + 1p0(n)where the inequality is due to Eq. (5.11). Removing the randomization from C 00n(i.e., by �xing the best possible choice), we derive a contradiction to Eq. (5.10).The proposition follows.Using Propositions 5.3.8 and 5.3.13, and recalling that Theorem 2.5.2 applies alsoto collections of one-way functions and to the non-uniform setting, we obtainTheorem 5.3.14 If there exist collections of (non-uniformly hard) trapdoor per-mutations then there exist secure public-key encryption schemes.A generalization: As admitted above, Construction 5.3.12 is quite wasteful.Speci�cally, it is wasteful in bandwidth; that is, the relation between the length ofthe plaintext and the length of the ciphertext. In Construction 5.3.12 the relationbetween these lengths equals the security parameter (i.e., the length of descrip-tion of individual elements in the domain of the permutation). However, theidea underlying Construction 5.3.12 can yield e�cient public-key schemes, pro-vided we use trapdoor permutations having hard-core functions with large range
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402 CHAPTER 5. ENCRYPTION SCHEMES(see Section 2.5.3). To demonstrate the point, we use the following assumptionrelating to the RSA collection of trapdoor permutations (cf. Subsections 2.4.3and 2.4.4).Large hard-core conjecture for RSA: The �rst n=2 least signi�cant bits ofthe argument constitute a (non-uniformly strong) hard-core function of the RSAfunction when applied with n-bit long moduli.We stress that the conjecture is not know to follow from the assumption thatthe RSA collection is (non-uniformly) hard to invert. What can be provedunder the latter assumption is only that the �rst O(log n) least signi�cant bitsof the argument constitute a (non-uniformly strong) hard-core function of RSA(with n-bit long moduli). Still, if the above conjecture holds then one obtainsa secure public-key encryption scheme with e�ciency comparable to that of\plain RSA" (see discussion below). Furthermore, this scheme coincides withthe common practice of randomly padding messages (using padding equal inlength to the message) before encrypting them applying the RSA function. Thatis, we consider the following scheme:Construction 5.3.15 (Randomized RSA { a public-key block-cipher scheme):This scheme employs the RSA collection of trapdoor permutations (cf. Subsec-tions 2.4.3 and 2.4.4). The following description is, however, self-contained.key-generation: The key generation algorithm consists of selecting at randomtwo n-bit primes, P and Q, setting N = P � Q, selecting at random apair (e; d) so that e � d � 1 (mod (P � 1) � (Q � 1)), and outputting thetuple ((N; e); (N; d)), where (N; e) is the encryption-key and (N; d) is thedecryption-key. That is, ((N; e); (N; d))  G(1n), where N , e and d areas speci�ed above.(Note that N is 2n-bit long.)encryption: To encrypt an n-bit string � (using the encryption-key (N; e)), theencryption algorithm randomly selects an element, r 2 f1; :::; N � 1g, andproduces the ciphertext (re mod N; � � lsb(r)), where lsb(r) denotes then least signi�cant bits of r. That is, E(N;e)(�) = (re mod N; � � lsb(r)).decryption: To decrypt the ciphertext (y; &) 2 f0; :::; N � 1g � f0; 1gn (usingthe decryption-key (N; d)), the decryption algorithm just computes & �lsb(yd mod N), where lsb(�) is as above. That is, D(N;d)(y; &) = & �lsb(yd mod N).The bandwidth of the above scheme is much better than in Construction 5.3.12:a plaintext of length n is encrypted via a ciphertext of length 2n. On theother hand, Randomized RSA is almost as e�cient as \plain RSA" (or the RSAfunction itself).

Extracted from a working draft of Goldreich’s FOUNDATIONS OF CRYPTOGRAPHY.   See copyright notice.



5.3. CONSTRUCTIONS OF SECURE ENCRYPTION SCHEMES 403To see that Randomized RSA satis�es the syntactic requirements of an en-cryption scheme, consider any possible output ofG(1n), denoted, ((N; e); (N; d)),and any � 2 f0; 1gn. Then, it holds thatD(N;d)(E(N;e)(�)) = D(N;d)((re mod N); � � lsb(r))= (� � lsb(r)) � lsb((re mod N)d mod N)= � � lsb(r) � lsb(red mod N) = �where the last equality is due to red � r (mod N). The security of Random-ized RSA (as a public-key encryption scheme) follows from the large hard-coreconjecture for RSA, analogously to the proof of Proposition 5.3.13.Proposition 5.3.16 Suppose that the large hard-core conjecture for RSA doeshold. Then Construction 5.3.15 constitute a secure public-key block-cipher (withblock-length `(n) = n).Proof: Recall that by the equivalence theorems (i.e., Theorems 5.2.5 and 5.2.11),it su�ces to show single-message ciphertext-indistinguishability. Consideringany two strings x and y, we need to show that (re mod N; x � lsb(r)) and(re mod N; y � lsb(r)) are indistinguishable, where N; e and r are selected atrandom as in the construction. It su�ces to show that, for every x, the distribu-tions (re mod N; x� lsb(r)) and (re mod N; x� s) are indistinguishable, wheres 2 f0; 1gn is uniformly distributed, independently of anything else. The latterclaim follows from the hypothesis that the n least signi�cant bits are a hard-corefunction for RSA with moduli of length 2n.Discussion: We wish to stress that encrypting messages by merely applyingthe RSA function to them (without randomization), yields an insecure encryptionscheme. Unfortunately, this procedure (referred to about as `plain RSA'), isquite common in practice. The fact that plain RSA is de�nitely insecure is aspecial case of the fact that any public-key encryption scheme that employs adeterministic encryption algorithm is insecure. We warn that the fact that insuch deterministic encryption schemes one can distinguish encryptions of twospeci�c messages (e.g., the all-zero message and the all-one message) is not\merely of theoretical concern" { it may seriously endanger some applications!In contrast, Randomized RSA (as de�ned in Construction 5.3.15)may be secure,provided a quite reasonable conjecture (i.e., the large hard-core conjecture forRSA) holds. Thus, the common practice of applying the RSA function to arandomly-padded version of the plaintext is way superior to using the RSAfunction directly (i.e., without randomization): the randomized version is likelyto be secure, whereas the non-randomized (or plain) version is de�nitely insecure.Recall that Construction 5.3.15 (or alternatively Construction 5.3.12) gener-alizes to any collection of trapdoor permutations having a corresponding largehard-core function. Suppose that fp�g is such a collection, and h (or ratherfh�g) is a corresponding hard-core function (resp., a corresponding collection of
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404 CHAPTER 5. ENCRYPTION SCHEMEShard-core functions) such that any element in the domain of p� is mapped toan `(j�j)-bit long string. Then we can encrypt an `(j�j)-bit long plaintext, x,by (p�(r); h(r)�x) (resp., (p�(r); h�(r)�x)), where r  S(�) (as in Construc-tion 5.3.12). This yields a secure public-key encryption scheme with bandwidththat relates to the relation between `(j�j) and the length of a description ofindividual elements in the domain of p�.5.3.4.2 An alternative schemeAn alternative construction of a public-key encryption scheme is presented be-low. Rather than encrypting each plaintext bit (or block of bits) by an indepen-dently selected element in the domain of the trapdoor permutation (as done inConstruction 5.3.12), we select only one such element (for the entire plaintext),and generate an additional bit per each bit of the plaintext. These additionalbits are determine by successive applications of the trapdoor permutation, andonly the last result is included in the ciphertext. In a sense, the constructionof the encryption scheme (below) augments the construction of a pseudorandomgenerator based on one-way permutations (i.e., Construction 3.4.4).Construction 5.3.17 (a public-key encryption scheme): Let fp�g, I; S; F;Band b be as in Construction 5.3.12. We use the notation pi+1� (x) = p�(pi�(x))and p�(i+1)� (x) = p�1� (p�i� (x)).key-generation: The key-generation algorithm consists of selecting at random apermutation p� together with a trapdoor, exactly as in Construction 5.3.12.That is, G(1n) = I(1n), which means that the index-trapdoor pair generatedby I is associated with the key-pair of G.encryption: To encrypt a string � (using the encryption-key �), the encryptionalgorithm randomly selects an element, r, in the domain of p� and producesthe ciphertext (pj�j� (r); � �G�(r)), whereG�(r) def= b(r) � b(p�(r)) � � � b(pj�j�1� (r)) (5.12)That is, E�(�) = (pj�j� (S(�)); � �G�(S(�))).decryption: To decrypt the ciphertext (y; &) (using the decryption-key �), thedecryption algorithm just computes & �G�(p�j&j� (y)), where the inverse iscomputed using the trapdoor � of p�. That is, D� (y; &) = &�G�(p�j&j� (y)).We stress that the above encryption scheme is a full-
edged one (rather than ablock-cipher). Its bandwidth tends to 1 with the length of the plaintext; thatis, a plaintext of length ` = poly(n) is encrypted via a ciphertext of lengthm + `, where m denotes the length of the description of individual elementsin the domain of p�. Clearly, for every possible (�; �) output of G, it holdsthat D� (E�(�)) = �. The security of the above public-key encryption scheme
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5.3. CONSTRUCTIONS OF SECURE ENCRYPTION SCHEMES 405follows from the (non-uniform) one-way feature of the collection fp�g, but herewe restrict the sampling algorithm S to produce almost uniform distribution overthe domain (so that this distribution is preserved under successive applicationsof p�).Proposition 5.3.18 Suppose that b is a (non-uniformly strong) hard-core ofthe trapdoor collection fp�g. Furthermore, suppose that this trapdoor collectionutilizes a domain sampling algorithm S so that the statistical di�erence betweenS(�) and the uniform distribution over the domain of p� is negligible in terms ofj�j. Then Construction 5.3.17 constitute a secure public-key encryption scheme.Proof: Again, we prove single-message ciphertext-indistinguishability. As in theproof of Proposition 5.3.16, it su�ces to show that, for every �, the distributions(pj�j� (S(�)); � � G�(S(�))) and (pj�j� (S(�)); � � s) are indistinguishable, wheres 2 f0; 1gj�j is uniformly distributed, independently of anything else. The latterclaim holds by a minor extension to Proposition 3.4.6: the latter refers to thecase S(�) is uniform over the domain of p�, but can be extended to the case inwhich there is a negligible statistical di�erence between the distributions. Theproposition follows.An instantiation: Assuming that factoring Blum Integers (i.e., products oftwo primes each congruent to 3 (mod 4)) is hard, one may use the modularsquaring function in role of the trapdoor permutation above (see Section 2.4.3).This yields a secure public-key encryption scheme (presented below) with e�-ciency comparable to that of plain RSA. Recall that plain RSA itself is not secure(as it employs a deterministic encryption algorithm), whereas Randomized RSA(i.e., Construction 5.3.15) is not known to be secure under standard assumptionsuch as intractability of factoring (or of inverting the RSA function).12Construction 5.3.19 (The Blum-Goldwasser Public-Key Encryption Scheme):For simplicity, we present a block-cipher with arbitrary block-length `(n) =poly(n).key-generation: The key generation algorithm consists of selecting at randomtwo n-bit primes, P and Q, each congruent to 3 mod 4, and outputting thepair (N; (P;Q)), where N = P �Q.Actually, for sake of e�ciency, the key-generator also computesdP = ((P + 1)=4)`(n) mod P � 1 (in f0; :::; P � 2g)dQ = ((Q+ 1)=4)`(n) mod Q� 1 (in f0; :::; Q� 2g)cP = Q � (Q�1 mod P ) (in f0; :::; N �Qg)cQ = P � (P�1 mod Q) (in f0; :::; N � Pg)12Recall that Randomized RSA is secure assuming that the n=2 least signi�cant bits con-stitute a hard-core function for n-bit RSA moduli. Even when assuming the intractability offactoring, we only know that the O(log n) least signi�cant bits constitute a hard-core functionfor n-bit moduli.
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406 CHAPTER 5. ENCRYPTION SCHEMESIt outputs the pair (N;T ), where N serves as the encryption-key and T =(P;Q;N; cP ; dP ; cQ; dQ) serves as decryption-key.encryption: To encrypt the message � 2 f0; 1g`(n), using the encryption-key N :1. Uniformly select s0 2 f1; :::; Ng.2. For i = 1; ::; `(n) + 1, compute si  s2i�1 mod N and bi = lsb(si),where lsb(s) is the least signi�cant bit of s.The ciphertext is (s`(n)+1; &), where & = � � b1b2 � � � b`(n).decryption: To decrypt of the ciphertext (r; &) using the decryption-key T =(P;Q;N; cP ; dP ; cQ; dQ), one �rst retrieves s1 and then computes the bi'sas above. Instead of extracting modular square roots successively `(n)times, we extract the 2`(n)-th root, which can be done as e�ciently asextracting a single square root:1. Let s0  rdP mod P , and s00  rdQ mod Q.2. Let s1  cP � s0 + cQ � s00 mod N .3. For i = 1; ::; `(n), compute bi = lsb(si) and si+1  s2i mod N .The plaintext is & � b1b2 � � � b`(n).Again, one can easily verify that the above construction constitutes an encryp-tion scheme: the main fact to verify is that the value of s1 as reconstructed inthe decryption stage equals the value used in the encryption stage. This fol-lows by combining the Chinese Reminder Theorem with the fact that for everyquadratic residue s mod N it holds that s � (s2` mod N)dP (mod P ) (andsimilarly, s � (s2` mod N)dQ (mod Q)).Details: Recall that for a prime P � 3 (mod 4), and every integer i, wehave i(P+1)=2) � i (mod P ). Thus, for every integer j, we have(j2` mod N)dP � �j2` mod N�((P+1)=4)` (mod P )� j((P+1)=2)` (mod P )� j (mod P )Similarly, j � (j2` mod N)dQ (mod Q). Observing that cP and cQ are asin the Chinese Reminder Theorem (i.e., i � cP � (i mod P )+cQ � (i mod Q)(mod N), for every integer i), we conclude that s1 as recovered in Step 2of the decryption equals s1 as �rst computed in Step 2 of the encryption.Encryption amounts to `(n) + 1 modular multiplications, whereas decryptionamounts to `(n)+2 such multiplications and 2 modular exponentiations (relativeto half-sized moduli). Counting modular exponentiations with respect to n-bit moduli as O(n) (i.e., at least n and at most 2n) modular multiplications
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5.4. * BEYOND EAVESDROPPING SECURITY 407(with respect to n-bit moduli), we conclude that the entire encryption-decryptionprocess requires work comparable to 2`(n) + 2n modular multiplications. Forcomparison to (Randomized) RSA, note that encrypting/decrypting `(n)-bitmessages amounts to d`(n)=ne modular exponentiations, and so the total workis comparable to 2 � (`(n)=n) � 1:5n = 3`(n) (for general exponent e, or half thatmuch in case e = 3).The security of the Blum-Goldwasser scheme (i.e., Construction 5.3.19) fol-lows immediately from Proposition 5.3.18 and the fact that lsb is a hard-corefor the modular squaring function. Recalling that inverting the latter is compu-tationally equivalent to factoring, we get:Corollary 5.3.20 Suppose that factoring is infeasible in the sense that for everypolynomial-size circuit fCng, every positive polynomial p and all su�ciently largen's Pr[Cn(Pn �Qn) = Pn] < 1p(n)where Pn and Qn are uniformly distributed n-bit long primes. Then Construc-tion 5.3.19 constitutes a secure public-key encryption scheme.5.4 * Beyond eavesdropping securityOur treatment so far refers only to a \passive" attack in which the adversarymerely eavesdrops on the line over which ciphertexts are being sent. Strongertypes of attacks, culminating in the so-called Chosen Ciphertext Attack, may bepossible in various applications. Speci�cally, in some settings it is feasible for theadversary to make the sender encrypt a message of the adversary's choice, and insome settings the adversary may even make the receiver decrypt a ciphertext ofthe adversary's choice. This gives rise to chosen message attacks and to chosenciphertext attacks, respectively, which are not covered by the above securityde�nitions. Thus, our main goal in this section is to provide a treatment to suchtypes of attacks. In addition, we also discuss the related notion of non-malleableencryption schemes. We start with an overview of the type of attacks consideredin this section.Types of attacks. The following mini-taxonomy of attacks is certainly notexhaustive.1. Passive attacks as captured in the de�nitions above. In case of public-keyschemes we distinguish two sub-cases:(a) A key-oblivious, passive attack, as captured in the de�nitions above.By `key-obliviousness' we refer to the fact that the choice of plaintextdoes not depend on the public-key.(b) A key-dependent, passive attack, in which the choice of plaintext maydepend on the public-key.
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408 CHAPTER 5. ENCRYPTION SCHEMES(In De�nition 5.2.8 the choice of plaintext means the random variable Xn,whereas in De�nition 5.2.9 it means the pair of sequences (xn; yn). In boththese de�nitions, the choice of the plaintext is key-oblivious.)2. Chosen Plaintext Attacks. Here the attacker may obtain the encryption ofany plaintext of its choice (under the key being attacked).Indeed, such an attack does not add power in case of public-key schemes.3. Chosen Ciphertext Attacks. Here the attacker may obtain the decryptionof any ciphertext of its choice (under the key being attacked). That is, theattacker is given oracle access to the decryption function corresponding tothe decryption-key in use. We distinguish two types of such attacks.(a) In an a-priori chosen ciphertext attack, the attacker is given thisoracle access prior to being presented the ciphertext that it shouldattack (i.e., the ciphertext for which it has to learn partial informa-tion). That is, the attack consists of two stages: in the �rst stage theattacker is given the above oracle access, and in the second stage theoracle is removed and the attacker is given a `test ciphertext' (i.e., atarget to be learned).(b) In an a-posteriori chosen ciphertext attack, after being given thetarget ciphertext, the oracle is not removed but the adversary's accessto it is restricted in that it is not allowed to make a query equal tothe target ciphertext.In both cases, the adversary may make queries that do not correspond toa legitimate ciphertext, and the answer will be accordingly (i.e., a special`failure' symbol). Furthermore, in both cases the adversary may e�ect theselection of the target ciphertext.Formal de�nitions of all types of attacks listed above are given in the followingcorresponding subsections. Before presenting the actual de�nitions, we providean overview of the known results.Some known constructions. As in the basic case, the (strongly secure)private-key encryption schemes can be constructed based on the existence ofone-way functions, whereas the (strongly secure) public-key encryption schemesare based on the existence of trapdoor permutations. In both cases, withstand-ing a-posteriori chosen ciphertext attacks is harder than withstanding a-priorichosen ciphertext attacks. We will present the following schemes.Private-key schemes: The private-key encryption scheme based on pseudo-random functions (i.e., Construction 5.3.9), is secure also against a-priorichosen ciphertext attacks.1313 Note that this scheme is not secure under an a-posteriori chosen ciphertext attack: oninput a ciphertext (r; x � fs(r)), we obtain fs(r) by making the query (r; y0), where y0 6=x� fs(r). (This query is answered with x0 so that y0 = x0 � fs(r).)
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5.4. * BEYOND EAVESDROPPING SECURITY 409It is easy to turn any passively secure private-key encryption scheme intoa scheme secure under (a-posteriori) chosen ciphertext attacks, by using amessage authentication scheme14 on top of the basic encryption.Public-key schemes: Public-key encryption schemes secure against a-priorichosen ciphertext attacks can be constructed, assuming the existence oftrapdoor permutations and utilizing non-interactive zero-knowledge proofs.(Recall that the latter proof systems can be constructed under the formerassumption.)Public-key encryption schemes secure against a-posteriori chosen cipher-text attacks can also be constructed under the same assumption, but thisconstruction is even more complex.5.4.1 Key-dependent passive attacksAuthor's Note: Applicable only to public-key schemes.Author's Note: Plan: de�ne, and show that above constructions sat-isfy the de�nition.5.4.2 Chosen plaintext attackAuthor's Note: No a�ect in case of public-key schemes.Author's Note: Plan: de�ne, and show that above constructions sat-isfy the de�nition.5.4.3 Chosen ciphertext attackAuthor's Note: For private-key, refer also to a combined plaintext+ciphertextattack.Author's Note: Plan:1. De�ne the two types (i.e., a-priori and a-posteriori CCA).2. Prove that the PRF-based private-key scheme remains secureunder a-priori CCA.3. Using MAC, transform any passively-secure private-key schemeinto an a scheme secure under a-posteriori CCA.4. The NY-framework for constructing CCA-secure public-key schemes:double-encryption + use of NIZK. [172](a) Apply the framework to obtain security under a-priori CCA.[NY]14 See de�nition in Section 6.1.
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410 CHAPTER 5. ENCRYPTION SCHEMES(b) Apply the framework to obtain security under a-posterioriCCA. [DDN, Amit] [62, ?]Author's Note: Indeed, my plans were modi�ed due to a recent resultof Amit Sahai (further simpli�ed by Yehuda Lindell). This resultmakes it feasible to present (in the context of the current book) apublic-key encryption scheme that is secure under a-posteriori CCA.5.4.4 Non-malleable encryption schemesAuthor's Note: Tentative introductory test follows.So far, our treatment has referred to an adversary that tries to extract explicitinformation about the plaintext. A less explicit attempt, captured by the so-called notion of malleability, is to generate an encryption of a related plaintext(possibly without learning anything about the original plaintext).Thus, we have a \matrix" of adversaries, with one dimension (parameter)being the type of attack and the second being its purpose. So far, we havediscussed the �rst dimension (i.e., the type of the attack). We now turn to thesecond (i.e., the purpose of the attack). We make a distinction between thefollowing two notions (or purposes of attack):1. Standard security: the infeasibility of obtaining information regarding theplaintext. As de�ned above, such information must be a function (or arandomized process) applied to the bare plaintext, and may not dependon the encryption (or decryption) key.2. In contrast, the notion of non-malleability refers to generating a string de-pending on both the plaintext and the current encryption-key. Speci�cally,one requires that it should be infeasible for an adversary, given a cipher-text, to produce a valid ciphertext for a related plaintext. For example,given a ciphertext of a plaintext of the form 1x, it should be infeasible toproduce a ciphertext to the plaintext 0x.We shall show below that, with the exception of passive attacks on private-keyschemes, non-malleability always implies security against attempts to obtain in-formation on the plaintext. We shall also show that security and non-malleabilityare equivalent under a-posteriori chosen ciphertext attack.Author's Note: Plan:1. discuss and de�ne the notion of non-malleable encryption,2. prove the following (relations between de�nitions):(a) With the exception of passive attacks on private-key schemes,non-malleability always implies security against attempts toobtain information on the plaintext.
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5.5. MISCELLANEOUS 411(b) Under a-posteriori chosen ciphertext attacks, security andnon-malleability are equivalent. (This is very intuitive andthe intuition can be presented already in the de�nitionaldiscussion above!)Derive the existence of non-malleable encryption schemes as acorollary to the above.5.5 MiscellaneousAuthor's Note: The entire section is fragmented and tentative.5.5.1 Historical NotesThe notion of private-key encryption scheme seems almost as ancient as the al-phabet itself. Furthermore, it seems that the development of encryption methodswent along with the development of communication media. As the amounts ofcommunication grow, more e�cient and sophisticated encryption methods wererequired. Computational complexity considerations were explicitly introducedinto the arena by Shannon [196]: In his work, Shannon considered the classi-cal setting where no computational considerations are present. He showed thatin this information theoretic setting, secure communication of information waspossible only as long as its entropy is lower than the entropy of the key. He thusconcluded that if one wishes to have an encryption scheme which is capable ofhandling messages with total entropy exceeding the length of the key then onemust settle for a computational relaxation of the secrecy condition. That is,rather than requiring that the ciphertext yields no information on the plaintext,one has to require that such information cannot be e�ciently computed from theciphertext. The latter requirement indeed coincides with the above de�nition ofsemantic security.The notion of public-key encryption scheme was introduced by Di�e andHellman [61]. First concrete candidates were suggested by Rivest, Shamir andAdleman [187] and by Merkle and Hellman [159]. However, satisfactory de�-nitions of security were presented only a few years afterwards, by Goldwasserand Micali [121]. The two de�nitions presented in Section 5.2 originate in [121],where it was shown that ciphertext-indistinguishability implies semantic secu-rity. The converse direction is due to [160].Regarding the seminal paper of Goldwasser and Micali [121], a few additionalcomments are due. Arguably, this paper is the basis of the entire rigorousapproach to cryptography (presented in the current book): It introduced generalnotions such as computational indistinguishability, de�nitional approaches suchas the simulation paradigm, and techniques such as the hybrid argument. Thepaper's title (\Probabilistic Encryption") is due to the authors' realization thatpublic-key encryption schemes in which the encryption algorithm is deterministiccannot be secure in the sense de�ned in their paper. Indeed, this led the authorsto (explicitly) introduce and justify the paradigm of \randomizing the plaintext"
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412 CHAPTER 5. ENCRYPTION SCHEMESas part of the encryption process. Technically speaking, the paper only presentssecurity de�nitions for public-key encryption schemes, and furthermore someof these de�nitions are syntactically di�erent from the ones we have presentedabove (yet, all these de�nitions are equivalent). Finally, the term \ciphertext-indistinguishability" used here replaces the (generic) term \polynomial-security"used in [121]. Some of our modi�cations have already appeared in [93], which isalso the main source of our uniform-complexity treatment.The �rst construction of a secure public-key encryption scheme based ona simple complexity assumption was given by Goldwasser and Micali [121].15Speci�cally, they constructed a public-key encryption scheme assuming that de-ciding Quadratic Residiousity modulo composite numbers is intractable. Thecondition was weaken by Yao [205] who prove that any trapdoor permutationwill do. The e�cient public-key encryption scheme of Construction 5.3.19 isdue to Blum and Goldwasser [33]. The security is based on the fact that theleast signi�cant bit of the modular squaring function is a hard-core predicate,provided that factoring is intractable, a result mostly due to [5].For decades, it has been common practice to use \pseudorandom generators"in the design of stream ciphers. As pointed out by Blum and Micali [34], thispractice is sound provided that one uses pseudorandom generators (as de�nedin Chapter 3). The construction of private-key encryption schemes based onpseudorandom functions is due to [101].We comment that it is indeed peculiar that the rigorous study of (the securityof) private-key encryption schemes has legged behind the corresponding studyof public-key encryption schemes. This historical fact may be explained by thevery thing that makes it peculiar; that is, private-key encryption schemes areless complex that public-key ones, and hence the problematics of their security(when applied to popular candidates) is less obvious. In particular, the needfor a rigorous study of (the security of) public-key encryption schemes arosefrom observations regarding their concrete applications (e.g., doubts raised byLipton concerning the security of the \mental poker" protocol of [195], whichused \plain RSA" as an encryption scheme). In contrast, the need for a rigorousstudy of (the security of) private-key encryption schemes arose later and byanalogy to the public-key case.Author's Note: The rest of this subsection is yet to be written. Thefollowing notes are merely place-holders.Author's Note: The NY-framework for constructing public-key en-cryption schemes secure under Chosen Ciphertext Attacks: double-encryption + NIZK (Naor and Yung [172]). Its (original) applicationto the case of a-priori Chosen Ciphertext Attacks [172]. Its appli-cation to the case of a-priori Chosen Ciphertext Attacks [?] (Sahaifollowing Dolev, Dwork and Noar [62]). Refer to NIZK works suchas [75, 189].15 Recall that plain RSA is not secure, whereas Randomized RSA is based on the LargeHard-Core Conjecture for RSA (which is less appealing that the standard conjecture referringto the intractability of inverting RSA).
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5.5. MISCELLANEOUS 413Author's Note:The study of non-malleability of the encryption schemes,was initiated by Dolev, Dwork and Noar [62]. Security and non-malleability are equivalent under a-posteriori chosen ciphertext at-tack (cf. [62, 15]).5.5.2 Suggestion for Further ReadingAuthor's Note: This subsection is yet to be written. The followingnotes are merely place-holders.Author's Note: On the \gap" between private-key and public-key en-cryption; the former is possible under OWF whereas Impagliazzo andRudich indicate the this is unlikely for the latter [131].Author's Note: For discussion of Non-Malleable Cryptography, whichactually transcends the domain of encryption, see [62].Author's Note: For a detailed discussion of the relationship amongthe various notions of secure private-key and public-key encryption,the reader is referred to [138] and [15], respectively.5.5.3 Open ProblemsSecure public-key encryption schemes exist if there exist collections of (non-uniformly hard) trapdoor permutations (cf. Theorem 5.3.14). It is not knownwhether the converse holds (although secure public-key encryption schemes eas-ily imply one-way function). (The few-to-1 feature of the function collection isimportant; see [17].)Randomized RSA (i.e., Construction 5.3.15) is commonly believed to be asecure public-key encryption scheme. It would be of great practical importanceto gain additional support for this belief. As shown in Proposition 5.3.16, thesecurity of Randomized RSA follows from the Large Hard-Core Conjecture forRSA, but the latter is not known to follow from a more standard assumptionsuch as that RSA is hard to invert. This is indeed the third place in this bookwhere we suggest the establishment of the latter implication as an importantopen problem.Both constructions of public-key encryption schemes secure against chosenciphertext attacks (presented in Section 5.4) are to be considered as plausibil-ity results (which also o�er some useful construction paradigms). Presenting\reasonably-e�cient" public-key encryption schemes that are secure against (a-posteriori) chosen ciphertext attacks, under widely believed assumptions, is animportant open problem. (We comment that the \reasonably-e�cient" schemeof [55] is based on a very strong assumption regarding the Di�e-Hellman KeyExchange. Speci�cally, it is assumed that for a prime P and primitive elementg, given (P; g; (gx mod P ); (gy mod P ); (gz mod P )), it is infeasible to decidewhether z � xy (mod P � 1).)
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414 CHAPTER 5. ENCRYPTION SCHEMES5.5.4 ExercisesAuthor's Note: The following are but a tentative collection of exercisesthat occurred to me while writing the main text.Exercise 1: Encryption schemes imply one-way function [129]: Show that theexistence of a secure private-key encryption scheme (i.e., as in De�ni-tion 5.2.1) implies the existence of one-way functions.Guideline: Recall that, by Exercise 11 of Chapter 3, it su�ces to provethat the former implies the existence of a pair of polynomial-time con-structible probability ensembles that are statistically far apart and stillare computationally indistinguishable. To prove the existence of such en-sembles consider the encryption of n + 1-bit plaintexts relative to a ran-dom n-bit long key, denoted Kn. Speci�cally, let the �rst ensemble bef(Un+1; E(Un+1))gn2N, where E(x) = EKn(x), and the second ensem-ble be f(U(1)n+1; E(U(2)n+1))gn2N , where U(1)n+1 and U(2)n+1 are independentlydistributed. It is easy to show that these ensembles are computationallyindistinguishable and are both polynomial-time constructible. The moreinteresting part is to show that these ensembles are statistically far apart.To prove this fact, assume towards the contradiction that for all but a negli-gible fraction of the 2n+1 possible x's, the distribution of E(x) is statisticallyclose to a single distribution Y , and show that this does not allow correctdecryption (since there are only 2n possible keys).Exercise 2: Encryption schemes with unbounded-length plaintext: Suppose thatthe de�nition of semantic security is modi�ed so that no bound is placedon the length of plaintexts. Prove that in such a case there exists nosemantically secure public-key encryption scheme. (Hint: A plaintext of lengthexponential in the security parameter allows the adversary to �nd the decryption keyby exhaustive search.)Exercise 3: Encryption schemes must leak information about the length of theplaintext: Suppose that the de�nition of semantic security is modi�ed sothat the algorithms are not given the length of the plaintext. Prove thatin such a case there exists no semantically secure encryption scheme.Guideline: First show that for some polynomial p, jE(1n)j < p(n),whereas for some x 2 f0; 1gp(n) it holds that Pr[jE(x)j<p(n)] < 1=2.Exercise 4: Hiding partial information about the length of the plaintext: Usingan arbitrary encryption scheme, construct an encryption scheme that hidesthe exact length of the plaintext. In particular, construct an encryptionscheme that reveals only the following function h0 of the length of theplaintext:1. h0(m) = dm=ne � n, where n is the security parameter.2. h0(m) = 2dlog2 me
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5.5. MISCELLANEOUS 415(Hint: Just use an adequate padding convention, making sure that it always allowscorrect decoding.)Exercise 5: Length parameters: Assuming the existence of a secure public-key(resp., private-key) encryption scheme, prove the existence of such schemein which the length of keys equal the security parameter. Furthermore,show that (without loss of generality) the length of ciphertexts may be a�xed polynomial in the length of the plaintext.Exercise 6: Deterministic encryption schemes: Prove that in order to be se-mantically secure a public-key encryption scheme must have a probabilisticencryption algorithm. (Hint: Otherwise, one can distinguish the encryptions of twocandidate plaintexts by computing the unique ciphertext for each of them.)Exercise 7: Prove that the following de�nition, in which we use non-uniformfamilies of polynomial-size circuits (rather than probabilistic polynomial-time algorithms) is equivalent to De�nition 5.2.1.There exists a probabilistic polynomial-time transformation Tsuch that for every polynomial-size circuit family fCngn2N, andfor every fXngn2N, f; h : f0; 1g� ! f0; 1g�, p(�) and n as inDe�nition 5.2.1Pr hCn(EG1(1n)(Xn); 1jXnj; h(Xn))=f(Xn)i< Pr hC 0n(1jXnj; h(Xn))=f(Xn)i+ 1p(n)where C 0n  T (Cn) and the probability is also taken over theinternal coin tosses of T .Same for public-key encryption.Guideline: The alternative view of non-uniformity, discussed in Sec-tion 1.3, is useful here. That is, we can view a circuit family as a sequence ofadvices given to a universal machine. Thus, the above de�nition states thatadvices for a machine that gets the ciphertext can be e�ciently transformedinto advices for a machine that does not get the ciphertext. However, wecan incorporate the (probabilistic) transformation program into the seconduniversal algorithm (which then become probabilistic). Consequently, theadvices are identical for both machines (and can be incorporated in theauxiliary input h(Xn) used in De�nition 5.2.1). Viewed this way, the abovede�nition is equivalent to asserting that for some (universal) deterministicpolynomial-time algorithm U there exists a probabilistic polynomial-timealgorithm U 0 and for every fXngn2N, f; h : f0; 1g� ! f0; 1g�, p(�) and nas in De�nition 5.2.1Pr �U(EG1(1n)(Xn); 1jXnj; h(Xn))=f(Xn)�< Pr �U 0(1jXnj; h(Xn))=f(Xn)�+ 1p(n)Still, a gap remains between the above de�nition and De�nition 5.2.1:the above condition refers only to one possible deterministic algorithm
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416 CHAPTER 5. ENCRYPTION SCHEMESU , whereas De�nition 5.2.1 refers to all probabilistic polynomial-time al-gorithms. To close the gap, we �rst observe that (by Propositions 5.2.7and 5.2.6) De�nition 5.2.1 is equivalent to a form in which one only quan-ti�es over deterministic polynomial-time algorithms A. We conclude byobserving that one can code any algorithm A (and polynomial time-bound)referred to by De�nition 5.2.1 in the auxiliary input (i.e., h(Xn)) given toU .Exercise 8: In continuation to Exercise 7, consider a de�nition in which thetransformation T (of the circuit family fCngn2N to the circuit familyfC 0ngn2N) is not required to (even) be computable.16 Clearly, the newde�nition is not stronger than the one in Exercise 7. Show that the twode�nitions are in fact equivalent.Guideline: Use the furthermore-clause of Proposition 5.2.7 to show thatthe new de�nition implies indistinguishability of encryptions, and concludeby applying Proposition 5.2.6 and invoking Exercise 7.Exercise 9: Prove that De�nition 5.2.3 remains unchanged when supplying thecircuit with auxiliary-input. That is, an encryption scheme satis�es De�-nition 5.2.3 if and only iffor every polynomial-size circuit family fCng, every polynomialp, all su�ciently large n and every x; y 2 f0; 1gpoly(n) (i.e., jxj =jyj) and z 2 f0; 1gpoly(n),jPr �Cn(z; EG1(1n)(x))=1�� Pr �Cn(z; EG1(1n)(y))=1� j < 1p(n)(Hint: incorporate z in the circuit Cn.)Exercise 10: Equivalence of the security de�nitions in the public-key model:Prove that a public-key encryption scheme is semantically secure if andonly if it has indistinguishable encryptions.Exercise 11: The technical contents of semantic security: The following ex-plains the lack of computational requirements regarding the function f ,in De�nition 5.2.1. Prove that an encryption scheme, (G;E;D), is (se-mantically) secure (in the private-key model) if and only if the followingholds:There exists a probabilistic polynomial-time algorithm A0 sothat for every fXngn2N and h : f0; 1g� ! f0; 1g� as in Def-inition 5.2.1, the following two ensembles are computationallyindistinguishable.1. fEG1(1n)(Xn); 1jXnj; h(Xn)gn2N.16 Equivalently, one may require that for any polynomial-size circuit family fCngn2N thereexists a polynomial-size circuit family fC0ngn2N satisfying the above inequality.
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5.5. MISCELLANEOUS 4172. fA0(1jXnj; h(Xn))gn2N.Formulate and prove an analogous claim for the public-key model.Guideline: We care mainly about the (easy to establish) fact by whichthe above implies semantic security. The other direction can be provenanalogously to the proof of Proposition 5.2.6.Exercise 12: Prove that De�nition 5.2.1 remains unchanged if we may restrictthe function h to depend only on the length of its input (i.e., h(x) = h0(jxj)for some h0 : N ! f0; 1g�).Guideline: It su�ces to prove that this special case (i.e., obtained by therestriction on h) is equivalent to the general one. This follows by combiningPropositions 5.2.7 and 5.2.6.Exercise 13: A variant on Exercises 11 and 12: Prove that an encryptionscheme, (G;E;D), is (semantically) secure (in the private-key model) ifand only if the following holds.For every probabilistic polynomial-time algorithm A there ex-ists a probabilistic polynomial-time algorithm A0 such that forevery ensemble fXngn2N, with jXnj = poly(n), and polynomi-ally bounded h0 the following two ensembles are computationallyindistinguishable.1. fA(EG1(1n)(Xn); 1jXnj; h0(jXnj))gn2N.2. fA0(1jXnj; h0(jXnj))gn2N.(Indeed, since jXnj is constant, so is h0(jXnj). So an equivalent form isobtained by replacing h0(jXnj) with a poly(n)-bit long string vn.)Formulate and prove an analogous claim for the public-key model.Guideline: Again, we care mainly about the fact that the above im-plies semantic security. The easiest proof of this direction is by applyingPropositions 5.2.7 and 5.2.6. A more interesting proof is obtained by usingExercise 11: Indeed, the current formulation is a special case of the formu-lation in Exercise 11, and so we need to prove that it implies the generalcase. The latter is proven by observing that otherwise { using an averag-ing argument { we derive a contradiction in one of the residual probabilityspaces de�ned by conditioning on h(Xn) (i.e., (Xnjh(Xn) = v) for some v).Exercise 14: Another equivalent de�nition of security: The following exerciseis interesting mainly for historical reasons. In the de�nition of semanticsecurity appearing in [121], the term maxu;vfPr[f(Xn) = vjh(Xn) = u]gappears instead of the term Pr[A0(1jXnj; h(Xn)) = f(Xn)]. That is, it isrequired that
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418 CHAPTER 5. ENCRYPTION SCHEMESfor every probabilistic polynomial-time algorithm A every en-semble fXngn2N, with jXnj = poly(n), every pair of polynomially-bounded functions f; h : f0; 1g� ! f0; 1g�, every polynomial p(�)and all su�ciently large nPr hA(EG1(1n)(Xn); 1jXnj; h(Xn))=f(Xn)i< maxu;v fPr [f(Xn)=vjh(Xn)=u]g+ 1p(n)Prove that the above formulation is in fact equivalent to De�nition 5.2.1.Guideline: First, note that the above de�nition implies De�nition 5.2.1(since maxu;vfPr[f(Xn)=vjh(Xn)=u]g � Pr[A0(h(Xn); 1n; jXnj) = f(Xn)],for every algorithm A0). Next note that in the special case, in which Xn sat-is�es Pr[f(Xn) = 0jh(Xn)=u] = Pr[f(Xn) = 1jh(Xn) =u] = 12 , for all u's,the above terms are equal (since A0 can easily achieve success probability1=2 by simply always outputting 1). Finally, combining Propositions 5.2.7and 5.2.6. infer that it su�ces to consider only the latter special case.Exercise 15: Yet another equivalent de�nition of security: The following syn-tactic strengthening of semantic security is important in some applications.Its essence is in considering information related to the plaintext, in theform of a related random variable, rather than partial information aboutthe plaintext (in the form of a function of it). Prove that an encryptionscheme, (G;E;D), is (semantically) secure (in the private-key model) ifand only if the following holds.For every probabilistic polynomial-time algorithm A there ex-ists a probabilistic polynomial-time algorithm A0 such that forevery f(Xn; Zn)gn2N, with j(Xn; Zn)j = poly(n), where Zn maydependent arbitrarily on Xn, and f , p(�) and n as in De�ni-tion 5.2.1 Pr hA(EG1(1n)(Xn); 1jXnj; Zn)=f(Xn)i< Pr hA0(1jXnj; Zn)=f(Xn)i+ 1p(n)That is, the auxiliary input h(Xn) of De�nition 5.2.1 is replaced by therandom variable Zn. Formulate and prove an analogous claim for thepublic-key model.Guideline: De�nition 5.2.1 is clearly a special case of the above. Onthe other hand, the proof of Proposition 5.2.6 extends easily to the above(seemingly stronger) formulation of semantic security.Exercise 16: Extended Semantic Security (suggested by Boaz Barak): Con-sider an extended de�nition of semantic security in which, in additionto the regular inputs, the algorithms have oracle access to a function
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5.5. MISCELLANEOUS 419Hx : f0; 1g� ! f0; 1g� (instead of being given the value h(x)). The func-tion Hx's have to be restricted to have polynomial (in jxj) size circuit.That is, an encryption scheme, (G;E;D), is extended-semantically secure(in the private-key model) For every probabilistic polynomial-time algo-rithm A there exists a probabilistic polynomial-time algorithm A0 such thatfor every ensemble fXngn2N, with jXnj = poly(n), every polynomially-bounded function f : f0; 1g� ! f0; 1g�, every family of polynomial-sizedcircuits fHxgx2f0;1g�, every polynomial p(�) and all su�ciently large nPr hAHXn (EG1(1n)(Xn); 1jXnj)=f(Xn)i< Pr hA0HXn (1jXnj)=f(Xn)i+ 1p(n)The de�nition of public-key security is analogous.1. Show that if (G;E;D) has indistinguishable encryptions then it isextended-semantically secure.2. Show that if no restriction are placed on the Hx's then no scheme canbe extended-semantically secure (in this unrestricted sense).Guideline (for Part 1): The proof is almost identical to the proofof Proposition 5.2.6: The algorithm A0 forms an encryption of 1jXnj, andinvokes A on it. Indistinguishability of encryptions is used in order to es-tablish that A0HXn (1jXnj) performs essentially as well as AHXn (E(Xn)).Otherwise, we obtain a distinguisher of E(xn) from E(1jxnj), for some in-�nite sequence of xn's. In particular, the oracle Hxn (being implementableby a small circuit) can be incorporated into a distinguisher.Guideline (for Part 2): In such a case, Hx may be de�ned so that,when queried about a ciphertext, it reveals the decryption-key in use. par-tial information about the corresponding plaintext. This is obvious in caseof public-key schemes, but is also doable in some private-key schemes (e.g.,suppose that the ciphertext always contains a commitment to the private-key). Such an oracle allows A (which is given a ciphertext) to recover thecorresponding plaintext, but does not help A0 (which is given 1jXnj) �ndany information about the value of Xn.Exercise 17: Multiple messages of varying lengths: In continuation to Sec-tion 5.2.4, generalize the treatment to encryption of multiple messagesof varying lengths. Provide adequate de�nitions, and analogous results.Guideline: For example, a generalization of the �rst item of De�ni-tion 5.2.8 postulates that for every pair of polynomials t(�) and `(�), andevery probabilistic polynomial-time algorithm A, there exists a probabilis-tic polynomial-time algorithm A0 such that for every ensemble fXn =(X(1)n ; :::;X(t(n))n )gn2N, with jX(i)n j � `(n), every pair of functions f; h :f0; 1g� ! f0; 1g�, every polynomial p(�) and all su�ciently large nPr hA(EG1(1n)(Xn); (1jX(1)n j; :::;1jX(t(n))n j); h(Xn))=f(Xn)i< Pr hA0((1jX(1)n j; :::;1jX(t(n))n j); h(Xn))=f(Xn)i+ 1p(n)
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420 CHAPTER 5. ENCRYPTION SCHEMESExercise 18: Known plaintext attacks: Loosely speaking, in a known plaintextattack on a private-key (resp., public-key) encryption scheme the adver-sary is given some plaintext/ciphertext pairs in addition to some extraciphertexts (without corresponding plaintexts). Semantic security in thissetting means that whatever can be e�ciently computed about the missingplaintexts, can be also e�ciently computed given only the length of theseplaintexts.1. Provide formal de�nitions of security for private-key/public-key inboth the single-message and multiple-message settings.2. Prove that any secure public-key encryption scheme is also secure inthe presence of known plaintext attack.3. Prove that any private-key encryption scheme that is secure in themultiple-message setting is also secure in the presence of known plain-text attack.Guideline (for Part 3): Consider a function h in the multiple-messagesetting that reveals some of the plaintexts.Exercise 19: The standard term of block-cipher: A standard block-cipher is atriple, (G;E;D), of probabilistic polynomial-time algorithms that satis�esDe�nition 5.3.5 as well as jEe(�)j = `(n) for every pair (e; d) in the rangeof G(1n) and every � 2 f0; 1g`(n).1. Prove that a standard block-cipher cannot be semantically secure (inthe multiple-message model). Furthermore, show that any seman-tically secure encryption scheme must employ ciphertexts that arelonger than the corresponding plaintexts.2. Present a state-based version of a standard block-cipher and note thatConstruction 5.3.3 satis�es it.Guideline (for Part 1): Consider the encryption of a pair of two iden-tical messages versus the encryption of a pair of two di�erent messages,and use the fact that Ee must be a permutation of f0; 1g`(n). Extend theargument to any encryption scheme in which plaintexts of length `(n) areencrypted by ciphertexts of length `(n)+O(log n), observing that otherwisemost plaintexts have only poly(n)-many ciphertexts under Ee.Exercise 20: The Blum-Goldwasser public-key encryption scheme was presentedin Construction 5.3.19 as a block-cipher (with arbitrary block length). Pro-vide an alternative presentation of this scheme as a full-
edged encryptionscheme (rather than a block-cipher), and prove its security (under thefactoring assumption).Author's Note: First draft written mainly in 1997. Major revisioncompleted in Dec. 1999. Further signi�cant revisions were conductedin May{June 2001.
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