Appendix A

Annotated List of References
(compiled Feb. 1989)

Author’s Note: The following list of annotated references was compiled by me more than five years ago. The list was intended to serve as an appendix to class notes for my course on “Foundations of Cryptography” given at the Technion in the Spring of 1989. Thus, a few pointers to lectures given in the course appear in the list.

Author’s Note: By the way, copies of the above-mentioned class notes, written mostly by graduate students attending my course, can be requested from the publication officer of the Computer Science Department of the Technion, Haifa, Israel. Although I have a very poor opinion of these notes, I was surprised to learn that they have been used by several people. The only thing that I can say in favour of these notes is that they cover my entire (one-semester) course on “Foundations of Cryptography”; in particular, they contain material on encryption and signatures (which is most missing in the current fragments).
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Preface

The list of references is partitioned into two parts: Main References and Suggestions for Further Reading. The Main References consists of the list of papers that I have extensively used during the course. Other papers which I mentioned briefly may be found in the list of Suggestions for Further Reading. This second list also contains papers, reporting further developments, which I have not mentioned at all.

Clearly, my suggestions for further reading do not exhaust all interesting works done in the area. Some good works were omitted on purpose (usually when totally superseeded by others) and some were omitted by mistake. Also, no consistent policy was implemented in deciding which version of the work to cite. In most cases I used the reference which I had available on line (as updating all references would have taken too much time).
PART I : Main References


Simplifies the construction used in [GMR84], using a weaker condition (i.e. the existence of trapdoor one-way permutations).

Readability: reasonable.


Presents a general method of constructing pseudorandom generators, and the first example of using it. Characterizes such generators as passing all (polynomial-time) prediction tests. Presents the notion of a "hard-core" predicate and the first proof of the existence of such predicate based on the existence of a particular one-way function (i.e. Discrete Logarithm Problem).

Readability: confusing in some places, but usually fine.


Shows that any "padded" one-way function \( f(x, p) = f_0(x) \cdot p \), has a simple hard-core bit, the inner-product mod-2 of \( x \) and \( p \).

Readability: STOC version is very elegant and laconic (Levin wrote it). These notes present a more detailed but cumbersome version.


Demonstrates the generality and the wide applicability of zero-knowledge proofs. In particular, using any bit commitment scheme, it is shown how to construct a zero-knowledge proof for any language in \( \mathcal{NP} \). Perfect zero-knowledge proofs are presented for Graph Isomorphism and its complement.
Readability: the full version is very detailed, sometimes to a point of exhausting the reader. A more elegant proof of the main result is sketched in [G89a].


Deals with the problem of cryptographic protocols in its full generality, showing how to automatically generate fault-tolerant protocols for computing any function (using any trapdoor one-way permutation).
Readability: STOC version is too hand-waving. These notes constitute a better source of information.


Introduces the concept of polynomially indistinguishable probability distributions. Presents notions of secure encryption, demonstrating the inadequacy of previous intuitions. Presents a general method for constructing such encryption schemes, and a first application of it. First use of the "hybrid" method.
Readability: Nice introduction. The technical part is somewhat messy.


Introduces the concepts of an interactive proof and a zero-knowledge proof. Presents the first (non-trivial) example of a zero-knowledge proof. First application of zero-knowledge to the design of cryptographic protocols.
Readability: good.


Surveys and investigates definitions of unforgeable signatures. Presents the first signature scheme which is unforgeable in a very strong sense even under a chosen message attack.
Readability: excellent as an introduction to the problem. Don’t read the construction, but rather refer to [BM88].

Presents a general definition of polynomially indistinguishable probability distributions. Characterizes pseudorandom generators as passing all (polynomial-time) statistical tests. (This formulation is equivalent to passing all polynomial-time prediction tests.) Given any one-way permutation constructs a pseudorandom generator.

Readability: Most interesting statements are not stated explicitly. Furthermore, contains no proofs.
PART II: Suggestions for Further Reading

My suggestions for further reading are grouped under the following categories:

1. **General**: Papers which deal or relate several of the following categories.

2. **Hard Computational Problems**: Pointers to literature on seemingly hard computational problems (e.g., integer factorization) and to works relating different hardness criteria.

3. **Encryption**: Papers dealing with secure encryption schemes (in the strong sense defined in lecture 5B and 6).

4. **Pseudorandomness**: Papers dealing with the construction of pseudorandom generators, pseudorandom functions and permutations and their applications to cryptography and complexity theory.

5. **Signatures and Commitment Schemes**: Papers dealing with unforgeable signature schemes (as defined in lecture 10) and secure commitment schemes (mentioned in lecture 13).

6. **Interactive Proofs, Zero-Knowledge and Protocols**: In addition to papers with apparent relevance to cryptography this list contains also papers investigating the complexity theoretic aspects of interactive proofs and zero-knowledge.

7. **Additional Topics**: Pointers to works on software protection, computation with an untrusted oracle, protection against abuse of cryptographic systems, Byzantine Agreement, sources of randomness, and "cryptanalysis".

8. **Historical Background**: The current approach to Cryptography did not emerge "out of the blue". It originates in works that were not referenced in the previous categories (which include only material conforming with the definitions and concepts presented in the course). This category lists some of these pioneering works.
A.1 General

Much of the current research in cryptography focuses on reducing the existence of complex cryptographic primitives (such as the existence of unforgeable signature schemes) to simple complexity assumptions (such as the existence of one-way functions). A first work investigating the limitations of these reductions is [IR89], where a "gap" between tasks implying secret key exchange and tasks reducible to the existence of one-way functions is shown. The gap is in the sense that a reduction of the first task to the second would imply $\mathbf{P} \neq \mathbf{NP}$.

Many of the more complex results in cryptography (e.g., the existence of zero-knowledge interactive proofs for all languages in $\mathbf{NP}$) are stated and proved in terms of non-uniform complexity. As demonstrated throughout the course, this simplifies both the statements and their proofs. An attempt to treat secure encryption and zero-knowledge in uniform complexity measures is reported in [G89a]. In fact, the lectures on secure encryption are based on [G89a].

references


A.2 Hard Computational Problems

2.1. Candidates for One-Way functions

Hard computational problems are the basis of cryptography. The existence of adequately hard problems (see lecture 2) is not known. The most popular candidates are from computational number theory: integer factorization (see [P82] for a survey of the best algorithms known), discrete logarithms in finite fields (see [O84] for a survey of the best algorithms known), and the logarithm problem for “Elliptic groups” (cf. [M85]). Additional suggestions are the decoding problem for random linear codes (see [GKL88] and [BMT78]) and high density subset-sum (“knapsack”) problems (see [CR88, IN89]). Note that low density subset-sum problems are usually easy (see survey [BO88]).
 Much of the early-80th research in cryptography used the intractability assumption of the Quadratic Residuosity Problem (introduced in [GM82]). The nice structure of the problem was relied upon in constructions as [LMR83], but in many cases further research led to getting rid of the need to rely on the special structure (and to using weaker intractability assumptions).

Attempts to base cryptography on computationally hard combinatorial problems have been less popular. Graph Isomorphism is very appealing (as it has a nice structure as the Quadratic Residuosity Problem), but such a suggestion should not be taken seriously unless one specifies an easily samplable instance distribution for which the problem seems hard.

For details on candidates whose conjectured hardness was refuted see category 7.6.

2.2. Generic Hard Problems

The universal one-way function presented in lecture 3 originates from [L85]. The same ideas were used in [G88a] and [AABF88], but the context there is of “average case complexity” (originated in [L84] and surveyed in [G88a]). In this context “hard” means intractable on infinitely many instance lengths, rather than intractable on all but finitely many instance lengths. Such problems are less useful in cryptography.

2.3. Hard-Core Predicates

As pointed out in lecture 4, hard-core predicates are a useful tool in cryptography. Such predicates are known to exist for exponentiation modulo a prime [BM82], (more generally) for "repeated addition" in any Abelian group [K88] and for the RSA and Rabin (squaring mod N) functions [ACGS84]. Recall that the general result of [GL89] (see lectures 4-5A) guarantees the existence of hard-core predicates for any "padded" function.
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A.2. HARD COMPUTATIONAL PROBLEMS

[BM82] see main references.


[GKL88] see category 4.

[GL89] see main references.

[GM82] see main references.


[L85] see category 4.


[IMR83] see category 6.


A.3 Encryption

The efficient construction of a secure public-key encryption scheme, presented in lecture 8, originates from [BG84]. The security of this scheme is based on the intractability assumption of factoring, while its efficiency is comparable with that of the RSA. More generally, the scheme can be based on any trapdoor one-way permutation.

Non-uniform versions of the two definitions of security (presented in lecture 6) were shown equivalent in [MRS88]. These versions were also shown equivalent to a third definition appearing in [Y82].

The robustness of encryption schemes against active adversaries was addressed in [GMT82]. Folklore states that secret communication can be achieved over a channel controlled by an active adversary by use of bi-directional communication: for every message transmission, the communicating parties exchange new authenticated cryptographic keys (i.e. the receiver transmits a new authenticated encryption-key that is used only for the current message). Note that this prevents a chosen message attack on the currently used instance of the encryption scheme. Note that this suggestion does not constitute a public-key encryption scheme, but rather a secure means of private bi-directional communication. It was claimed that "non-interactive zero-knowledge proofs of knowledge" yield the construction of public-key encryption secure against chosen ciphertext attack [BFM88], but no proof of this claim has appeared.

references

[BFM88] see category 6.


[Y82] see main references.
A.4 Pseudorandomness

I have partitioned the works in this category into two subcategories: works with immediate cryptographic relevance versus works which have a more abstract (say complexity theoretic) orientation. A survey on Pseudorandomness is contained in [G88b].

4.1. Cryptographically oriented works

The theory of pseudorandomness was extended to deal with functions and permutations. Definitions of pseudorandom functions and permutations are presented in [GGM84] and [LR86]. Pseudorandom generators were used to construct pseudorandom functions [GGM84], and these were used to construct pseudorandom permutations [LR86]. Cryptographic applications are discussed in [GGM84b, LR86].

In lecture 9, we proved that the existence of one-way permutations implies the existence of pseudorandom generators. Recently, it has been shown that pseudorandom generators exist if and only if one-way functions exist [ILL89, H89]. The construction of pseudorandom generators presented in these works is very complex and inefficient, thus the quest for an efficient construction of pseudorandom generator based on any one-way function is not over yet. A previous construction by [GKL88] might turn out useful in this quest.

A very efficient pseudorandom generator based on the intractability of factoring integers arises from the works [BBS82, ACGS84, VV84]. The generator was suggested in [BBS82] (where it was proved secure assuming intractability of Quadratic Residuosity Problem), and proven secure assuming intractability of factoring in [VV84] (by adapting the techniques in [ACGS84]).

4.2. Complexity oriented works

The existence of a pseudorandom generator implies the existence of a pair of statistically different efficiently constructible probability ensembles which are computationally indistinguishable. This sufficient condition turns out to be also a necessary one [G89b].

The difference between the output distribution of a pseudorandom generator and more commonly considered distributions is demonstrated in [L88]. The “commonly considered” distributions (e.g., all distributions having a polynomial-time computable distribution function) are shown to be homogeneous while a pseudorandom generator gives rise to distributions which are not homogenous. Homogenous distributions are defined as distributions which allow good average approximation of all polynomial-time invariant characteristics of a string from its Kolmogorov complexity.
The use of pseudorandom generators for deterministic simulation of probabilistic complexity classes was first suggested in [Y82]. A unified approach, leading to better simulations, can be found in [NW88]. Other results concerning the "efficient" generation of sequences which "look random" to machines of various complexity classes can be found in [RT85, BNS89, Ni89].

The existence of sparse and evasive pseudorandom distributions is investigated in [GKr89a]. A sparse distribution (unlike a distribution statistically close to the uniform one) ranges over a negligible fraction of the strings. Evasiveness is the infeasibility of hitting an element in the distribution's support. Applications of some results to zero-knowledge are presented in [GKr89b].
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[ACGS84] see category 2.


[BM82] see main references.


A.5. SIGNATURES AND COMMITMENT SCHEMES

[GKr89b] see category 6.


[GM82] see main references.


[Y82] see main references.


A.5 Signatures and Commitment Schemes

Recent works reduce the existence of these important primitives to assumptions weaker than ever conjectured.
5.1. Unforgeable Signatures Schemes

Unforgeable signature schemes can be constructed assuming the existence of one-way permutations [NY89]. The core of this work is a method for constructing “cryptographically strong” hashing functions. Further improvements and techniques are reported in [G86, EGM89]: in [G86] a technique for making schemes as [GMR84, BM88, NY89] “memoryless” is presented; in [EGS89] the concept of “on-line/off-line” signature schemes is presented and methods for constructing such schemes are presented as well.

5.2. Secure Commitment Schemes

Secure commitment schemes can be constructed assuming the existence of pseudorandom generator [N89]. In fact, the second scheme presented in lecture 13 originates from this paper.
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[BM88] see main references.


[GMR84] see main references.


A.6 Interactive Proofs, Zero-Knowledge and Protocols

This category is subdivided into three parts. The first contains mainly cryptographically oriented works on zero-knowledge, the second contains more complexity oriented works on interactive proofs and zero-knowledge. The third subcategory lists works on the design of
cryptographic protocols. Surveys on Interactive Proof Systems and Zero-Knowledge Proofs can be found in [G88b, Gw89].

6.1. Cryptographically oriented works on Zero-Knowledge

An important measure for the "practicality" of a zero-knowledge proof system is its knowledge tightness. Intuitively, tightness is (the supremum taken over all probabilistic polynomial-time verifiers of) the ratio between the time it takes the simulator to simulate an interaction with the prover and the complexity of the corresponding verifier [G87a]. The definition of zero-knowledge only guarantees that the knowledge-tightness can be bounded by any function growing faster than every polynomial. However, the definition does not guarantee that the knowledge-tightness can be bounded above by a particular polynomial. It is easy to see that the knowledge-tightness of the proof system for Graph Isomorphism (presented in lecture 12) is 2, while the tightness of proof system for Graph colouring (lecture 13) is \( m \) (i.e., the number of edges). I believe that the knowledge-tightness of a protocol is an important aspect to be considered, and that it is very desirable to have tightness be a constant. Furthermore, using the notion of knowledge-tightness one can introduce more refined notions of zero-knowledge and in particular the notion of constant-tightness zero-knowledge. Such refined notions may be applied in a non-trivial manner also to languages in \( P \).

Two standard efficiency measures associated with interactive proof systems are the computational complexity of the proof system (i.e., number of steps taken by either or both parties) and the communication complexity of the proof system (here one may consider the number of rounds, and/or the total number of bits exchanged). Of special importance to practice is the question whether the (honest) prover's program can be a probabilistic polynomial-time when an auxiliary input is given (as in the case of the proof system, presented in lecture 13, for Graph Colourability). An additional measure, the importance of which has been realized only recently, is the number of strings to which the commitment scheme is applied individually (see [KMO89]). The zero-knowledge proof system for graph colourability presented in lecture 13 is not the most practical one known. Proof systems with constant knowledge-tightness, probabilistic polynomial-time provers and a number of iterations which is merely super-logarithmic exist for all languages in \( \mathcal{NP} \) (assuming, of course, the existence of secure commitment) [IY87]. This proof system can be modified to yield a zero-knowledge proof with \( f(n) \) iterations, for every unbounded function \( f \). Using stronger intractability assumptions (e.g., the existence of claw-free one-way permutations), constant-round zero-knowledge proof systems can be presented for every language in \( \mathcal{NP} \) [GKa89].

Perfect zero-knowledge arguments\(^1\) were introduced in [BC86a, BCC88] and shown to exist for all languages in \( \mathcal{NP} \), assuming the intractability of factoring integers. The different

\(^1\)The term "argument" has appeared first in [BCY89]. The authors of [BCC88] create an enormous...
ence between arguments and interactive proofs is that in a argument the soundness condition is restricted to probabilistic polynomial-time machines (with auxiliary input). Hence, it is infeasible (not impossible) to fool the verifier into accepting (with non-negligible probability) an input not in the language. Assuming the existence of any commitment scheme, it is shown that any language in \( \mathcal{NP} \) has a constant-round zero-knowledge argument [FS88].

The limitations of zero-knowledge proof systems and the techniques to demonstrate their existence are investigated in [GO87, GKr89b]. In particular, zero-knowledge proofs with deterministic verifier (resp. prover) exist only for languages in \( \mathcal{RP} \) (resp. \( \mathcal{BPP} \)), constant-round proofs of the AM-type (cf. [B85]) can be demonstrated zero-knowledge by an oblivious simulation only if the language is in \( \mathcal{BPP} \). Thus, the “parallel versions” of the interactive proofs (presented in [GMW86]) for Graph Isomorphism and every \( L \in \mathcal{NP} \) are unlikely to be demonstrated zero-knowledge. However, modified versions of these interactive proofs yield constant-round zero-knowledge proofs (see [GKa89] for \( \mathcal{NP} \) and [BMO89] for Graph Isomorphism). These interactive proofs are, of course, not of the AM-type.

The concept of a “proof of knowledge” was introduced and informally defined in [GMR85]. Precise formalizations following this sketch has appeared in [BCC88, FFS87, TW87]. This concept is quite useful in the design of cryptographic protocols and zero-knowledge proof systems. In fact, it has been used implicitly in [GMR85, GMW87, CR87] and explicitly in [FFS87, TW87]. However, I am not too happy with the current formalizations and intend to present a new formalization.

“Non-interactive” zero-knowledge proofs are known to exist assuming the existence of trapdoor one-way permutations [KMO89]. These are two-phase protocols. The first phase is a preprocessing which uses bi-directional communication. In the second phase, zero-knowledge proofs can be produced via one-directional communication from the prover to the verifier. The number of statements proven in the second phase is a polynomial in the complexity of the first phase (this polynomial is arbitrarily fixed after the first phase is completed).

**Historical remark:** Using a stronger intractability assumption (i.e. the intractability of Quadratic Residuosity Problem) [BC86b] showed that every language in \( \mathcal{NP} \) has a zero-knowledge interactive proof system. This result has been obtained independently of (but subsequently to) [GMW86].
A.6. INTERACTIVE PROOFS, ZERO-KNOWLEDGE AND PROTOCOLS

6.2. Complexity oriented works on Interactive Proofs and Zero-Knowledge

The definition of interactive proof systems, presented in lecture 12, originates from [GMR85]. A special case, in which the verifier sends the outcome of all its coin tosses to the prover was suggested in [B85] and termed Arthur Merlin (AM) games. AM games are easier to analyze, while general interactive proof systems are easier to design. Fortunately, the two formalizations coincide in a strong sense: for every polynomial Q, the classes $\mathcal{IP}(Q(n))$ and $\mathcal{AM}(Q(n))$ are equal [GS86], where $\mathcal{IP}(Q(n))$ denotes the class of languages having $Q(n)$-round interactive proof system. It is also known, that for every $k \geq 1$ and every polynomial $Q$, the class $\mathcal{AM}(Q(n))$ and $\mathcal{AM}(k \cdot Q(n))$ coincide [BaMo88]. A stronger result does not "relativize" (i.e. there exists an oracle $A$ such that for every polynomial $Q$ and every unbounded function $g$ the class $\mathcal{AM}(Q(n))^A$ is strictly contained in $\mathcal{AM}(g(n) \cdot Q(n))^A$) [AGH88].

Author's Note: However, in light of the results of [LFKN, S] (see FOCS90), this means even less than ever. See also Chang et. al. (JCSS, Vol. 49, No. 1).

Author's Note: This list was compiled before the fundamental results of Lund, Fortnow, Karloff and Nisan [LFKN] and Shamir [S] were known. By these results every language in $\mathcal{PSPACE}$ has an interactive proof system. Since $\mathcal{IP} \subseteq \mathcal{PSPACE}$ [folklore], the two classes collide.

Every language $L \in \mathcal{IP}(Q(n))$ has a $Q(n)$-round interactive proof system in which the verifier accepts every $x \in L$ with probability 1, but only languages in $\mathcal{NP}$ have interactive proof systems in which the verifier never accepts $x \notin L$ [GMS87]. Further developments appear in [BMO89].

The class $\mathcal{AM}(2)$ is unlikely to contain $\mathsf{coNP}$, as this will imply the collapse of the polynomial-time hierarchy [BHZ87]. It is also known that for a random oracle $A$, $\mathcal{AM}(2) = \mathcal{NP}^A$ [NW88].

The complexity of languages having zero-knowledge proof systems seems to depend on whether these systems are perfect or only computational zero-knowledge. On one hand, it is known that perfect (even almost-perfect) zero-knowledge proof systems exist only for languages inside $\mathcal{AM}(2) \cap \mathsf{coAM}(2)$ [For87, AH87]. On the other hand, assuming the existence of commitment schemes (the very assumption used to show "NP in ZK") every languages in $\mathcal{IP}$ has a computational zero-knowledge proof system [IY87] (for a detailed proof see [Betal88]). Returning to perfect zero-knowledge proof systems, it is worthwhile mentioning that such systems are known for several computational problems which are considered hard (e.g. Quadratic Residuosity Problem [GMR85], Graph Isomorphism [GMW86], membership in a subgroup [TW87], and a problem computationally equivalent to Discrete Logarithm [GKu88]).
The concept of the knowledge complexity of a languages was introduced in [GMR85], but the particular formalization suggested there is somewhat ad-hoc and unnatural.\(^2\) The knowledge complexity of a language is the minimum number of bits released by an interactive proof system for the language. Namely, a language \(L \in IP\) has knowledge complexity \(\leq k(\cdot)\) if there exists an interactive proof for \(L\) such that the interaction of the prover on \(x \in L\) can be simulated by a probabilistic polynomial-time oracle machine on input \(x\) and up to \(k(|x|)\) Boolean queries (to an oracle of "its choice"). More details will appear in a forthcoming paper of mine.

An attempt to get rid of the intractability assumption used in the “NP in ZK” result of [GMW86], led [BGKW88] to suggest and investigate a model of multi-prover interactive proof systems. It was shown that two “isolated” provers can prove statements in \(NP\) in a perfect zero-knowledge manner. A different multi-prover model, in which one unknown prover is honest while the rest my interact and cheat arbitrarily, was suggested and investigated in [FST88]. This model is equivalent to computation with a "noisy oracle".

6.3. On the Design of Cryptographic Protocols

The primary motivation for the concept of zero-knowledge proof systems has been their potential use in the design of cryptographic protocols. Early examples of such use can be found in [GMR85, FMRW85, CF85]. The general results in [GMW86] allowed the presentation of automatic generators of two-party and multi-party cryptographic protocols (see [Y86] and [GMW87], respectively). Further improvements are reported in [GHY87, GV87, IY87].

Two important tools in the construction of cryptographic protocols are Oblivious Transfer and Verifiable Secret Sharing. Oblivious Transfer, introduced in [R81], was further investigated in [EGL82, FMRW85, BCR86, Cre87, CK88, Kil88]. Verifiable Secret Sharing, introduced in [CGMA85], was further investigated in [GMW86, Bh86a, Fel87]. Other useful techniques appear in [Bh86b, CR87].

An elegant model for investigations of multi-party cryptographic protocols was suggested in [BGW88]. This model consists of processors connected in pairs via private channels. The bad processors have infinite computing resources (and so using computationally hard problems is useless). Hence, computational complexity restrictions and assumptions are substituted by assumptions about the communication model. An automatic generator of protocols for this model, tolerating up to \(\frac{1}{3}\) malicious processors, has been presented in [BGW88, CCD88]. Augmenting the model by a broadcast channel, tolerance can be

\(^2\)In particular, according to that formalization a prover revealing with probability \(\frac{1}{2}\) a Hamiltonian circuit in the input graph yields one one bit of knowledge.

\(^3\)It should be stressed that [Y86] improves over [Y82b]. The earlier paper presented two-party cryptographic protocols allowing semi-honest parties to compute privately functions ranging over “small” (i.e. polynomially bounded) domains.
improved to $\frac{1}{2}$ [BR89]. (The augmentation is necessary, as there are tasks which cannot be performed if a third of the processors are malicious (e.g. Byzantine Agreement).) Beyond the $\frac{1}{2}$ bound, only functions of special type (i.e. the exclusive-or of locally computed functions) can be privately computed [CKu89].
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[BCY89] Brassard, G., C. Crepeau, and M. Yung, “Everything in \( \mathcal{NP} \) can be argued in perfect zero-knowledge in a bounded number of rounds”, Proc. of the 16th ICALP, July 1989.
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[EGL82] see category 8.
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[G88b] see category 4.


[GMW86] see main references.

[GMW87] see main references.


[GMR85] see main references.


A.7. ADDITIONAL TOPICS

[NW88] see category 4.

[R81] see category 8.


A.7 Additional Topics

This category provides pointers to topics which I did not address so far. These topics include additional cryptographic problems (e.g. software protection, computation with an untrusted oracle, and protection against “abuse of cryptographic systems”), lower level primitives (e.g. Byzantine Agreement and sources of randomness) and “cryptanalysis”.

7.1. Software Protection

A theoretical framework for discussing software protection is suggested in [G87b]. Recently, the solution in [G87b] has been dramatically improved [O89].

7.2. Computation with an Untrusted Oracle

Computation with an untrusted oracle raises two problems: the oracle may fail the computation by providing wrong answers, and/or the oracle can gain information on the input of the machine which uses it. The first problem can be identified with recent research on “program checking” initiated in [BK89]. Note that the definition of “program checking” is more refined than the one of an interactive proof (in particular it does not trivialize polynomial-time computations and does not allow infinitely powerful provers) and thus is more suitable for the investigation. The results in [BK89, BLR89] are mainly encouraging as they provide many positive examples of computations which can be sped-up (and yet confirmed) using an oracle. A formalization of the second problem, presented in [AFK87], seems to have reached a dead-end with the negative results of [AFK87]. Other formalizations appear in [BF89] and [BLR89].
7.3. Protection Against Abuse of Cryptographic Systems

How can a third party prevent the abuse of a two-party cryptographic protocol executed through a channel he controls? As an example consider an attempt of one party to pass information to his counterpart by using a signature scheme. This old problem (sometimes referred to as the prisoners' problem or the subliminal channel) is formalized and solved, using active intervention of the third party, in [D88].

7.4. Byzantine Agreement

In lectures 14-15 we have assumed the existence of a broadcast channel accessible by all processors. In case such a channel does not exist in the network (i.e., in case we are using a point-to-point network), such a channel can be implemented using Byzantine Agreement. Using private channel, randomized Byzantine Agreement protocols with expected $O(1)$ rounds can be implemented [FM88]. This work builds on [R83]. Additional insight can be gained from the pioneering works of [Be83, Br85], and from the survey of [CD89].

7.5. Sources of Randomness

A subject related to cryptography is the use of weak sources of randomness in applications requiring perfect coins. Models of weak sources are presented and investigated in [B84, SV84, CG85, Cetal85, LLS87]. Further developments are reported in [V85, VV85, V87].

7.6. Cryptanalysis

In all the famous examples of successful cryptanalysis of a proposed cryptographic scheme, the success revealed a explicit or implicit assumption made by the designers of the cryptosystem. This should serve as experimental support to the thesis underlying the course that assumptions have to be made explicitly.

Knapsack cryptosystems, first suggested in [MH78], were the target of many attacks. The first dramatic success was the breaking of the original [MH78] scheme, using the existence of a trapdoor super-increasing sequence [S82]. An alternative attack applicable against low density knapsack (subset sum) problems was suggested in [LO85]. For more details see [BO88]. It seems that the designers conjectured that subset sum problems with a trapdoor (resp. with low density) are as hard as random high density subset sum problems. It seems that this conjecture is false.

Another target for many attacks were the linear congruential number generators and their generalizations. Although these generators are known to pass many statistical tests [K69], they do not pass all polynomial-time statistical tests [Boy82]. Generalizations to
A.7. ADDITIONAL TOPICS


decimal congruential recurrences and linear generators which output only part of the bits of the numbers produced can be found in [Kr88] and [S87], respectively. The fact that a proposed scheme passes some tests or attacks does not mean that it will pass all efficient tests. Another famous cryptographic system which triggered interesting algorithmic research is the [OSS84] signature scheme. This scheme was based on the conjecture, latter refuted in [Pol84], that it is hard to solve a modular quadratic equation in two variables. Other variants (e.g. [OSS84b, OS85]) were broken as well (in [EAKMM85, BD85], resp.). Proving that one cannot find the trapdoor information used by the legal signer does not mean that one cannot forge signatures.4

references


4To further stress this point, consider a signature scheme “based on composites” where the signature of a message $m$ relative to the public-key $N$ is $2m \mod N$. The infeasibility of retrieving the trapdoor (i.e. the factorization of $N$) is a poor guarantee for security.
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[BO88] see category 2.
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[MH78] see category 8.


A.8 Historical Background

An inspection of the references listed above reveals that all these works were initiated in the 80’s and began to appear in the literature in 1982 (e.g. [GM82]). However, previous work had tremendous influence on these works of the 80’s. The influence took the form of setting intuitive goals, providing basic techniques, and suggesting potential solutions which served as a basis for constructive criticism (leading to robust approaches).

8.1. Classic Cryptography

Answering the fundamental question of classic cryptography in a gloomy way (i.e. it is impossible to design a code that cannot be broken), Shannon suggested a modification to the question [S49]. Rather than asking whether it is possible to break the code, one should ask whether it is feasible to break it. A code should be considered good if it cannot be broken when investing work which is in reasonable proportion to the work required of the legal parties using the code.

8.2. New Directions in Cryptography

Prospects of commercial application were the trigger for the beginning of civil investigations of encryption schemes. The DES designed in the early 70’s has adopted the new paradigm: it is clearly possible but supposedly infeasible to break it.

Following the challenge of constructing and analyzing new encryption schemes came new questions like how to exchange keys over an insecure channel [M78]. New concepts were invented: digital signatures [R77, DH76], public-key cryptosystems and one-way functions [DH76]. First implementations of these concepts were suggested in [MH78, RSA78, R79].

Cryptography was explicitly related to complexity theory in [Br79, EY80, Lem79]: it was understood that problems related to breaking a cryptographic scheme cannot be \text{NP}-complete and that \text{NP}-hardness is a poor evidence for cryptographic security. Techniques as “n-out-of-2n verification” [R77] and secret sharing [S79] were introduced (and indeed were used extensively in subsequent research).

8.3. At the Dawn of a New Era

Early investigations of cryptographic protocols revealed the inadequacy of imprecise notions of security and the subtleties involved in designing cryptographic protocols. In particular, problems as coin tossing over telephone [B82a], exchange of secrets and oblivious transfer were formulated [R81, B82b] (cf. [EGL82]). Doubts concerning the security of “mental poker” protocol of [SRA79] led to the current notion of secure encryption [GM82] and to
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concepts as computational indistinguishability. Doubts concerning the Oblivious Transfer protocol of [R81] led to the concept of zero-knowledge [GMR85] (early versions date to March 1982).

An alternative approach to the security of cryptographic protocols was suggested in [DY81] (see also [DEK82]), but it turned out that it is much too difficult to test whether a protocol is secure [EG83]. Fortunately, tools for constructing secure protocols do exist (see [Y86, GMW87])!
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[GMR85] see main references.


[Y86] see category 6.