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Abstract

The important family of planar graphs has been studied extensively, and
the planarity properties are often leveraged algorithmically to achieve better
bounds such as running time or accuracy. Usually these bounds are expressed
as a function of the number of vertices or the edges of the graph, but they can
be refined by the number of ”relevant” faces. More formally, given a planar
graph G with k vertices designated as terminals, let γ be the minimum number
of faces that are incident to all the terminals. The parameter γ represents the
topology of the terminals in G, and it has a long history in the study of cuts
and (multicommodity) flows, shortest paths, and the Steiner tree problem.
Our work presents new results for graph sparsification, graph embeddings and
the flow-cut gap with respect to the parameter γ.

In the (vertex) cut-sparsification problem, we are given a graph G with k
terminals, and we wish to compress it into a graph H (of small size but with
the same terminals) which maintains the value of the minimum cut between
every bipartition of the k terminals. We improve a known upper bound on the
size of H as a function of k, and furthermore refine the bound to depend on
γ. Both bounds are near optimal due to a lower bound by Karpov, Pilipczuk
and Zych-Pawlewicz (2019), and they are achieved using new insights about
the structure of terminal min-cuts (which hold also for general graphs). In
addition, we present a duality between cut sparsifiers and distance sparsifiers
for planar graphs with certain γ.

The flow-cut gap problem is defined as the worst-case ratio between the
multicommodity-flow and the sparsest-cut values in a given G with k terminals
(under arbitrary edge capacities and demands between terminals). We obtain
an exponential improvement to the flow-cut gap as a function of γ; this actually
follows from a stochastic embedding ofG into dominating trees with an optimal
expected distortion. Three powerful tools that are used to prove these bounds
are, the peeling lemma of Lee and Sidiropoulos (2009), the tree-cut operation of
Klein (2006), and a special tree embedding of Sidiropoulos (2010). For vertex-
capacitated graphs, we provide the first bound on the flow-cut gap with respect
to γ, which holds in the more general setting of submodular vertex capacities.

In a separate line of work, we study an important version of the Traveling
Salesman Problem (TSP) called the (rooted) orienteering problem in Euclidean
space: Given n points P in Rd, a root point s ∈ P and a budget B > 0, the
goal is to find a path that starts from s, has total length at most B, and visits
as many points of P as possible. This problem is known to be NP-hard, and we
provide a (1−ε) approximation algorithm, that improves the previous running

time, due to Chen and Har-Peled (2008), by a factor of nO(d
√
d). Our algorithm

reduces the rooted orienteering problem to a multi-path version of k-TSP (a
tour of minimum length that visits at least k points), and approximates each
of these k-TSP paths by a special parameter called excess.
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1 Introduction

The important family of planar graphs has been studied extensively, and the pla-
narity properties are often leveraged algorithmically to achieve better bounds such
as running time or accuracy. Usually these bounds are expressed as a function of the
number of vertices or the edges of the graph, but they can be refined by the number
of ”relevant” faces. More formally, given a planar graph G with a fixed drawing and
k vertices designated as terminals, let the terminal face cover, denoted by γ, be the
minimum number of faces that are incident to all the terminals. The parameter γ
represents the topology of the terminals in G, and it has a long history in the study
of cuts and (multicommodity) flows [OS81, MNS85, CW04, CSW13, Fil20], shortest
paths [Fre95, CX00], and the Steiner tree problem [EMV87, Ber90, KNvL19]. Our
work presents new results in the fields of graph compression, graph embeddings and
the flow-cut gap with respect to the parameter γ.

Graph compression is motivated by massively big graphs, such as social networks,
communication networks and roadmaps, that one wishes to store and communicate
more efficiently. There are 3 main paradigms of compression. The first one is to com-
press the input graph into a small number of bits, i.e., to find a succinct representation
of the input graph. Itai and Rodeh [IR82] introduced and study this problem; their
results were extended and improved by Turan [Tur84] and by Naor [Nao90], who
found the optimal number of bits for representing a planar labeled and unlabeled
graphs (another notion of compression can be found in [FM95]). Later on, Benczúr
and Karger [Kar93, BK96] defined and studied the edge-sparsification paradigm,
where the input graph G is being compressed into a smaller graph H with the same
vertex set but sparse, i.e. with fewer edges, that maintains certain features (quanti-
ties) of G, like distances, cuts, or connectivity. This paradigm has led to important
notions, from spanners [PU89] to cut and spectral sparsifiers [BK96, ST11]. The
third paradigm is vertex-sparsification, which assumes that we are interested only in
a small portion of the vertex set of G. Given G and k terminals, we aim to com-
press it by producing a graph H that contains the same terminals but with fewer
non-terminal vertices, and maintains (exactly or approximately) some features of the
terminals in G. The main advantage of edge and vertex sparsification, is that once
the compressed graph H is computed in a preprocessing step, further processing (via
classic graph algorithms) can be performed on H instead of on G, using less resources
like running time and memory, or achieving better accuracy when the solution is ap-
proximate. Our work studies the (vertex) cut-sparsification problem for general and
planar graphs, which asks to minimize the size of H while maintaining the minimum
cut value between every two subsets of the terminals in G. See Section 1.1 for further
discussion and results.

The flow-cut gap expresses the relationship between flows and cuts in a given graph.
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A spacial case is the well-known max-flow min-cut (single commodity) theorem by
Ford and Fulkerson [FF56], which states that in every weighted graph with fixed
source s and sink t, the maximum amount of flow from s to t equals the total weight
of edges in a minimum (s, t)-cut, i.e. the smallest total weight of the edges whose
removal disconnects s from t. This theorem can be proved by the duality of linear
programs, where the max-flow and the min-cut problems are formulated as a primal-
dual pair of linear programs. A more general case is the multicommodity-flow and
the sparsest-cut problems, where the input consists of a weighted graph G with
k source-sink pairs (si, ti) and their corresponding demands di. The objective in
the multicommodity-flow problem is to maximize the fraction α such that all the k
demands α · di can be routed simultaneously in the graph (without exceeding edge
capacities). In the sparsest-cut problem, the objective is to find a cut with minimum
sparsity, defined as the ratio between the total capacity of edges in the cut, and
the total demand separated by this cut. It is known that the sparsest-cut upper
bounds the multicommodity-flow in every input, but (unlike the single commodity
case) equality is not always achieved. Thus, the flow-cut gap is defined to be the
ratio between these two quantities, i.e. the sparsest-cut and the multicommodity-flow
on a given input. The main motivation for bounding the gap is to approximate the
sparsest-cut problem, which is known to be NP-hard, by solving the multicommodity-
flow problem (and the approximation factor is the flow-cut gap). The gap can also
be motivated by its equivalence to the stretch in an `1 embeddings [AR98, LLR95,
GNRS04], since bounding the gap immediately implies new embedding results. Our
work studies the (multicommodity) flow-cut gap in planar graphs, which involves
new optimal results about tree embedding. See Section 1.2 for further discussion
and results.

A separate line of our work deals with the Traveling Salesman Problem (TSP), which
is a fundamental problem in combinatorial optimization, computer science and op-
erations research. In this problem, the input is a list of cities (aka sites) and their
pairwise distances, and the goal is to find a (closed) tour of minimum length that
visits all the sites. This problem is a prototype for planning routes in almost any
context, from logistics to manufacturing, and is therefore studied extensively. In its
full generality, TSP is known to be NP-hard to solve and even to approximate, but
if we restrict ourselves to inputs where the distances satisfy triangle inequality, i.e.,
consider metric or Euclidean TSP, then the problem remains NP-hard, but it is no
longer hard to approximate (up to a certain constant factor) [GGJ76, Pap77, Tre00].
The Euclidean TSP is a special case of a metric TSP, in which the points (cities) lie
in a d-dimensional Euclidean space Rd, and the distance between every two points x
and y is defined to be the Euclidean distance between them, i.e. (

∑d
i=1(xi− yi)2)1/2.

For d = 2 Arora [Aro98] and Mitchell [Mit99] presented a polynomial time approxi-
mation scheme (PTAS) based on dynamic programming that finds a tour of length
(1 + ε)OPT, where OPT stands for the length of the shortest tour. Arora’s al-
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gorithm can also be extended to the more general case of d > 2. One important
variant of TSP, out of many others, is the orienteering problem, which asks to max-
imize the number of sites visited when the tour length is constrained by a given
budget. This problem models scenarios where the “salesman” has limited resources,
such as gasoline, time or battery-life. Clearly, this problem is NP-hard, but it can be
approximated up to some constant factor [BCK+07, CH08]. Our work presents an
approximation algorithm for the orienteering problem in the Euclidean space. See
Section 1.3 for further discussion and results.

1.1 Cut-Sparsifiers of Planar Graphs

Let us define the notion of (vertex) cut-sparsification, and discuss state of the art
results for it. Given a (large) undirected graph G with k terminal vertices T and edge
costs c : E → R+, let mincutG(S) be the value of the minimum cut between S ⊂ T
and S̄ = T \ S in G, i.e. the minimum total weight of edges whose removal from G
disconnects every terminal in S from every terminal in S̄. A (q, s)-cut sparsifier of
G is a graph H with the same k terminals, where the size (number of vertices) of H
is at most s and its quality is at most q, i.e.

∀S ⊂ T, mincutG(S) ≤ mincutH(S) ≤ q ·mincutG(S).

Clearly, there is a tradeoff between the quality q ≥ 1 and the size s ≥ k of cut-
sparsifiers, but most of the work that has been done so far addresses two extreme
cases as follows. The first case is when we restrict attention to s = k, i.e. the
vertices of the sparsifier H are only the terminals. In that case, we wish to min-
imize the quality q, and it is known that Ω(

√
log k

log log k
) ≤ q ≤ O( log k

log log k
) for general

graphs [CLLM10, EGK+14, MM16], and q = O(1) for planar graphs [EGK+14].
The second case is when we restrict attention to quality q = 1, i.e. the sparsifier
preserves all the terminal min-cuts (minimum cuts that separate terminals) exactly,
which is known in the literature as a mimicking network (introduced by [HKNR98]).
In this case we wish to minimize the size s, and it is known that 2Ω(k) ≤ s ≤ 22k for
general graphs [HKNR98, KR13, KR14], and that 2Ω(k) ≤ s ≤ O(k222k) for planar
graphs [KR13, KPZ19].

We improve and refine the upper bound for planar graphs by developing two meth-
ods that decompose the terminal min-cuts into “more basic” subsets of edges. Our
first decomposition method identifies (in every graph G, even non-planar) a sub-
set of terminal min-cuts, which we call elementary, that generates all the others.
Consequently, H is a cut-sparsifier of G if all the elementary terminal min-cuts in
G are well-approximated by those in H (see Theorem 2.9 and Corollary 2.10). By
restricting our analysis to elementary terminal min-cuts, we manage to improve our
pervious bound from [KR13] by a factor of k, and prove that every planar G with
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k terminals admits a mimicking network of size O(k22k) which is also a minor of G,
and is near optimal by [KPZ19] (see Theorem 2.11 and Corollary 2.12).

We then refine the known bounds in terms of γ, and prove that every planar G with
k terminals has at most O((2k/γ)2γ) elementary terminal min-cuts (compared to
O(2k) terminal cuts, see Theorem 2.18), and it admits a mimicking network of size
O(γ22γk4) which is also a minor of G (see Corollary 2.21); which is near optimal with
respect to γ by [KPZ19]. Our proof uses the special γ faces to further decompose
the elementary terminal min-cuts of G into disjoint sets of edges, and then bounds
the number of these sets by O(2γk2) (see Theorem 2.20).

For the special case of γ = 1, which was famously studied by Okamura and Sey-
mour [OS81], we prove a duality between cut sparsification and distance sparsifi-
cation when the sparsifier H is required to be a minor of G (see Theorems 2.38
and 2.39). This duality connects problems that were previously studied separately,
implying new results, new proofs of known results, and equivalences between open
gaps. In addition, we prove that such G admits a mimicking network of size O(k4)
which is also minor of G; independently it was shown that such G also admits a
mimicking network of size O(k2) which is planar but is not a minor of G [GHP17].

For further details and proofs, see Section 2, which essentially replicates our published
paper [KR20].

1.2 Refined Flow-Cut Gap in Planar Graphs

We also study how the terminal face cover γ affects the flow-cut gap defined as follows.
Given an undirected graph G with k terminals and edge costs c : E(G) → R+, the
flow-cut gap, denoted by gap(G), equals to the ratio between the sparsest-cut and the
maximum concurrent multicommodity-flow quantities on G. For general graphs G it
is known that gap(G) = Θ(log k) [AR98, LLR95], but when topological restrictions
are placed on G, the gap is not settled yet. In particular, it has been conjectured
that gap(G) = O(1) [GNRS04] for planar G, while the known bounds place the
(worst-case) gap somewhere between 2 [LR10] and O(

√
log k) [Rao99].

For the special case where G can be drawn in the plane with all its terminals on the
same face, i.e. γ = 1, Okamura and Seymour proved that gap(G) = 1 [OS81]. This
setting can be generalized by considering planar graphs with terminal face cover
γ > 1. The methods of Lee and Sidiropoulos [LS09] show that gap(G) ≤ 2O(γ),
and the state of the art bound is gap(G) ≤ 3γ [CSW13]. We significantly improve
this by establishing that gap(G) ≤ O(log γ) (see Theorem 3.3). This is achieved by
showing that the edge-weighted shortest-path metric induced on the terminals admits
a stochastic embedding into dominating trees with terminal distortion O(log γ) (see
Theorem 3.5), which is tight by [GNRS04].
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The preceding results refer to the setting of edge-capacitated graphs. For vertex-
capacitated G it can be significantly more challenging to control flow-cut gaps. While
there is no exact vertex-capacitated version of the Okamura-Seymour Theorem, an
approximate version holds, and the vertex-capacitated flow-cut gap is O(1) on planar
G with γ = 1 [LMM15]. We study the more general case of γ > 1, and bound the
vertex-capacitated flow-cut gap by O(γ) (it in fact holds also for submodular vertex
capacities).

For further details and proofs, see Section 3, which essentially replicates our published
paper [KLR19].

1.3 Faster Algorithms for Euclidean Orienteering and k-TSP

In a separate line of work (not related to the terminal face cover), we study an
important version of the Traveling Salesman Problem (TSP) called the (rooted) ori-
enteering problem in Euclidean space, which asks to maximize the number of sites
visited when the tour length is constrained by a given budget. More formally, given
n points P in Rd, a root point s ∈ P and a budget B > 0, find a path that starts
from s, has total length at most B, and visits as many points of P as possible. This
problem is known to be NP-hard, hence we study (1 − δ)-approximation algorithm
for this problem. A (1−δ)-approximate solution is a path satisfying these constraints
(starts at s and has length at most B) that visits at least (1− δ)kopt points, where
kopt denotes the maximum possible, i.e. the number of points visited by an optimal
path. The known Polynomial-Time Approximation Scheme (PTAS) for this prob-

lem, due to Chen and Har-Peled, runs in time nO(d
√
d/δ)(log n)(d/δ)O(d)

[CH08], and we

improve this time bound to nO(1/δ)(log n)(d/δ)O(d)
(see Theorem 4.1). For fixed δ and

small dimension d, the leading term in their running time is about nO(d
√
d/δ), which

we improve to nO(1/δ). Thanks to this improvement, our algorithm is polynomial
even for a moderately large dimension, roughly up to d = O(log log n) instead of
d = O(1).

The algorithm of Chen and Har-Peled [CH08] reduces the orienteering problem into a
multi-path version of rooted k-TSP (finding a tour of minimum length that visits at
least k points), and thus the heart of their algorithm is a PTAS for the latter, where
the approximation is actually with respect to a parameter called excess, which can
be much smaller than the optimal tour length. This follows an earlier approach of
Blum et al. [BCK+07], who introduced the concept of excess-based approximation,
and designed a reduction to a simpler (single-path version of) k-TSP. However, that
earlier reduction increases the approximation ratio by a constant factor and cannot
yield a PTAS. We improve over the algorithm of Chen and Har-Peled by reducing
the rooted orienteering problem to a more complicated multi-path version that we
call rooted (m, k)-TSP. This problem asks to find m paths that visit k points in total,

12



when the input prescribes the endpoints of all these m paths, and the main challenge
is to solve it fast and with good excess-based approximation (see Theorem 4.3).

For further details and proofs, see Section 4, which essentially replicates our pa-
per [GKR20].
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2 Refined Vertex Sparsifiers of Planar Graphs

2.1 Opening

A very powerful paradigm when manipulating a huge graph G is to compress it, in
the sense of transforming it into a small graph H (or alternatively, into a succinct
data structure) that maintains certain features (quantities) of G, like distances, cuts,
or flows. The basic idea is that once the compressed graph H is computed in a
preprocessing step, further processing can be performed on H instead of on G, using
less resources like running time and memory, or achieving better accuracy when the
solution is approximate. This paradigm has lead to remarkable successes, such as
faster running time for fundamental problems, and the introduction of important
concepts, from spanners [PU89] to cut and spectral sparsifiers [BK96, ST11]. In
these examples, H is a subgraph of G with the same vertex set but sparse, and is
sometimes called an edge sparsifier. In contrast, we aim to reduce the number of
vertices in G, using so-called vertex sparsifiers.

In the vertex-sparsification scenario, G has k designated vertices called terminals,
and the goal is to construct a small graph H that contains these terminals, and
maintains some of their features inside G, like distances or cuts. Throughout, a
k-terminal network, denoted G = (V,E, T, c), is an undirected graph (V,E) with
edge weights c : E → R+ and terminals set T ⊂ V of size |T | = k. As usual,
a cut is a partition of the vertices, and its cutset is the set of edges that connect
between different parts. Interpreting the edge weights as capacities, the cost of a cut
(W,V \W ) is the total weight of the edges in the respective cutset.

We say that a cut (W,V \W ) separates a terminals subset S ⊂ T from S̄
def
= T \ S

(or in short that it is S-separating), if all of S is on one side of the cut and S̄ on the
other side, i.e., W ∩T equals either S or S̄. We denote by mincutG(S) the minimum
cost of an S-separating cut in G, where by a consistent tie-breaking mechanism, such
as edge-weights perturbation, we assume throughout that the minimum is attained
by only one cut, which we call the minimum terminal cut (of S).

Definition 2.1. A network H = (VH , EH , T, cH) is a cut sparsifier ofG = (V,E, T, c)
with quality q ≥ 1 and size s ≥ k (or in short, a (q, s)-cut-sparsifier), if its size is
|VH | ≤ s and

∀S ⊂ T, mincutG(S) ≤ mincutH(S) ≤ q ·mincutG(S). (1)

In words, (1) requires that every minimum terminal cut in H approximates the
corresponding one in G. Throughout, we consider only S 6= ∅, T although for brevity
we will not write it explicitly.
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Two special cases are particularly important for us. One is quality q = 1, or a (1, s)-
cut-sparsifier, which is known in the literature as a mimicking network and was
introduced by [HKNR98]. The second case is a cut sparsifier H that is furthermore
a minor of G, and then we call it a minor cut sparsifier, and similarly for a minor
mimicking network. In all our results, the sparsifier H is actually a minor of G, which
can be important in some applications; for instance, if G is planar then H admits
planar-graph algorithms.

In known constructions of mimicking networks (q = 1), the sparsifier’s size s highly
depends on the number of constraints in (1) that are really needed. Naively, there
are at most 2k constraints, one for every minimum terminal cut (this can be slightly
optimized, e.g., by symmetry of S and S̄). This naive bound was used to design,
for an arbitrary network G, a mimicking network whose size s is exponential in the
number of constraints, namely s ≤ 22k [HKNR98]. A slight improvement, that is still
doubly exponential in k, was obtained by using the submodularity of cuts to reduce
the number of constraints [KR14]. For a planar network G, the mimicking network
size was improved to a polynomial in the number of constraints, namely s ≤ k222k

[KR13], and this bound is actually near-optimal, due to a very recent work showing
that some planar graphs require s = 2Ω(k) [KPZ19]. In this work we explore the
structure of minimum terminal cuts more deeply, by introducing technical ideas that
are new and different from previous work like [KR13].

Our Approach. We take a closer look at the mimicking network size s of planar
graphs, aiming at bounds that are more sensitive to the given network G. For exam-
ple, we would like to “interpolate” between the very special case of an outerplanar
G, which admits a mimicking network of size s = O(k) [CSWZ00], and an arbitrary
planar G for which s ≤ 2O(k) is known and optimal [KR13, KPZ19]. Our results
employ a graph parameter γ(G), defined next.

Definition 2.2 (Terminal Face Cover). The terminal face cover γ = γ(G) of a
planar k-terminal network G with a given drawing1 is the minimum number of faces
that are incident to all the k terminals, and thus 1 ≤ γ ≤ k.

This graph parameter γ(G) is well-known to be important algorithmically. For ex-
ample, it can be used to control the running time of algorithms for shortest-path
problems [Fre91, CX00], for cut problems [CW04, Ben09], and for multicommodity
flow problems [MNS85]. For the complexity of computing an optimal/approximate
face cover γ(G), see [BM88, Fre91].

When γ = 1, all the terminals lie on the boundary of the same face, which we may
assume to be the outerface. This special case was famously shown by Okamura and

1We can let γ refer to the best drawing of G, and then our results might be non-algorithmic.
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Seymour [OS81] to have a flow-cut gap of 1 (for multicommodity flows). Later work
showed that for general gamma, the flow-cut gap is at most 3γ [LS09, CSW13],
and after the current results were announced this bound was further improved to
O(
√

log γ) [KLR19, Fil20].

2.1.1 Main Results and Techniques

We provide new bounds for mimicking networks of planar graphs. In particular,
our main result refines the previous bound so that it depends exponentially on γ(G)
rather than on k, This yields much smaller mimicking networks in important cases,
for instance, when γ = O(1) we achieve size s = poly(k). See Table 1 for a summary
of known and new bounds. Technically, we develop two methods to decompose the
minimum terminal cuts into “more basic” subsets of edges, and then represent the
constraints in (1) using these subsets. This is equivalent to reducing the number
of constraints, and leads (as we hinted above) to a smaller sparsifier size s. A key
difference between the methods is that the first one in effect restricts attention to a
subset of the constraints in (1), while the second method uses alternative constraints.

Decomposition into Elementary Cutsets. Our first decomposition method
identifies (in every graph G, even non-planar) a subset of minimum terminal cuts
that “generates” all the other ones, as follows. First, we call a cutset elementary
if removing its edges disconnects the graph into exactly two connected components
(Definition 2.5). We then show that every minimum terminal cut in G can be de-
composed into a disjoint union of elementary ones (Theorem 2.9), and use this to
conclude that if all the elementary cutsets in G are well-approximated by those in
H, then H is a cut sparsifier of G (Corollary 2.10).

Combining this framework with prior work on planar sparsifier [KR13], we devise
the following bound that depends on Te(G), the set of elementary cutsets in G.

• Generic bound: Every planar graph G has a mimicking network of size
s = O(k) · |Te(G)|2; see Theorem 2.11.

Trivially |Te(G)| ≤ 2k, and we immediately achieve s = O(k22k) for all planar graphs
(Corollary 2.12). This improves over the known bound [KR13] slightly (by factor
k), and stems directly from the restriction to elementary cutsets (which are simple
cycles in the planar-dual graph).

Using the same generic bound, we further obtain mimicking networks whose size is
polynomial in k (but inevitably exponential in γ), starting with the base case γ = 1
and then building on it, as follows.
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• Base case: If γ(G) = 1, then |Te(G)| ≤ O(k2) and thus G has a mimicking
network of size s = O(k4);2 see Theorem 2.15 and Corollary 2.17.

• General case, first bound: If γ(G) ≥ 1, then |Te(G)| ≤ (2k/γ)2γ and thus
G has a mimicking network of size s = O(k(2k/γ)4γ); see Theorem 2.18 and
Corollary 2.19.

The last bound on |Te(G)| is clearly wasteful (for γ = k, it is roughly quadrati-
cally worse than the trivial bound). To avoid over-counting of edges that belong to
multiple elementary cutsets, we devise a better decomposition.

Further Decomposition of Elementary Cutsets. Our second method decom-
poses each elementary cutset even further, in a special way such that we can count
the underlying fragments (special subsets of edges) without repetitions, and this
yields our main result.

• General case, second bound. When γ(G) ≥ 1, there are O(2γk2) subsets
of edges, such that every elementary cutset in G can be decomposed into a
disjoint union of some of these subsets. Thus, G admits a mimicking network
of size O(γ22γk4); see Theorem 2.20 and Corollary 2.21.

Additional Results. First, all our cut sparsifiers are also approximate flow spar-
sifers, by straightforward application of the known bounds on the flow-cut gap, see
Section 2.4.4. Second, our decompositions easily yield a succinct data structure that
stores all the minimum terminal cuts of a planar graph G. Its storage requirement
depends on |Te(G)|, which is bounded as above, see Section 2.5 for details.

Finally, we show a duality between cut and distance sparsifiers (for certain graphs),
and derive new relations between their bounds, as explained next.

2.1.2 Cuts vs. Distances

Although in several known scenarios cuts and distances are closely related, the fol-
lowing notion of distance sparsification was studied separately, with no formal con-
nections to cut sparsifiers [Gup01, CXKR06, BG08, KNZ14, KKN15, GR16, CGH16,
Che18, Fil18, FKT19].

Definition 2.3. A network H = (VH , EH , T, cH) is called a (q, s)-distance-
approximating minor (abbreviated DAM) of G = (V,E, T, c), if it is a minor of

2The generic bound implies s = O(k5), but we can slightly improve it in this case.
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Graphs Size Minor Reference

General 22k ≈ 2( (k−1)
(k−1)/2) no [HKNR98, KR14]

Planar O(k222k) yes [KR13]
Planar O(k22k) yes Corollary 2.12
Planar γ = γ(G) O(γ22γk4) yes Corollary 2.21
Planar γ(G) = 1 O(k4) yes Corollary 2.17
Planar γ(G) = 1 O(k2) no [GHP17]

General 2Ω(k) no [KR13, KR14] lower bound
Planar 2Ω(k) no [KPZ19] lower bound

Table 1: Known and new bounds for mimicking networks.

G, its size is |VH | ≤ s and

∀t, t′ ∈ T, dG(t, t′) ≤ dH(t, t′) ≤ q · dG(t, t′), (2)

where dG(·, ·) is the shortest-path metric in G with respect to c(·) as edge lengths.

We emphasize that the well-known planar duality between cuts and cycles does not
directly imply a duality between cut and distance sparsifiers. We nevertheless do use
this planar-duality approach, but we need to break “shortest cycles” into “shortest
paths”, which we achieve by adding new terminals (ideally not too many).

• Fix k, q, s ≥ 1. Then all planar k-terminal networks with γ = 1 admit a minor
(q, s)-cut sparsifier if and only if all these networks admit an (q, O(s))-DAM;
see Theorems 2.38 and 2.39.

This result yields new cut-sparsifier bounds in the special case γ = 1 (see Sec-
tion 2.6.3). Notice that in this case of γ = 1 the flow-cut gap is 1 [OS81], hence the
three problems of minor sparsification (of distances, of cuts, and of flows), all have
the same asymptotic bounds and gaps.

This duality can be extended to general γ ≥ 1 (including γ = k), essentially at the
cost of increasing the number of terminals, as follows. If for some functions q(·) and
s(·), all planar k-terminal networks with given γ admit a (q(k), s(k))-DAM, then all
networks in this class admits also a minor (q(γ2γk2), s(γ2γk2))-cut sparsifier. For
γ = k, we can add only k2k new terminals instead of k32k. We omit the proof of this
extension, as applying it to the known bounds for DAM yields alternative proofs
for known/our cut-sparsifier bounds, but no new results. For example, using the
reduction together with the known upper bound of (1, k4)-DAM, we get that every
planar k-terminal network with γ(G) = k admits a minor mimicking network of size
O((k2k)4).
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Comparison with previous techniques. Probably the closest notion to duality
between cut sparsification and distance sparsification is Räcke’s powerful method
[Räc08], adapted to vertex sparsification as in [CLLM10, EGK+14, MM16]. How-
ever, in his method the cut sparsifier H is inherently randomized; this is accept-
able if H contains only the terminals, because we can take its “expectation” H̄ (a
complete graph with expected edge weights), but it is calamitous when H contains
non-terminals, and then each randomized outcome has different vertices. Another
related work, by Chen and Wu [CW04], reduces multiway-cut in a planar network
with γ(G) = 1 to a minimum Steiner tree problem in a related graph G′. Their
graph transformation is similar to one of our two reductions, although they show a
reduction that goes in one direction rather than an equivalence between two prob-
lems.

2.1.3 Related Work

Cut and distance sparsifiers were studied extensively in recent years, in an effort
to optimize their two parameters, quality q and size s. The foregoing discussion is
arranged by the quality parameter, starting with q = 1, then q = O(1), and finally
quality that grows with k.

Cut Sparsification. Let us start with q = 1. Apart from the already mentioned
work on a general graph G [HKNR98, KR14, KR13], there are also bounds for specific
graph families, like bounded-treewidth or planar graphs [CSWZ00, KR13, KPZ19].
For planar G with γ(G) = 1, there is a recent tight upper bound s = O(k2) [GHP17]
(independent of our work), where the sparsifier is planar but is not a minor of the
original graph.

We proceed to a constant quality q. Chuzhoy [Chu12] designed an (O(1), s)-cut
sparsifier, where s is polynomial in the total capacity incident to the terminals in
the original graph, and certain graph families (e.g., bipartite) admit sparsifiers with
q = 1 + ε and s = poly(k/ε) [AGK14].

Finally, we discuss the best quality known when s = k, i.e., the sparsifier has only
the terminals as vertices. In this case, it is known that q = O(log k/ log log k)
[Moi09, LM10, CLLM10, EGK+14, MM16], and there is a lower bound q = Ω(

√
log k)

[MM16]. For networks that exclude a fixed minor (e.g., planar) it is known that
q = O(1) [EGK+14], and for trees q = 2 [GR16] (where the sparsifier is not a minor
of the original tree).

Distance Sparsification. A separate line of work studied the tradeoff between
the quality q and the size s of a distance approximation minor (DAM). For q = 1,
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every graph admits DAM of size s = O(k4) [KNZ14], and there is a lower bound
of s = Ω(k2) even for planar graphs [KNZ14]. Independently of our work, Goranci,
Henzinger and Peng [GHP17] recently constructed, for planar graphs with γ(G) = 1,
a (1, O(k2))-distance sparsifier that is planar but not a minor of the original graph.
Proceeding to quality q = O(1), planar graphs admit a DAM with q = 1 + ε and
s = O(k log k/ε)2 [CGH16], and certain graph families, such as trees and outerplanar
graphs, admit a DAM with q = O(1) and s = O(k) [Gup01, BG08, CXKR06,
KNZ14]. When s = k (the sparsifier has only the terminals as vertices), then known
quality is q = O(log k) for every graph [KKN15, Che18, Fil18]. Additional tradeoffs
and lower bounds can be found in [CXKR06, KNZ14, CGH16].

2.1.4 Preliminaries

Let G = (V,E, T, c) be a k-terminal network, and denote its k terminals by T =
{t1, . . . , tk}. We assume without loss of generality that G is connected, as otherwise
we can construct a sparsifier for each connected component separately. For every
S ⊂ T , let argmincutG(S) denote the argument of the minimizer in mincutG(S), i.e.,
the minimum-cost cutset that separates S from S̄ = T \S in G. We assume that the
minimum is unique by a perturbation of the edge weights. Throughout, when G is
clear from the context, we use the shorthand

ES
def
= argmincutG(S). (3)

Similarly, CC(ES) is a shorthand for the set of connected components of the graph
G\ES. Define the boundary ofW ⊆ V , denoted δ(W ), as the set of edges with exactly
one end point in W , and observe that for every connected component C ∈ CC(ES)
we have δ(C) ⊆ ES. By symmetry, ES = ES̄. And since G is connected and S 6= ∅, T ,
we have ES 6= ∅ and |CC(ES)| ≥ 2. In addition, by the minimality of ES, every
connected component C ∈ CC(ES) contains at least one terminal.

Lemma 2.4 (Lemma 2.2 in [KR13]). For every two subsets of terminals S, S ′ ⊂ T
and their corresponding minimum cutsets ES, ES′, every connected component C ∈
CC(ES ∪ ES′) contains at least one terminal.

2.2 Elementary Cutsets in General Graphs

In this section we define a special set of cutsets called elementary cutsets (Defini-
tion 2.5), and prove that these elementary cutsets generate all other relevant cutsets,
namely, the minimum terminal cutsets in the graph (Theorem 2.9). Therefore, to
produce a cut sparsifier, it is enough to preserve only these elementary cutsets (Corol-
lary 2.10). In the following discussion, we fix a network G = (V,E, T, c) and employ
the notations ES, CC(ES) and δ(W ) set up in Section 4.1.3.
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Definition 2.5 (Elementary Cutset). Fix S ⊂ T . Its minimum cutset ES is called
an elementary cutset if |CC(ES)| = 2.

Definition 2.6 (Elementary Component). A subset C ⊆ V is called an elementary
component if δ(C) is an elementary cutset for some S ⊂ T , i.e., δ(C) = EC∩T and
|CC(δ(C))| = 2.

Although the following two lemmas are quite straightforward, they play a central
role in the proof of Theorem 2.9.

Lemma 2.7. Fix a subset S ⊂ T and its minimum cutset ES. The boundary of
every C ∈ CC(ES) is itself the minimum cutset separating the terminals T ∩C from
T \ C in G, i.e., δ(C) = ET∩C.

Proof. Assume toward contradiction that δ(C) 6= ET∩C . Since both sets of edges
separate between the terminals T ∩ C and T \ C, then c(ET∩C) < c(δ(C)). Let us
replace the edges δ(C) by the edges ET∩C in the cutset of ES and call this new set
of edges E ′S, i.e. E ′S = (ES \ δ(C)) ∪ ET∩C . It is clear that c(E ′S) < c(ES). We
will prove that E ′S is also a cutset that separates between S and S̄ in the graph G,
contradicting the minimality of ES.

Assume without loss of generality that T ∩ C ⊆ S, and consider ES \ δ(C). By the
minimality of ES all the neighbors of C contain terminals of S̄, therefore the cutset
ES \ δ(C) separates the terminals S \ (T ∩C) from S̄ ∪ (T ∩C) in G. Now consider
E ′S = (ES \ δ(C))∪ET∩C and note that the connected component CC+NS(C) contains
all the terminals T ∩ C and some terminals of S̄. This cutset E ′S clearly separates
T ∩ C from all other terminals, and also separates S \ (T ∩ C) from S̄ ∪ (T ∩ C).
Altogether this cutset separates between S and S̄ in G, and the lemma follows.

Lemma 2.8. For every S ⊂ T , at least one component in CC(ES) is elementary.

Proof. Fix S ⊂ T . Lemma 2.7 yields that δ(C) = EC∩T for every C ∈ CC(ES),
thus it left to prove that there exists C ′ ∈ CC(ES) such that |CC(δ(C ′))| = 2.
For simplicity, we shall represent our graph G as a bipartite graph GS whose its
vertices and edges are CC(ES) and ES respectively, i.e. we get GS by contracting
every C ∈ CC(ES) in G into a vertex vC . Let V1(GS) = {vC : C ∩ T ⊆ S} and
V2(GS) = {vC : C ∩ T ⊆ S̄} be the partition of V (GS) into two sets. By the
minimality of ES the graph GS is connected, and each of V1(GS) and V2(GS) is an
independent set.

For every connected component C ∈ CC(ES), it is easy to see that |CC(δ(C))| = 2
if and only if GS \ {vC} is connected. Since GS is connected, it has a spanning tree
and thus GS \ {vC′} is connected for every leaf vC′ of that spanning tree, and the
lemma follows.
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Theorem 2.9 (Decomposition into Elementary Cutsets). For every S ⊂ T , the
minimum cutset ES can be decomposed into a disjoint union of elementary cutsets.

The idea of the proof is to iteratively decrease the number of connected components
in CC(ES) by uniting an elementary connected component with all its neighbors
(while recording the cutset between them), until we are left with only one connected
component — all of V .

Proof of Theorem 2.9. We will need the following definition. Given S ⊂ T and
its minimum cutset ES, we say that two connected components C,C ′ ∈ CC(ES)
are neighbors with respect to ES, if ES has an edge from C to C ′. We denote by
NS(C) ⊆ CC(ES) the set of neighbors of C with respect to ES. Observe that
removing δ(C) from the cutset ES is equivalent to uniting the connected component
C with all its neighborsNS(C). Denoting this new connected component by CC+NS(C)

we get that CC(ES \ δ(C)) =
(
CC(ES) \

(
{C} ∪NS(C)

))
∪ {CC+NS(C)}.

Let ES be a minimum cutset that separates S from S̄. By Lemma 2.8, there exists
a component C ∈ CC(ES) that is elementary, and by Lemma 2.7, δ(C) = ET∩C .
Assume without loss of generality that T ∩C ⊆ S (rather than S̄), and unite C with
all its neighbors NS(C). Now, we would like to show that this step is equivalent to
“moving” the terminals in C from S to S̄. Clearly, the new cutset ES\δ(C) separates
the terminals S ′ = S \ (T ∩ C) from T \ S ′ = S̄ ∪ (T ∩ C), but to prove that

ES′ = ES \ δ(C), (4)

we need to argue that this new cutset has minimum cost among those separating S ′

from S̄ ′. To this end, assume to the contrary; then ES′ must have a strictly smaller
cost than ES \ δ(C), because both cutsets separate S ′ from T \ S ′. Now similarly to
the proof of Lemma 2.7, it follows that ES′ ∪ δ(C) separates S from S̄, and has a
strictly smaller cost than ES, which contradicts the minimality of ES.

Using (4), we can write ES = δ(C) ·∪ES′ and continue iteratively with ES′ while it
is non-empty (i.e., |CC(ES′)| > 1). Formally, the theorem follows by induction on
|CC(ES)|.

To easily examine all the elementary cutsets in a graph G, we define

Te(G)
def
= {S ⊂ T : |CC(ES)| = 2}.

Using Theorem 2.9, the cost of every minimum terminal cut can be recovered, in a
certain manner, from the costs of the elementary cutsets of G, and this yields the
following corollary.
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Corollary 2.10. Let H be a k-terminal network with same terminals as G. If
Te(G) = Te(H) and

∀S ∈ Te(G), mincutG(S) ≤ mincutH(S) ≤ q ·mincutG(S), (5)

then H is a cut-sparsifier of G of quality q.

Proof. Given G and H as above, we only need to prove (1). To this end, fix S ⊂ T .
Observe that for every ϕ ⊆ Te(G) = Te(H), the set ∪S′∈ϕ argmincutG(S ′) is S-
separating in G if and only if for every t ∈ S and t′ ∈ S̄ there exists S ′ ∈ ϕ such
that without loss of generality t ∈ S ′ and t′ /∈ S ′. Thus, if ϕ is a partition of S,
i.e. S = ·∪

S′∈ϕ
S ′, then ∪S′∈ϕ argmincutG(S ′) is S-separating in G. Since the same

arguments hold also for H, we get the following:

∪
S′∈ϕ

argmincutG(S ′) is S-separating in G⇔ ∪
S′∈ϕ

argmincutH(S ′) is S-separating in H.

By Theorem 2.9, there exists ϕG ⊆ Te(G) such that S = ·∪
S′∈ϕG

S ′ and

argmincutG(S) = ·∪
S′∈ϕG

argmincutG(S ′), thus

mincutH(S) ≤
∑
S′∈ϕG

mincutH(S ′) ≤ q ·
∑
S′∈ϕG

mincutG(S ′) = q ·mincutG(S).

Applying Theorem 2.9 to H together with an analogous argument yields that
mincutG(S) ≤ mincutH(S), which proves (1) and the corollary follows.

2.3 Mimicking Networks for Planar Graphs

We now present an application of our results in Section 2.2. We begin with a bound
on the mimicking network size for a planar graph G as a function of the number
of elementary cutsets (Theorem 2.11). We then obtain an upper bound of O(k22k)
for every planar network (Corollary 2.12), which improves the previous work [KR13,
Theorem 1.1] by a factor of k, thanks to the use of elementary cuts. The underlying
reason is that the previous analysis in [KR13] considers all the 2k possible terminal
cutsets, and each of them is a collection of at most k simple cycles in the dual graph
G∗. We can consider only the elementary cutsets by Corollary 2.10, and each of
them is a simple cycle in G∗ by Definition 2.5. Thus, we consider a total of 2k simple
cycles, saving a factor of k over the earlier naive bound of k2k simple cycles.

Theorem 2.11. Every planar network G, in which |CC(ES ∪ ES′)| ≤ α for all
S, S ′ ∈ Te(G), admits a minor mimicking network H of size O(α · |Te(G)|2).
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The proof of this theorem appears in Section 2.3.1. It is based on applying the
machinery of [KR13], but restricting the analysis to elementary cutsets.

Corollary 2.12. Every planar network G admits a minor mimicking network of size
O(k22k).

Proof. Apply Theorem 2.11, using an easy bound α = O(k) from Lemma 2.4, and a
trivial bound on the number of elementary cutsets |Te(G)| ≤ 2k.

2.3.1 Proof of Theorem 2.11

Given a k-terminal network G and α > 0 such that |CC(ES ∪ ES′)| ≤ α for ev-
ery S, S ′ ∈ Te(G), we prove that it admits a minor mimicking network H of size
O(α|Te(G)|2). Let Ê = ∪S∈Te(G)ES, and construct H by contracting every connected

component of G \ Ê into a single vertex. Notice that edge contractions can only
increase the cost of any minimum terminal cut, and that in our construction edges
of an elementary cutset of G are never contracted. Thus, the resulting H is a minor
of G, that maintains all the elementary cutsets of G, and by Corollary 2.10 H main-
tains all the terminal mincuts of G. We proceed to bound the number of connected
components in G \ Ê, as this will clearly be the size of our mimicking network H.
The crucial step here is to use the planarity of G by employing the dual graph of G
denoted by G∗ (for basic notions of planar duality see Section 2.7).

Loosely speaking, the elementary cutsets in G correspond to cycles in the dual graph
G∗, and thus we consider the dual edges of Ê, which may be viewed as a subgraph
of G∗ comprising of (many) cycles. We then use Euler’s formula and the special
structure of this subgraph of cycles; more specifically, we count its meeting vertices,
which turns out to require the aforementioned bound of α for two sets of terminals
S, S ′. This gives us a bound on the number of faces in this subgraph, which in turn
is exactly the number of connected components in the primal graph (Lemma 2.14).
Observe that removing edges from a graph G can disconnect it into (one or more)
connected components. The next lemma characterizes this behavior in terms of the
dual graph G∗. Let Vm(G) be all the vertices in the graph G with degree ≥ 3, and
call them meeting vertices of G. The following lemma bounds the number of meeting
vertices in two elementary cuts by O(α).

Lemma 2.13. For every two subsets of terminals S, S ′ ∈ Te(G), the dual graph
G∗[E∗S ∪ E∗S′ ] has at most 2α meeting vertices.

Proof Sketch. For simplicity denote by G∗SS′ the graph G∗[E∗S∪E∗S′ ]. By our assump-
tion, the graph G \ (ES ∪ ES′) has at most α connected components. By Lemma
2.48 every connected component in G \ (ES ∪ ES′) corresponds to a face in G∗SS′ .
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Therefore, G∗SS′ has at most α faces. Let VSS′ , ESS′ and FSS′ be the vertices, edges
and faces of the graph G∗SS′ . Note that the degree of every vertex in that graph
is at least 2. Thus, by the degree-sum formula (the total degree of all vertices
equals to twice the number of edges), 2|ESS′ | ≥ 2|VSS′ \ Vm(G∗SS′)| + 3|Vm(G∗SS′)|
and so |ESS′| ≥ |VSS′ | + 1

2
Vm(G∗SS′). Together with Euler formula we get that

α ≥ |FSS′ | ≥ |ESS′| − |VSS′| ≥ 1
2
|Vm(G∗SS′)|, and the lemma follows.

Lemma 2.14. The dual graph G∗[Ê∗] has at most O(α|Te(G)|2) faces. Thus, G \ Ê
has at most
O(α|Te(G)|2) connected components.

Proof Sketch. For simplicity denote by Ĝ∗ the graph G∗[Ê∗], and let Em(Ĝ∗) be all
the edges in Ĝ∗ that are incident to meeting vertices. Fix an elementary subset
of terminals S ∈ Te(G). By Lemma 2.13 there are at most 2α meeting vertices in
G∗[E∗S ∪ E∗S′ ], for every S ′ ∈ Te(G). Summing over all the different S ′ in Te(G) we
get that there are at most 2α|Te(G)| meeting vertices on the cycle E∗S in the graph
Ĝ∗. Since the degree of every vertex in G∗(E∗S) is 2, we get that

|E∗S ∩ Em(Ĝ∗)| ≤ 2|V (G∗(E∗S)) ∩ Vm(Ĝ∗)| ≤ 4α|Te(G)|.

Again summing over at most |Te(G)| different elementary subsets S we get that
|Em(Ĝ∗)| ≤ 4α|Te(G)|2. Plugging it into Euler formula for the graph G∗[Ê∗], together
with the inequality |E(Ĝ∗) \ Em(Ĝ∗)| ≤ |V (Ĝ∗) \ Vm(Ĝ∗)| by the fact that the two
sides represent the edges and vertices of a graph consisting of vertex-disjoint paths
(because its maximum degree is at most 2), we get the following

|F (Ĝ∗)| = |E(Ĝ∗)| − |V (Ĝ∗)|+ 1 + |CC(Ĝ∗)|
≤ |Em(Ĝ∗)| − |Vm(Ĝ∗)|+ 1 + |CC(Ĝ∗)|
≤ 4α|Te(G)|2 + 1 + |CC(Ĝ∗)|.

Since |Te(G)| ≥ k it left to bound |CC(Ĝ∗)| by k. Assume towards contradiction
that |CC(Ĝ∗)| ≥ k + 1, thus there exists a connected component W in Ĝ∗ that
does not contains a terminal face of G∗. By the construction of Ê∗, W contains
at least one elementary shortest cycle that separates between terminal faces of G∗

in contradiction. Finally, Lemma 2.48 with M = Ê yields that |CC(G \ Ê)| =
|F (G∗[Ê∗])| = O(α|Te(G)|2) and the lemma follows.

Recall that we construct our mimicking network H by contracting every connected
component of G \ Ê into a single vertex. By Lemma 2.14 we get that H is a minor
of G of size O(α|Te(G)|2) and Theorem 2.11 follows.
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2.4 Mimicking Networks for Planar Graphs with Bounded
γ(G)

In this section, the setup is that G = (V,E, T, c) is a planar k-terminal network with
terminal face cover γ = γ(G). Let f1, . . . , fγ be faces that are incident to all the
terminals, and let ki denote the number of terminals incident to face fi. We can in
effect assume that

∑γ
i=1 ki = k, because we can count each terminal as incident to

only one face, and “ignore” its incidence to the other γ − 1 faces (if any).

Our goal is to construct for G a mimicking network H, and bound its size as a
function of k and γ(G). Our construction of H is the same as in Theorem 2.11, and
the challenge is to bound its size. The implications to flow sparsifiers are discussed
in Section 2.4.4.

All terminals are on one face. We start with the basic case γ = 1, i.e., all the
terminals are on the same face, which we can assume to be the outerface. The idea
is to apply Theorem 2.11. The first step is to characterize all the elementary cutsets,
which yields immediately an upper bound on their number. The second step is to
analyze the interaction between any two elementary cutsets.

Theorem 2.15. In every planar k-terminal network G with γ(G) = 1, the number
of elementary cutsets is |Te(G)| ≤

(
k
2

)
.

The proof, appearing in Section 2.4.1, is based on two observations that view the
outerface as a cycle of vertices: (1) every elementary cutset disconnects the out-
erface’s cycle into two paths, which we call intervals (see Definition 2.22); and (2)
every such interval can be identified by the terminals it contains. It then follows that
every elementary cutset ES is uniquely determined by two terminals, leading to the
required bound.

The next lemma bounds the interaction between any two elementary cutsets. Its
proof appears at the end of Section 2.4.1.

Lemma 2.16. For every planar k-terminal network G with γ(G) = 1, and for every
S, S ′ ∈ Te(G), there are at most 4 connected components in G \ (ES ∪ ES′).

Corollary 2.17. Every planar k-terminal network G with γ(G) = 1 admits a minor
mimicking network of size s = O(k4).

Proof. Apply Theorem 2.11, with α = 4 from Lemma 2.16 and |Te(G)| ≤ k2 from
Theorem 2.15.
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All terminals are on γ faces - First bound. Our first (and weaker) bound
for the general case γ ≥ 1 follows by applying Theorem 2.11. To this end, we
bound the number of elementary cutsets by (2k/γ)2γ in Theorem 2.18, whose proof
is in Section 2.4.2, and then conclude a mimicking network size of O(k(2k/γ)4γ) in
Corollary 2.19.

Theorem 2.18. In every planar k-terminal network G with γ = γ(G), the number
of different elementary cutsets is |Te(G)| ≤ 22γ (Πγ

i=1k
2
i ) ≤ (2k/γ)2γ.

Corollary 2.19. Every planar k-terminal network G with γ = γ(G) admits a mim-
icking network of size s = O (k(2k/γ)4γ).

Proof. Apply Theorem 2.11, using α = O(k) from Lemma 2.4 and |Te(G)| ≤ (2k/γ)2γ

from Theorem 2.18.

All terminals are on γ faces - Second bound. Our second (and improved)
result for the general case γ ≥ 1 follows by a refined analysis of the elementary
cutsets. While our bound of (2k)2γ on the number of elementary cutsets is tight,
it leads to a wasteful mimicking network size (for example, plugging the worst-case
γ = k into Corollary 2.19 is inferior to the bound in Corollary 2.12). The reason
is that this approach over-counts edges of the mimicking network, and we therefore
devise a new proof strategy that decomposes each elementary cutset even further,
in a special way that lets us to count the underlying fragments (special subsets of
edges) without repetitions. We remark that the actual proof works in the dual graph
G∗, and decomposes a simple cycle into (special) paths.

Theorem 2.20 (Further Decomposition of Elementary Cutsets). Every planar k-
terminal network G with k1, . . . , kγ as above, has p = 2γ

(
1 +

∑γ
i,j=1 kikj

)
≤ O(2γk2)

subsets of edges E1, . . . , Ep ⊂ E, such that every elementary cutset in G can be
decomposed into a disjoint union of some of these Ei’s, and each of Ei contains
exactly 2 edges from the boundaries of the faces f1, . . . , fγ.

We prove this theorem in Section 2.4.3. The main difficulty is to define subsets of
edges that are contained in elementary cutsets and are also easy to identify. We
implement this identification by attaching to every such subset a three-part label.
We prove that each label is unique, and count the number of different possible labels,
which obviously bounds the number of such “special” subsets of edges.

Corollary 2.21. Every planar k-terminal network G with γ = γ(G) admits a minor
mimicking network of size s = O(γ22γk4).

A slightly weaker bound ofO(22γk5) on the mimicking network size follows easily from
Theorem 2.11 by replacing elementary cutsets with our “special” subsets of edges.
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To this end, it is easy to verify that all arguments about elementary cutsets hold
also for the “special” subsets of edges. This includes the bound α = O(k), because if
every two elementary cutsets intersect at most O(k) times, then certainly every two
“special” subsets (which are subsets of elementary cutsets) intersect at most O(k)
times. We can thus apply Theorem 2.11 with α = O(k) and “replacing” |Te(G)|
with O(2γk2) that we have by Theorem 2.20. The stronger bound in Corollary 2.21
follows by showing that α = O(γ) for “special” subsets of edges.

Proof of Corollary 2.21. Given a planar k-terminal network G with γ(G) = γ, use
Theorem 2.20 to decompose the elementary terminal cutsets of G into p = O(2γk2)
subsets of edges E1, . . . , Ep as stated above. Since each of Ei has exactly two edges
from the boundaries of the faces f1, . . . , fγ, then for every Ei and Ej there are at most
O(γ) connected components in G\ (Ei∪Ej) that contain terminals. Let ES and ES′
be elementary cutsets of G such that Ei ⊆ ES and Ej ⊆ ES′ . By Lemma 2.4, each
connected component in G \ (ES ∪ ES′) must contain at least one terminal. Thus,
each connected component in G\ (Ei∪Ej) must contain at least one terminal, which
bound the number of its connected components by O(γ). Apply Theorem 2.11 with
|Te(G)| = O(2γk2) and α = O(γ) and the corollary follows.

2.4.1 Proof of Theorem 2.15 and Lemma 2.16

In this section we prove Theorem 2.15, which bounds the number of elementary
cutsets when γ = 1. We start with a few definitions and lemmas. Let G = (V,E, T, c)
be a connected planar k-terminal network, such that the terminals t1, . . . , tk are all
on the same face in that order. Assume without loss of generality that this special
face is the outerface f∞. We refer to this outerface as a clockwise-ordered cycle
〈v∞1 , v∞2 , . . . , v∞l 〉, such that for every two terminals ti, tj if v∞x = ti and v∞y = tj then
i < j if and only if x < y.

Definition 2.22. An interval of f∞ is a subpath Î = 〈v∞i , v∞i+1, . . . , v
∞
j 〉 if i ≤ j and

in the case where i > j Î = 〈v∞i , . . . , v∞l , v∞1 , . . . , v∞j 〉. Denote its vertices by V (Î)

or, slightly abusing notation, simply by Î.

Two trivial cases are a single vertex 〈v∞i 〉 if i = j, and the entire outerface cycle f∞
if i = j − 1.

Definition 2.23. Given W ⊆ V , an interval Î = 〈v∞i , v∞i+1, . . . , v
∞
j 〉 is called maxi-

mal with respect to W , if V (Î) ⊆ W and no interval in W strictly contains Î, i.e.
v∞i−1, v

∞
j+1 /∈ W . Let I(W ) be the set of all maximal intervals with respect to W , and

let the order of W ⊆ V be |I(W )|.
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𝑞5 
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𝐺 ∖ 𝐸𝑆 

𝑆 = {𝑞3, 𝑞4, 𝑞5, 𝑞6, 𝑞9, 𝑞10, 𝑞13} 

𝑆 = {𝑞1, 𝑞2, 𝑞7, 𝑞8, 𝑞11, 𝑞12, 𝑞14 } 

Figure 1: A minimum cutset ES that partitions the graph G into 6 connected compo-
nents CC(ES) = {C1, . . . , C6}, and partitions the outerface vertices into 10 intervals
I(CC(ES)) = {I1, . . . , I10}. Large nodes represent terminals, colored according to
whether they lie in S or S̄.

Observe that I(W ) is a unique partition of W ∩V (f∞), hence the order of W is well
defined. Later on, we apply Definition 2.23 to connected components C ∈ CC(ES),
instead of arbitrary subsets W ⊆ V . For example, in Figure 1, I(C3) = {I3, I5, I9},
and the order of C3 is |I(C3)| = 3.

Lemma 2.24. For every subset S ⊂ T , ·∪C∈CC(ES) I(C) is a partition of V (f∞).

Proof. Fix S ⊂ T and its minimum cutset ES. Then CC(ES) is a partition of the
vertices V into connected components. It induces a partition also of V (f∞), i.e
V (f∞) = ·∪C∈CC(ES)

(
C∩V (f∞)

)
. By Definition 2.23, each C∩V (f∞) can be further

partitioned into maximal intervals, given by I(C). Combining all these partitions,
and the lemma follows. See Figure 1 for illustration.

Lemma 2.25. For every S ⊂ T and its minimum cutset ES, if C ∈ CC(ES) is an
elementary connected component in G, then |I(C)| = 1.

Proof. Since C is elementary, there are exactly two connected components C and C ′

in CC(δ(C)). By Lemma 2.4 each of C and C ′ contains at least one terminal. Since
all the terminals are on the outerface, each of C and C ′ contains at least one interval.
Assume toward contradiction that C contains at least two maximal intervals I1 and
I3, then there must be at least two intervals I2 and I4 in C ′ that appear on the
outerface in an alternating order, i.e. I1, I2, I3, I4. Let vi be a vertex in the interval
Ii, and denote by P13 and P24 a path that connects between v1, v3 and between
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 𝐼𝑆  
𝐼𝑆′ 
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𝐶𝑆 ∩𝑆′  𝐶𝑆∩𝑆′  

Figure 2: The union of two elementary cutsets, ES ∪ ES′ , disconnects G into (at
most) 4 connected components, and the outerface into 4 intervals.

v2, v4 correspondingly. Note that P13 is contained in C and P24 is contained in C ′.
Moreover note that these two paths must intersect each other, giving a contradiction,
and the lemma follows.

We are ready to prove Theorem 2.15. Recall that for every S ⊂ T , if ES is an
elementary cutset then by Lemma 2.25 each of S and S̄ must be a single interval.
Hence they must be of the form {ti, ti+1, . . . , tj} and {tj+1, . . . , ti−1} allowing wrap-
around. Thus, we can characterize S and S̄ by the pairs (i, j) and (j + 1, i − 1)
respectively. There are at most k(k − 1) such different pairs, since S 6= T and thus
j 6= i − 1. By the symmetry between S and S̄, we should divide that number by 2
and Theorem 2.15 follows.

Proof of Lemma 2.16. Let ES and ES′ be two elementary minimum cutsets, and let
CS and CS̄ be the two elementary connected components in CC(ES). By Lemma
2.25, each of CS and CS̄ contains exactly one maximal interval denoted by IS and
IS̄ respectively, and similarly denote CS′ , CS̄′ , IS′ and IS̄′ for ES′ . Since each of the
cutsets ES and ES′ intersect the cycle of the outerface in exactly two edges, the
cutset ES ∪ ES′ intersects the cycle of the outerface in at most 4 edges. Therefore
the graph G \ (ES ∪ ES′) has at most 4 maximal intervals. By Lemma 2.4, every
connected component in CC(ES∪ES′) must contains at least one terminal. Since all
the terminals lie on the outerface, any connected component that contains terminal
must contains also an interval. Every interval is contained in exactly one connected
component. Thus, there are at most 4 connected components in CC(ES ∪ES′), and
the lemma follows. See Figure 2 for illustration.
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2.4.2 Proof of Theorem 2.18

In this section we prove Theorem 2.18, which bounds the number of elementary
cutsets when γ > 1. Since we assume (by perturbation) that there is a one-to-one
correspondence between S ⊆ T and ES, it suffices to bound the number of different
ways that an elementary cutset can partition the terminals into S and S̄. We achieve
the latter by two observations, which are extensions of the ideas in Theorem 2.15.
First, an elementary cutset can break each of the γ faces into at most two paths,
which overall splits the terminals into at most 2γ subsets. As each subset (path)
can lie either in S or in S̄, there are at most 22γ different ways to partition T into S
and S̄ (this bound includes cases where two paths from the same face lie both in S
or both in S̄, which is equivalent to not breaking the face into two paths). Second,
there are

(
ki
2

)
ways that the face fi can be broken into 2 paths by elementary cutsets,

which gives overall Πγ
i=1

(
ki
2

)
ways to break all the γ faces simultaneously. Combining

these two observations leads to the required bound.

We start with a few definitions. Let G = (V,E, F, T, c) be a k-terminal network
with γ faces f1, . . . , fγ, where each fi contains the ki terminals Ti (breaking ties
arbitrarily), where T = ·∪γi=1 Ti and thus k =

∑γ
i=1 ki. Denote the terminals in Ti by

ti1, . . . , t
i
ki

, where the order is by a clockwise order around the boundary of fi, starting
with an arbitrary terminal; for simplicity, we shall write tj instead of tij when the
face fi is clear from the context. Let G∗ be the dual graph of G. The graph G∗ has
k terminal faces {ftij} that are dual to the terminals {tij} of G, and has γ special

vertices W = {w1, . . . , wγ} that are dual to the faces f1, . . . , fγ of G (see Section 2.7
for basic notions of planar duality).

We label each S ∈ Te(G) (and its elementary cycle E∗S) by two vectors x̄, ȳ, as follows.
Since E∗S is a simple cycle, it visits every vertex wi ∈ W at most once. If it does visit
wi, then exactly two cycle edges are incident to wi. and these two edges naturally
partition the faces around wi into two subsets. Moreover, each subset appears as
a contiguous subsequence if the faces around wi are scanned in a clockwise order.
In particular, the terminal faces ft1 , . . . , ftki are partitioned into two subsets, whose
indices can be written as {txi , . . . , tyi−1} and {tyi , . . . , txi−1}, for some xi, yi ∈ [ki],
under the two conventions: (i) we allow wraparound, i.e., tki+1 = t1 and so forth; (ii)
if xi = yi, then we have a trivial partition of Ti, where one subset is Ti and the other
is ∅. Observe that one of these subsets is contained in S and the other in S̄, thus we
can assume that {txi , . . . , tyi−1} ⊆ S and {tyi , . . . , txi−1} ⊂ S̄. If the cycle E∗S does
not visit wi, then we simply define xi = yi = 1, which represents a trivial partitioning
of Ti. The labels are now defined as x̄ = (x1, . . . , xγ) and ȳ = (y1, . . . , yγ).

We now claim that G∗ has at most 22γ elementary cycles with the same label (x̄, ȳ).
To see this, fix x̄, ȳ ∈ [k1] × · · · × [kγ] and modify G∗ into a plane graph G∗x̄,ȳ with
at most 2γ terminal faces, as follows. For every wi, create a single terminal face
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𝑓𝑡𝑥𝑖−1
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Figure 3: A simple cycle E∗S separates the faces around wi into two subsets. The
primal graph G is shown in black, and its dual G∗ in red. Thicker lines are used for
edges of the elementary cutset ES and of the cycle E∗S. Dashed lines represent dual
edges that are removed by merging faces, and primal edges that are contracted.

f ixi by “merging” faces around wi, starting from ftxi and going in a clockwise order
until ftyi−1 (inclusive). Then merge similarly the faces from ftyi and until ftxi−1

into a single terminal face f iyi . If xi = yi, then the two merging operations above
are identical, and thus (as an exception) create only one terminal face denoted f ixi .
Formally, a merge of two faces is implemented by removing the edge incident to wi
that goes between the relevant faces. Observe that removing these edges in G∗ can be
described in G as contracting the path around the boundary of the face fi from the
terminal txi to tyi−1, and similarly from the terminal tyi to txi−1, see Figure 3. It is
easy to verify that the modified graph G∗x̄,ȳ is planar, and that every elementary cycle
E∗S in G∗ with this label (x̄, ȳ) is also an elementary cycle in G∗x̄,ȳ that separates the
new terminal faces in a certain way. Usually, the new terminal faces are separated
into {f ixi}

γ
i=1 and {f iyi}

γ
i=1, except that when xi = yi, we have only one new terminal

face f ixi , which should possibly be included with the yi’s instead of with the x′i. Since
G∗x̄,ȳ has at most 2γ terminal faces, it can have at most 22γ elementary cycles (one for
each subset). This shows that for every label (x̄, ȳ), there are at most 22γ different
elementary cycles in G∗, as claimed.

Finally, the number of distinct labels (x̄, ȳ) is clearly bounded by Πγ
i=1k

2
i and the

above claim applies to each of them. By the inequality of arithmetic and geometric
means Πγ

i=1k
2
i ≤ (k/γ)2γ. Therefore, the total number of different elementary cycles

in G∗ is at most (2k/γ)2γ, and Theorem 2.18 follows.
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2.4.3 Proof of Theorem 2.20

In this section we prove Theorem 2.20, which actually decompose the elementary
cutsets in a “bounded manner” when γ > 1. The idea is to consider the dual graph,
which has γ special vertices, and elementary cycles. Since every elementary cycle is a
simple cycle, it visits each of the γ vertices at most once, and thus we can decompose
the elementary cycles into paths, such that the two endpoints of every path belong to
the γ vertices. The challenging part is to count how many distinct paths are there.

We shall use the notation introduced in the beginning of Section 2.4.2. In particular,
the graph G has terminals T = ·∪γi=1 Ti, where Ti = {ti1, . . . , tiki} are the terminals on
the boundary of special face fi, and for simplicity we omit i when it is clear from the
context. The dual graph, denoted G∗ has terminal faces {ftij} and special vertices

W = {w1, . . . , wγ}. Let v∞ ∈ V be the vertex whose dual face fv∞ is the outerface
of G∗.

Informally, the next definition determines whether fv, the face dual to a vertex v ∈ V ,
lies “inside” or “outside” a circuit M∗ in G∗. It works by counting how many times
a path from v to v∞ “crosses” M∗ and evaluating it modulo 2 (i.e., its parity). The
formal definition is more technical because it involves fixing a path, but the ensuing
claim shows the value is actually independent of the path. Moreover, we need to
properly define a “crossing” between a path Φ in G and a circuit in G∗; to this end,
we view the path Φ as a sequence of faces in G∗, that goes from fv to fv∞ and at
each step “crosses” an edge of G∗.

Definition 2.26 (Parity of a dual face). Let fv be the dual face to a vertex v ∈ V ,
and fix a simple path in G between v and v∞, denoted Φ. Let M∗ be a circuit in
G∗, and observe that its edges E(M∗) form a multiset. Define the parity of fv with
respect to M∗ to be

Par(fv,M
∗) :=

( ∑
e∈E(Φ)

Count(e∗, E(M∗))
)

mod 2,

where Count(a,A) is the number of times an element a appears in a multiset A.

The next claim justifies the omission of the path Φ in the notation Par(fv,M
∗).

Claim 2.27. Fix v ∈ V , and let Φ and Φ′ be two paths in G between v and v∞.
Then for every circuit M∗ in G∗,∑

e∈E(Φ)

Count(e∗, E(M∗)) =
∑

e∈E(Φ′)

Count(e∗, E(M∗)) (mod 2).

Proof. Fix a vertex v ∈ V and its dual face fv. Fix also a circuit M∗, and a
decomposition of it into simple cycles. We say that a simple cycle in G∗ (like one
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from the decomposition of M∗) contains the face fv if that cycle separates fv from the
outerface fv∞ . Let Φ be a path between v and v∞. By the Jordan Curve Theorem,
the path’s dual edges {e∗ : e ∈ E(Φ)} intersect a simple cycle in G∗ an odd number
of times if and only if that simple cycle contains the dual face fv. By summing this
quantity over the simple cycles in the decomposition of M∗, we get that∑

e∈E(Φ)

Count(e∗, E(M∗)) = 1 (mod 2)

if and only if fv is contained in an odd number of these simple cycles. The latter is
clearly independent of the path Φ, which proves the claim.

Given a circuit M∗ in G∗, we use the above definition to partition the terminals T
into two sets according to their parity, namely,

Todd(M
∗)

def
= {t ∈ T : Par(ft,M

∗) = 1},

Teven(M∗)
def
= {t ∈ T : Par(ft,M

∗) = 0}.

Given S ∈ Te(G), recall that E∗S is the shortest cycle which is S-separating in G∗

(i.e. it separates between the terminal faces S∗ and S̄∗). Since E∗S is an elementary
cycle, it separates the plane into exactly two regions, which implies, without loss
of generality , Todd(E

∗
S) = S and Teven(E∗S) = S̄. Moreover, E∗S is a simple cycle

and thus goes through every vertex of W at most once. We decompose E∗S into
|W ∩ V (E∗S)| paths in the obvious way, where the two endpoints of each path, and
only them, are in W , and we let ΠS denote this collection of paths in G∗. There
are two exceptional cases here; first, if |W ∩ V (E∗S)| = 1 then we let ΠS contain one
path whose two endpoints are the same vertex (so actually a simple cycle). second,
if |W ∩ V (E∗S)| = 0 then we let ΠS = ∅ (we will deal with this case separately later).
Now define the set

Π
def
=

⋃
S∈Te(G)

ΠS

be the collection of all the paths that are obtained in this way over all possible
S ∈ Te(G). Notice that if the same path is contained in multiple sets ΠS, then it
is included in the set Π only once (in fact, this “overlap” is what we are trying to
leverage).

Now give to each path P ∈ Π a label that consists of three parts: (1) the two
endpoints of P , say wi, wj ∈ W ; (2) the two successive terminals on each of the faces
fi and fj, which describe where the path P enters vertices wi and wj, say between
tix−1, t

i
x and between tjy, t

j
y+1; and (3) the set Todd(P ∪Πij), where Πij is the shortest

path (or any other fixed path) that agrees with parts (1) and (2) of the label and
does not go through W , i.e., the shortest path between wi and wj that enters them
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between tix−1, t
i
x and tjy, t

j
y+1 and does not go through any other vertex in W . This

includes the exceptional case i = j, in which P is actually a simple cycle.

We proceed to show that each label is given to at most one path in Π (which will be
used to bound |Π|). Assume toward contradiction that two different paths P, P ′ ∈ Π
get the same label, and suppose c(P ′) < c(P ). Suppose P is the path between wi to
wj in E∗S for S ∈ Te(G), and P ′ is the path between the same endpoints (because
of the same label) in E∗S′ for another S ′ ∈ Te(G). By construction, the paths P and
P ′ are simple, because E∗S and E∗S′ are elementary cycles, and only their endpoint
vertices are from W .

The key to arriving at a contradiction is the next lemma. In these proofs, a path P
is viewed as a multiset of edges E(P ), and the union and subtraction operations are
applied to multisets. In particular, the union of two paths with the same endpoints
gives a circuit.

Lemma 2.28. The circuit (E∗S \ P ) ∪ P ′ is S-separating.

To prove this lemma, we will need the following two claims.

Claim 2.29. Let A,B and C be (the edge sets of) simple paths in G∗ between the
same wi, wj ∈ W . Then

∀t ∈ T, Par(ft, A ∪ C) = Par(ft, A ∪B) + Par(ft, B ∪ C) (mod 2).

Proof. Fix t ∈ T and a path Φ between t and v∞. Since A,B and C are simple
paths, ∑

e∈E(Φ)

Count(e∗, A ∪ C) = |E∗(Φ) ∩ A|+ |E∗(Φ) ∩ C|,

∑
e∈E(Φ)

Count(e∗, A ∪B) = |E∗(Φ) ∩ A|+ |E∗(Φ) ∩B|,

∑
e∈E(Φ)

Count(e∗, B ∪ C) = |E∗(Φ) ∩B|+ |E∗(Φ) ∩ C|.

Summing the three equations above modulo 2 yields

Par(ft, A ∪ C) + Par(ft, A ∪B) + Par(ft, B ∪ C) = 0 (mod 2),

which proves the claim.

Claim 2.30. Let
a

be the symmetric difference between two sets. For every 3 simple
paths A,B and C between wi, wj ∈ W ,

Todd(A ∪ C) = Todd(A ∪B)
i

Todd(B ∪ C).
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Proof. Observe that Todd(A ∪B)
a
Todd(B ∪ C) contains all t ∈ T for which exactly

one of Par(ft, A∪B) and Par(ft, B∪C) is equal to 1, which by Claim 2.29 is equivalent
to having Par(ft, A ∪ C) = 1.

Proof of Lemma 2.28. To set up some notation, let Q
def
= E∗S \ P be a simple path

between wi and wj. Since E∗S is a simple cycle that contains P , we can write E∗S =
Q ∪ P .

The idea is to swap the path P in E∗S with the other path P ′, which for sake of
analysis is implemented in two steps. The first step replace P (in E∗S) with Πij,
which gives the circuit (E∗S \ P ) ∪Πij = Q ∪Πij. The second step replaces Πij with
P ′, which results with the circuit Q ∪ P ′ = (E∗S \ P ) ∪ P ′. Now apply Claim 2.30
twice, once to the simple paths A = Q, B = P and C = Πij, and once to the simple
paths A = Q, B = Πij and C = P ′, we get that

Todd(Q ∪ Πij) = Todd(E
∗
S)

i
Todd(P ∪ Πij),

Todd(Q ∪ P ′) = Todd(Q ∪ Πij)
i

Todd(Πij ∪ P ′).

By plugging the first equality above into the second one, and observing that Todd(Πij∪
P ) = Todd(Πij ∪ P ′) because P and P ′ have the same label, we obtain that

Todd(Q ∪ P ′) = Todd(E
∗
S). (6)

Finally, it is easy to verify that the circuit Q∪P ′ must separate between Todd(Q∪P ′)
and Teven(Q ∪ P ′). Using (6) and the fact that E∗S is an elementary cycle, we know
that Todd(Q ∪ P ′) = Todd(E

∗
S) = S, and thus Teven(Q ∪ P ′) = T \ S. It follows that

Q ∪ P ′ is S-separating, as required.

Lemma 2.28 shows that the circuit (E∗S \ P ) ∪ P ′ is S-separating, while also having
lower cost than E∗S. This contradicts the minimality of E∗S, and shows that the paths
in Π have distinct labels. Thus, |Π| is at most the number of distinct labels, and we
will bound the latter using the following claim.

Claim 2.31. Let P ∈ Π be a path between wi and wj, and let r ∈ [γ]. Then

∀t, t′ ∈ Tr, Par(ft, P ∪ Πij) = Par(ft′ , P ∪ Πij),

where Πij is the shortest path with the same parts (1) and (2) of the label as P , and
does not go through any other vertices of W .

Proof. Since t, t′ ∈ Tr, their dual faces ft and ft′ share wr on their boundary. P and
Πij are simple paths in G∗ with the same endpoints, and thus P ∪Πij is a circuit in
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G∗, which by construction does not go through any vertex wr with r 6= i, j. Fix a
path Φ in G between t and v∞. We can extend it into a path Φ′ between t′ and v∞,
by taking a path At′t in G that goes around the face fr between t′ and t (both are

on the face fr, because t, t′ ∈ Tr), and letting Φ′
def
= At′t ∪ Φ.

Since P and Πij agree on the same parts (1) and (2) of the label, then P ∪Πij have
exactly two edges between some two successive terminals on each of the faces fi and
fj. Thus, if r 6= i, j then |At′t ∩ (P ∪ Πij)| = 0. If r = i or r = j but i 6= j then
|At′t ∩ (P ∪ Πij)| is either 0 or 2. And if r = i = j then |At′t ∩ (P ∪ Πij)| is either
0, 2 or 4. Therefore, if we examine the parities of ft and ft′ with respect to P ∪ Πij

using the paths Φ and Φ′ = At′t∪Φ, respectively, we conclude that these parities are
equal, as required.

We can now bound the number of possible labels of a path P ∈ Π. There are γ2

possibilities for part 1 of the label, i.e., the endpoints wi, wj ∈ W of P (note that we
may have i = j). Given this data, there are kikj possibilities for part 2, i.e., between
which two terminals the path P exits wi and enters wj. Furthermore, the number of
possibilities for part 3 is the number of different subsets Todd(P ∪Πij). By Claim 2.31
for every r ∈ [γ] either Tr ⊆ Todd(P ∪Πij) or Tr∩Todd(P ∪Πij) = ∅. Thus, the number
of different subsets Todd(P ∪ Πij) is the number of different subsets of {T1, . . . , Tγ},
which is at most 2γ. Altogether we get that there are at most 2γ

∑γ
i,j=1 ki ·kj different

labels.

Finally, there are also cycles E∗S for S ∈ Te(G) that do not go through any vertices
of W , i.e. W ∩ V (E∗S) = ∅. Thus, they are not include in Π, so we count them now
separately. Recall that without loss of generality Todd(E

∗
S) = S, i.e every such cycle

E∗S is identified uniquely by a different subset Todd(·). Since by Claim 2.31 there are
at most 2γ such subsets, we get that there are at most 2γ such cycles. Adding them
to our calculation, and Theorem 2.20 follows.

2.4.4 Flow Sparsifiers

Okamura and Seymour [OS81] proved that in every planar network with γ(G) = 1,
the flow-cut gap is 1 (as usual, flow refers here to multicommodity flow between
terminals). It follows immediately, see e.g. [AGK14], that for such a graph G, every
(q, s)-cut-sparsifier is itself also a (q, s)-flow-sparsifier of G. Thus, Corollary 2.17
implies the following.

Corollary 2.32. Every planar k-terminal network G with γ = 1 admits a minor
(1, O(k4))-flow-sparsifier.

Chekuri, Shepherd, and Weibel [CSW13, Theorem 4.13] proved that in every planar
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Figure 4: A planar 20-terminal network with γ = 5. Let S ⊂ T be all the black
terminals, then E∗S (red dashed line) is split into 4 paths P, P ′, P ′′, P ′′′. The la-
bel of P , for example, is (1) w1 and w2; (2) t1, t2 and t5, t8; (3) Todd(P ∪ Π12) =
{t1, t2, t3, t4, t18, t19, t20}, and is computed using Π12 (blue dashed line).

network G, the flow-cut gap is at most 3γ(G), and thus Corollary 2.21 implies the
following.

Corollary 2.33. Every planar k-terminal network G with γ = γ(G) admits a minor
(3γ,O(γ22γk4))-flow-sparsifier.

2.5 Terminal-Cuts Scheme

In this section we present applications of our results in Section 2.2 to data structures
that store all the minimum terminal cuts in a graph G. As our focus is on the
data structure’s memory requirement, we do not discuss its query time. We start
with a formal definition of such a data structure, and then provide our bounds of
Õ(|Te|) bits for general graphs (Theorem 2.35), and Õ(2γk2) bits for planar graphs
(Corollaries 2.36 and 2.37). In comparison, a trivial data structure for general graphs
uses Õ(2k) bits, by storing the cost of all the terminal mincuts explicitly.

Definition 2.34. A terminal-cuts scheme (TC-scheme) is a data structure that uses
a storage (memory) M to support the following two operations on a k-terminal net-
work G = (V,E, T, c), where n = |V | and c : E → {1, . . . , nO(1)}.

1. Preprocessing, denoted P , which gets as input the network G and builds M .

38



2. Query, denoted R, which gets as input a subset of terminals S, and uses M
(without access to G) to output the cost of the minimum cutset ES.

We usually assume a machine word size of O(log n) bits, because even if G has only
unit-weight edges, the cost of a cut might be O(n2), which is not bounded in terms
of k.

Theorem 2.35. Every k-terminal network G = (V,E, T, c) admits a TC-scheme
with storage size of O(|Te(G)|(k + log n)) bits, where Te(G) is the set of elementary
cutsets in G.

Proof. We construct a TC-scheme as follows. In the preprocessing stage, given G,
the TC-scheme stores 〈S, c(ES)〉 for every S ∈ Te(G), where S is written using k
bits. The cost of every cutset is at most |E| · nO(1) = poly(n), and thus the storage
size of the TC-scheme is O(|Te(G)|(k + log n)) bits, as required. Now given a subset
S ⊂ T , the query operation R(S;P (G)) outputs

min
{∑
S′∈ϕ

mincutG(S ′) : ϕ ⊆ Te(G) s.t. ∪
S′∈ϕ

argmincutG(S ′) is S-separating in G
}
.

(7)
Since for every ϕ ⊆ 2T , the cutset ∪S′∈ϕ argmincutG(S ′) is S-separating in G if and
only if |1S(ti) − 1S(tj)| ≤

∑
S′∈ϕ |1S′(ti) − 1S′(tj)| for all i, j ∈ [k], the calculation

in (7) can be done with no access to G. Clearly, mincutG(S) ≤ R(S;P (G)). By
Theorem 2.9, there is ϕ ⊆ Te(G) such that argmincutG(S) = ·∪S′∈ϕ argmincutG(S ′)
and mincutG(S) =

∑
S′∈ϕ mincutG(S ′). Thus, R(S ′;P (G)) = mincutG(S ′).

Corollary 2.36. Every planar k-terminal network G with γ = 1 admits a TC-scheme
with storage size of O(k2 log n) bits, i.e., O(k2) words.

Proof. If G is a planar k-terminal network with γ = 1, then by Theorem 2.15 every
S ∈ Te(G) is equal to {ti, ti+1, . . . , tj} for some i, j ∈ [k] and |Te(G)| =

(
k
2

)
(recall

that all the terminals t1, . . . , tk are on the outerfaces of G in order). Thus, we can
specify S via these two indices i and j, using only O(log k) ≤ O(log n) bits (instead
of k). The storage bound follows.

Theorem 2.37. Every planar k-terminal network G with γ = γ(G) admits a TC-

scheme with storage size of O
(

2γ
(
1+
∑γ

i,j=1 ki ·kj
)(
γ+log n

))
≤ O(2γk2(γ+log n))

bits.

Proof sketch. If G is a planar k-terminal network with bounded γ, then Theorem
2.20 characterize 2γk2 special subsets of edges together with some small addition
information for each such subset that denote by label. It further prove that all the
elementary cuts can be restored using only the special subsets and their labels. As
each label can be stored by at most O(γ) bits, the storage bound follows.
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2.6 Cut-Sparsifier vs. DAM in planar networks

In this section we prove the duality between cuts and distances in planar graphs
with all terminals on the outerface. Although the duality between shortest cycles
and minimum cuts in planar graphs is known, the main difficulty is to transform all
the shortest cycles into shortest paths without blowing up the number of terminals in
the graph. We prove this duality using the following two theorems, and applications
of them can be found in Section 2.6.3.

Theorem 2.38. Let G = (V,E, T, c) be a planar k-terminal network with all its
terminals T on the outerface. One can construct a planar k-terminal network G′ =
(V ′, E ′, T ′, c′) with all its terminals T ′ on the outerface, such that if G′ admits a
(q, s)-DAM then G admits a minor (q, O(s))-cut-sparsifier.

Theorem 2.39. Let G = (V,E, T, c) be a planar k-terminal network with all its
terminals T on the outerface. One can construct a planar k-terminal network G′ =
(V ′, E ′, T ′, c′) with all its terminals T ′ on the outerface, such that if G′ admits minor
(q, s)-cut-sparsifier then G admits a (q, O(s))-DAM.

2.6.1 Proof of Theorem 2.38

Construction of the Reduction. The idea is to first use the duality of planar
graphs in order to convert every minimum terminal cut into a shortest cycle, and
then “open” every shortest cycle into a shortest path between two terminals, which
in turn are preserved by a (q, s)-DAM. More formally, given a plane k-terminal
network G = (V,E, F, T, c) with all its terminals T = {t1, . . . , tk} on the outerface in
a clockwise order, we firstly construct its dual graph G1 where the boundaries of all
its k terminal faces T (G1) = {ft1 , . . . , ftk} share the same vertex vf∞ , and secondly
we construct G2 by the graph G1 where the vertex vf∞ is split into k different vertices
vi,i+1
f∞

, and every edge (vf∞ , v
∗) that embedded between (or on) the two terminal faces

fti and fti+1
in G1 correspond to a new edge (vi,i+1

f∞
, v∗) in G2 with the same length.

See Figure 5 from left to right for illustration, and see Section 2.7 for basic notions
of planar duality. In the following, f + f ′ denotes a new face that is the union of two
faces f and f ′.

V (G2) :=
(
V (G1) \ {vf∞}

)
∪ {v1,2

f∞
, . . . , vk−1,k

f∞
, vk,1f∞}

E(G2) :=
(
E(G1) \ {(vf∞ , v∗) : v∗ ∈ V (G1)}

)
∪ {(vi,i+1

f∞ , v∗) : i ∈ [k], (vf∞ , v
∗) ∈ E(G1), v∗ between fti , fti+1

}3

F (G2) :=
(
F (G1) \ {f∞, ft1 , . . . , ftk}

)
∪ {f∞ + ft1 + . . .+ ftk}

T (G2) :={v1,2
f∞
, . . . , vk−1,k

f∞
, vk,1f∞}
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Figure 5: The first graph (in black) is the original graph G. The second is its dual
graph G1 colored in red. The third graph H and its new terminals colored in red.
We get that graph by “splitting” the outerface vertex vf∞ to k new vertices, which
are the new terminals.

Let H2 be an (q, s)-DAM of G2. Since it is a minor of G2, both are planar k-
terminals network such that all their terminals are on their outerface in the same
clockwise order. Hence, we can use H2 and the same reduction above, but in reverse
operations, in order to construct a (q, O(s))-cut-sparsifier H for G. First, we “close”
all the shortest paths in H2 into cycles by merging its k terminals vi−1,i

f∞
into one

vertex called vf∞ , and denote this new graph by H1. Note that H1 has k new faces
ft1 , . . . , ftk , where each face fti was created by uniting the two terminals vi−1,i

f∞
, vi,i+1
f∞

of H2. These k new faces of H1 will be its k terminal faces. Secondly, we argue that
the dual graph of H1 is our requested cut-sparsifier of G, which we denote by H. See
Figure 5 from right to left for illustration.

Analysis of the Reduction. The key element of the reduction’s proof is the
duality between every shortest cycle in G1 to a shortest path in G2, which we formally
stated in the following lemma. Given G and its dual graph G1 = G∗ as stated above,
for every subsets of terminals S ⊂ T (G) we denote by S∗ ⊂ T (G∗) the corresponding
set of terminal faces, i.e. S∗ = {fti : ∀i ∈ [k] s.t. ti ∈ S}.

Lemma 2.40. Every shortest circuit that separates between the terminal faces S∗i,j
and S̄∗i,j in G1, corresponds to a shortest path between the two terminals vi−1,i

f∞
and

vj,j+1
f∞

in G2, and vise versa.

3We allow wraparound, i.e., vk,k+1 = vk,1.
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V (H1) :=
(
V (H2) \ {v1,2

f∞
, . . . , vk−1,k

f∞
, vk,1f∞}

)
∪ {vf∞}

E(H1) :=
(
E(H2) \ {(vi,i+1

f∞ , v∗) : i ∈ [k]}
)
∪ {(vf∞ , v) : (vi,i+1

f∞ , v∗) ∈ E(H2)}
F (H1) :=

(
F (H2) \ {f∞ + ft1 + . . .+ ftk}

)
∪ {f∞, ft1 , . . . , ftk}

T (H1) := {ft1 , . . . , ftk}

Proof. First direction - Circuits to distances.

Let C be a minimum circuit that separates between the terminal faces S∗ij and S̄∗ij in
G1 (assume without loss of generality i ≤ j). By Theorem 2.9 that circuit is a union
of a disjoint shortest l cycles for some l ≥ 1. We prove that this circuit corresponds
to a simple path in G2 between the terminals vi−1,i

f∞
and vj,j+1

f∞
with the same weight

using an induction on l.

Induction base: l = 1. The circuit C contains exactly one simple cycle C that
separates between the terminal faces S∗ij and S̄∗ij = S∗(j+1)(i−1) in G1. So the ver-

tex vf∞ appear in C exactly once, i.e. C = 〈vf∞ , v1, v2, . . . , vx, vf∞〉. According to
our construction, the graph G2 contains the same vertices and edges as G1, except
of the vertex vf∞ and all the edges incident to it. Therefore, 〈v1, v2, . . . , vx〉 is a
simple path in G2. Moreover, since without loss of generality the vertex v1 em-
bedded between the terminal faces fti−1

, fti and the vertex vx embedded between

the terminal faces ftj , ftj+1
, we get that (vi−1,i

f∞
, v1), (vx, v

j,j+1
f∞

) ∈ E(G2). Thus,

〈vi−1,i
f∞

, v1, v2, . . . , vx, v
j,j+1
f∞
〉 is a simple path in G2 with the same weight as C.

Induction step: assume that if C has l′ < l cycles, then it corresponds to a simple
path in G2 between the terminals vi−1,i

f∞
and vj,j+1

f∞
with the same weight, and prove

it for l. There are two cases:

• If neither of the cycles in the circuit is nested. Then without loss of generality
all the cycles C ∈ C bound terminal faces of S∗ij. Let C ∈ C be the cycle that
bound the terminal faces fti , . . . , ftx were i < x < j. Thus {C} is a simple
circuit that separates between the terminal faces S∗ix to S̄∗ix = S∗(x+1)(i−1), and

C \ {C} is a simple circuit that separates between the terminal faces S∗(x+1)j

to S̄∗(x+1)j = S∗(j+1)x in G1. By the inductive assumption these two circuits
correspond to two simple paths in G2 with the same weights. The first path
is between the two terminals vi−1,i

f∞
and vx,x+1

f∞
, and the second is between the

two terminals vx,x+1
f∞

and vj,j+1
f∞

, which form a simple path from vi−1,i
f∞

to vj,j+1
f∞

in G2 with the same weight as C.
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• There are nested cycles in the circuit. Let C ∈ C be a simple cycle that
separates between S∗xy and S̄∗xy in G2, and contains at least one cycle of C \{C}.
If i < x ≤ y < j or x < i ≤ j < y then C \ {C} separates between S∗ij to S̄∗ij
in contradiction to the minimality of C. Therefore either i = x ≤ j < y or
i < x ≤ j = y. Assume without loss of generality that the first case holds, i.e.
C is a minimum circuit that separates between S∗iy and S̄∗iy, and C \ {C} is a
minimum circuit that separates between the terminal faces S∗(y+1)j to S̄∗(y+1)j in
G1. By the inductive assumption these two circuits correspond to two simple
paths in G2 with the same weights. The first simple path is between the
two terminals vi−1,i

f∞
and vy,y+1

f∞
, and the second simple path is between the

two terminals vy,y+1
f∞

and vj,j+1
f∞

. Uniting these two paths forms a simple path

between vi−1,i
f∞

to vj,j+1
f∞

in G2 with the same weight as C as we required.

Second direction - Distances to cuts. Let P be a shortest path between the
terminals vi−1,i

f∞
and vj,j+1

f∞
in G1 (assume i ≤ j), and let l be the number of terminals

in that path (including the two terminals in its endpoints). It is easy to verify that
replacing each terminal vx,x+1

f∞
in P with the vertex vf∞ transform it to a circuit in

G1 with l − 1 disjoint simple cycles and with the same weight of P . We prove that
this circuit separates between the terminal faces S∗ij = {fti , . . . , ftj} and S̄∗ij in G1 by
an induction on l.

Induction base: l = 2, i.e. the only terminals on the path P are those on the
endpoints. Thus, all the inner vertices on that path are non terminal vertices, i.e.
P = 〈vi−1,i

f∞
, v1, v2, . . . , vx, v

j,j+1
f∞
〉. Substitute the terminals vi−1,i

f∞
and vj,j+1

f∞
of G2

with the vertex vf∞ of G1 and get C = 〈vf∞ , v1, v2, . . . , vx, vf∞〉. According to our
construction, 〈v1, v2, . . . , vx〉 is a simple path in G1, and (vi−1,i

f∞
, v1), (vl, v

j,j+1
f∞

) ∈
E(G2) if and only if (vf∞ , v1), (vx, vf∞) ∈ E(G1). Therefore, C is a simple cycle in
G1 and the two edges that incident to the vertex vf∞ are embedded between the
terminal faces fti−1

to fti and ftj to ftj+1
in G1. Thus, C separates between S∗ij to

S̄∗ij, and has the same weight as P .

Induction step: assume that if P has l′ < l inner terminals then it corresponds to
a simple circuit with l′ cycles that separates between the terminal faces S∗ij and S̄∗ij
in G1, and prove it for l′ = l. Let vx,x+1

f∞
be some inner terminal in the path P that

brake it into two simple sub-paths P1 and P2, i.e. P1 is a simple path between vi−1,i
f∞

to vx,x+1
f∞

and P2 is a simple path between vx,x+1
f∞

to vj,j+1
f∞

in G2. Since both of these
paths have less than l terminals we can use the inductive assumption and get that
P1 corresponds to a circuit C1 in G1 with the same weight that separates between
the terminals S∗ixand S̄∗ix and S̄∗ix, and P2 corresponds to a circuit C2 in G1 with the
same weight that separates between the terminals S∗(x+1)j and S̄∗(x+1)j. If i ≤ x ≤ j,

then S∗ij = S∗ix ∪ S∗(x+1)j. And if i ≤ j < x (symmetric to the case were x < i ≤ j),

then S∗(x+1)j = S∗(j+1)x and so S∗ij = S∗ix \S∗(j+1)x. In both cases we get that C1∪C2 is a
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simple circuit in G1 with the same weight as P that separates between the terminal
faces S∗ij and S̄∗ij in G1, and the Lemma follows.

Lemma 2.41. The elementary cuts Te(G) and Te(H) are equal, and mincutG(S) ≤
mincutH(S) ≤ q ·mincutG(S) for every S ∈ Te(G).

Proof. Let us call a shortest path between two terminals elementary if all the internal
vertices on the path are Steiner, and denote by De all the terminal pairs that the
shortest path between them is elementary. Moreover, recall that every elementary
subset S ∈ Te(G) is of the form {ti, ti+1, . . . , tj}, and denote it Sij and S̄ij = S(j+1)(i−1)

for simplicity.

By Lemma 2.40 a shortest circuit that separates between S∗ij to S̄∗ij in G1 contains l

elementary cycles if and only if a shortest path between the terminals vi−1,i
f∞

and vj,j+1
f∞

in G2 contains l + 1 terminals (including the endpoints). Notice that Lemma 2.40
holds also in the graphsH2 andH1, therefore Te(G1) = De(G2) andDe(H2) = Te(H1).
In addition, the equalities Te(G) = Te(G1) and Te(H1) = Te(H) holds by the duality
between cuts and circuits, and De(G2) = De(H2) because of the triangle inequality
in the distance metric. Altogether we get that Te(G) = Te(H).

Again by the duality between cuts and circuits and by Lemma 2.40 on the two
pairs of graphs G,G2 and H2, H1 we get that mincutG(Sij) = dG2(v

i−1,i
f∞

, vj,j+1
f∞

) and

mincutH(Sij) = dH2(v
i−1,i
f∞

, vj,j+1
f∞

). Since H2 is an (q, s)-DAM of G2 we get that
mincutG(Sij) ≤ mincutH(Sij) ≤ q ·mincutG(Sij) and the lemma follows.

Lemma 2.42. The size of H is O(s).

Proof. Given that H2 is an (q, s)-DAM, i.e. |V (H2)| = s, we need to prove that
|V (H)| = O(|V (H2)|). Note that by the reduction construction |V (H)| = |F (H1)| =
|F (H2)| + k − 1. Moreover, we can assume that H2 is a simple planar graph (if it
has parallel edges, we can keep the shortest one). Thus, |E(H2)| ≤ 3|V (H2)| + 6.
Plug it in Euler’s Formula to get |F (H2)| ≤ 2|V (H2)| + 8. Since s ≥ k we derive
that |V (H)| ≤ 2s+ 8 + k − 1 = O(s) and the lemma follows.

Proof of Theorem 2.38. Given H2 a (q, s)-DAM of G2 and let H be the graph that
was constructed from H2. By Lemma 2.42 and Lemma 2.41 the graph H is a
(q, O(s))-cut-sparsifier of G. Since H2 is a minor of G2, and minor is closed un-
der planar duality, then H is furthermore a minor of G and the theorem follows.

2.6.2 Proof of Theorem 2.39

Construction of the Reduction. The idea is to first “close” the shortest paths
between every two terminals into shortest cycles that separates between terminal
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faces, and then use the planar duality between cuts and cycles to get that every short-
est cycle corresponds to a minimum terminal cut that in turn preserved by an (q, s)-
cut-sparsifier. More formally, given a plane k-terminal network G = (V,E, F, T, c)
with all its terminals T = {t1, . . . , tk} on the outerface in a clockwise order. Firstly,
construct a graph G1 by adding to G a new vertex vf∞ and connects it to all
its k terminals ti using edges with 0 capacity. Note that G1 has k new faces
f1,2, . . . , fk−1,k, fk,1, where each fi,i+1 was created by adding the two new edges
(vf∞ , ti) and (vf∞ , ti+1). These k new faces will be the terminals of G1.

V (G1) := V ∪ {vf∞}
E(G1) := E ∪ {(vf∞ , ti) : ti ∈ T}
F (G1) := F ∪ {f1,2, . . . , fk−1,k, fk,1}
T (G1) := {f1,2 , . . . , fk−1,k , fk,1}

Secondly, we denote by G2 the dual graph of G1, where its k terminals are T (G2) =
{vi,i+1 : fi,i+1 ∈ T (G1)}. Moreover, the new vertex vf∞ in G1 corresponds to the
outerface f∞ of G2, the k new edges (vf∞ , ti) we added to G1 are the edges that lie
on the outerface of G2, and the vertices on the outerface of G2 are the k terminals
vi,i+1 in a clockwise order. See Figure 5 from left to right for illustration, and see
Section 2.7 for basic notions of planar duality.

Let H2 be a (q, s)-cut-sparsifier and a minor of G2. Since H2 is a minor of G2,
then both are plane graphs with all their terminals on the outerface in the same
clockwise order, and there is an edge with capacity 0 on the outerface that connects
between every two adjacent terminals. Hence, we can use H2 and the same reduction
above (but in opposite order of operations) in order to construct an (q, O(s))-DAM
H of G as follows. Firstly, let H1 be the dual graph of H2, where every minimum
terminal cut in H2 is equivalent to a shortest cycle that separates terminal faces.
Notice that again each terminal face fi,i+1 in H1 contains the two edges (vf∞ , ti) and
(vf∞ , ti+1) with capacity 0 on their boundary. Secondly, we “open” each shortest
cycle in H ′∗ into a shortest path between terminals by removing the vertex vf∞ and
all its incidence edges, and denote this new graph by H. The terminals of H are all
the vertices v ∈ V (H1) such that (vf∞ , v) is an edge in H1, which are equal to the
original terminals of G. See Figure 6 from right to left for illustration.

V (H) := V (H1) \ {vf∞}
E(H) := E(H1) \ {(vf∞ , ti) : ti ∈ T}
F (H) := F (H1) \ {f1,2, . . . , fk−1,k, fk,1}
T (H) := T (G)
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Figure 6: The first graph (in black) is the original graph G. The second is the graph
G1, where the additional vertex and edges and terminal faces colored in blue. And
the third graph G2 and its terminals are colored in red. The bold red edges are the
dual of the blue edges, and both of them have capacity 0.

Analysis of the Reduction.

Lemma 2.43. The size of H is O(s).

Proof. Given that H2 is an (q, s)-cut-sparsifier, i.e. |V (H2)| = s, we will prove that
|V (H)| = O(|V (H2)|). We can assume that H2 is a simple planar graph (if not, we
can replace all the parallel edges between every two vertices by one edge where its
capacity is the sum over all the capacities of these parallel edges), thus |E(H2)| ≥
3
2
|F (H2)|. Plug it in Euler’s Formula to get |F (H2)| ≤ 2|V (H2)| − 4 = 2s − 4. By

the reduction construction |V (H)|+ 1 = |V (H1)| = |F (H2)| = O(s), and the lemma
follows.

Lemma 2.44. The graph H is a minor of G.

Proof. Given that H2 is a minor of G2, and that minor is close under deletion and
contraction of edges we get that H1 is a minor of G1. Now by deleting the same
vertex vf∞ together with all its incidence edges from both G1 and H1, we get the
graphs G and H correspondingly. Therefore H is a minor of G, and the lemma
follows.

Lemma 2.45. The graph H preserve all the distances between every two terminals
by factor q, i.e. dG(ti, tj) ≤ dH(ti, tj) ≤ q · dG(ti, tj) for every ti, tj ∈ T .
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Proof. Notice that connecting all the terminals to a new vertex using edges with
capacity 0 is equivalent to uniting all the terminals into one vertex, and also splitting
the vertex vf∞ to k new terminals is equivalent to disconnecting all the terminals by
deleting that vertex. Thus our reduction is equivalent to the reduction of Theorem
2.38. In particular, Lemma 2.40 holds on the graphs G,G1 and on the graphs H,H1

correspondingly, i.e. every shortest path between two terminals ti and tj in G (or H)
corresponds to a minimum circuit in G1 (or H1) that separates between the terminal
faces {fi,i+1, . . . , fj−1,j} to {fj,j+1, . . . , fi−1,i} and vise versa.

Let S(i,i+1),(j−1,j) = {vi,i+1, . . . , vj−1,j} be a set of terminals in G2, where ev-
ery terminal vl,l+1 corresponds to the terminal face fl,l+1 in G1. By the dual-
ity between cuts and circuits we get that dG(ti, tj) = mincutG2(S(i,i+1),(j−1,j)) and
dH(ti, tj) = mincutH2(S(i,i+1),(j−1,j)). Since H2 is an (q, s)-cut-sparsifier of G2 we de-
rive the inequalities dG(ti, tj) ≤ dH(ti, tj) ≤ q · dG(ti, tj) and the lemma follows.

Proof of Theorem 2.39. By Lemma 2.43, Lemma 2.44 and Lemma 2.45 the k-
terminal network H is an (q, O(s))-DAM of G and the theorem follows.

2.6.3 Duality Applications

By Theorem 2.38 and Theorem 2.39, every k-terminal network G with γ = 1 admits
a (q, s)-DAM if and only if it admits a minor (q, O(s))-cut-sparsifier. Hence, every
new upper or lower bound results, especially for q > 1, on DAM also holds for
the minor cut-sparsifier problem and vise versa. For example, the upper bound of
(1 + ε, (k/ε)2)-DAM for planar networks [CGH16] yields the following new theorem.

Theorem 2.46. Every planar network G with γ = 1 admits a minor (1+ε, Õ((k/ε)2)-
cut-sparsifier for every ε > 0.

As already mentioned, by recent independent work [GHP17] these networks also
admit a (1, O(k2))-sparsifier that is planar but not a minor of G.

In addition, we can apply known upper and lower bounds for (1, s)-DAM to the
minor mimicking network problem (i.e., a cut-sparsifier of quality 1). In particular,
the known (1, k4)-DAM [KNZ14] yields an alternative proof for Corollary 2.17, and
the known lower bound of (1,Ω(k2))-DAM (which is shown on grid graphs) [KNZ14]
yields an alternative proof for a lower bound shown in [KR13].

2.7 Planar Duality

Using planar duality we bound the size of mimicking networks for planar graphs
(Theorem 2.11), and we further use it to prove the duality between cuts in distances
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(Theorem 2.38 and Theorem 2.39) Recall that every planar graph G has a dual
graph G∗, whose vertices correspond to the faces of G, and whose faces correspond
to the vertices of G, i.e., V (G∗) = {v∗f : f ∈ F (G)} and F (G∗) = {f ∗v : v ∈ V (G)}.
Thus the terminals T = {t1, . . . , tk} of G corresponds to the terminal faces T (G1) =
{ft1 , . . . , ftk} in G∗, which for the sake of simplicity we may refer them as terminals
as well. Every edge e = (v, u) ∈ E(G) with capacity c(e) that lies on the boundary
of two faces f1, f2 ∈ F (G) has a dual edge e∗ = (v∗f1 , v

∗
f2

) ∈ E(G∗) with the same
capacity c(e∗) = c(e) that lies on the boundary of the faces f ∗v and f ∗u . For every
subset of edges M ⊂ E(G), let M∗ := {e∗ : e ∈ M} denote the subset of the
corresponding dual edges in G∗.

The following theorem describes the duality between two different kinds of edge sets –
minimum cuts and minimum circuits – in a plane multi-graph. It is a straightforward
generalization of the case of st-cuts (whose dual are cycles) to three or more terminals.

A circuit is a collection of cycles (not necessarily disjoint) C = {C1, . . . , Cl}. Let
E(C) = ∪li=1Ci be the set of edges that participate in one or more cycles in the
collection (note it is not a multiset, so we discard multiplicities). The capacity of a
circuit C is defined as

∑
e∈E(C) c(e).

Theorem 2.47 (Duality between cutsets and circuits). Let G be a connected plane
multi-graph, let G∗ be its dual graph, and fix a subset of the vertices W ⊆ V (G).
Then, M ⊂ E(G) is a cutset in G that has minimum capacity among those separating
W from V (G) \ W if and only if the dual set of edges M∗ ⊆ E(G∗) is actually
E(C) for a circuit C in G∗ that has minimum capacity among those separating the
corresponding faces {f ∗v : v ∈ W} from {f ∗v : v ∈ V (G) \W}.

Lemma 2.48 (The dual of a connected component). Let G be a connected plane
multi-graph, let G∗ be its dual, and fix a subset of edges M ⊂ E(G). Then W ⊆ V
is a connected component in G \M if and only if its dual set of faces {f ∗v : v ∈ W}
is a face of G∗[M∗].

Fix S ⊂ T . We call E∗S elementary circuit if ES is an elementary cutset in G. Note
that by Lemma 2.48 E∗S is an elementary circuit if and only if the graph G∗ \ E∗S
has exactly two faces. Thus Te(G) = Te(G∗), and the circuit E∗S has exactly one
minimum cycle in G∗. For the sake of simplicity we later on use the term cycle
instead of circuit when we refer to elementary minimum circuit.
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3 Flow-Cut Gaps and Face Covers in Planar

Graphs

3.1 Opening

We present some new upper bounds on the gap between the concurrent flow and
sparsest cut in planar graphs in terms of the topology of the terminal set. Our proof
employs low-distortion metric embeddings into `1, which are known to have a tight
connection to the flow-cut gap (see, e.g., [LLR95, GNRS04]). We now review the
relevant terminology.

Consider an undirected graph G equipped with nonnegative edge lengths ` : E(G)→
R+ and a subset T = T(G) ⊆ V (G) of terminal vertices. We use dG,` to denote the
shortest-path distance in G, where the length of paths is computed using the edge
lengths `. We use c+

1 (G, `;T) to denote the minimal number D ≥ 1 for which there
exists 1-Lipschitz mapping F : V (G)→ `1 such that F |T(G) has bilipschitz distortion
D. In other words,

∀u, v ∈ V (G) : ‖f(u)− f(v)‖ ≤ dG,`(u, v) , (8)

∀s, t ∈ T(G) : ‖f(s)− f(t)‖ ≥ 1
D
· dG,`(s, t) . (9)

For an undirected graph G, we define c+
1 (G;T)

def
= sup` c

+
1 (G, `;T), where ` ranges

over all nonnegative lengths ` : E(G)→ R+. When T = V (G), we may omit it and

write c+
1 (G, `)

def
= c+

1 (G, `;V (G)) and c+
1 (G)

def
= c+

1 (G;V (G)). Finally, for a family F
of finite graphs, we denote c+

1 (F)
def
= sup{c+

1 (G) : G ∈ F}, and for k ∈ N, we denote

c+
1 (F ; k)

def
= sup

{
c+

1 (G;T) : G ∈ F ,T ⊆ V (G), |T| = k
}
.

Let Ffin denote the family of all finite graphs, and Fplan the family of all planar
graphs. It is known that c+

1 (Ffin; k) = Θ(log k) [AR98, LLR95] for all k ≥ 1. For
planar graphs, one has c+

1 (Fplan; k) ≤ O(
√

log k) [Rao99] and c+
1 (Fplan) ≥ 2 [LR10].

Fix a plane graph G (this is a planar graph G together with a drawing in the plane).
For T ⊆ V (G), we define the quantity γ(G;T) to be the smallest number of faces in

G that together cover all the vertices of T, and γ(G)
def
= γ(G;V (G)).

We say that the pair (G,T) is an Okamura-Seymour instance, or in short an OS-
instance, if it can be drawn in the plane with all its terminal on the same face, i.e., if
there is a planar representation for which γ(G;T) = 1. A seminal result of Okamura
and Seymour [OS81] implies that c+

1 (G;T) = 1 whenever (G,T) is an OS-instance.
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The methods of [LS09] show that c+
1 (G;T) ≤ 2O(γ(G;T)), and a more direct proof

of [CSW13, Theorem 4.13] later showed that c+
1 (G;T) ≤ 3γ(G;T). Our main result

is the following improvement.

Theorem 3.1. For every plane graph G and terminal set T ⊆ V (G),

c+
1 (G;T) ≤ O(log γ(G;T)).

A long-standing conjecture [GNRS04] asserts that c+
1 (F) < ∞ for every family F

of finite graphs that is closed under taking minors and does not contain all finite
graphs. If true, this conjecture would of course imply that one can replace the
bound of Theorem 3.1 with a universal constant.

It is known that a plane graph G has treewidth O(
√
γ(G)) [KLL02]. If we use

Ftw(w) and Fpw(w) to denote the families of graphs of treewidth w and pathwidth
w, respectively, then it is known that c+

1 (Ftw(2)) is finite [GNRS04], but this remains
open for c+

1 (Ftw(3)). (On the other hand, c+
1 (Fpw(w)) is finite for every w ≥ 1 [LS13],

and currently the best quantitative bound is c+
1 (Fpw(w)) ≤ O(

√
w) [AFGN18].)

The parameter γ(G;T) was previously studied in the context of other computational
problems, including the Steiner tree problem [EMV87, Ber90, KNvL19], all-pairs
shortest paths [Fre95], and cut sparsifiers [KR20, KPZ19]. For a planar graph G
(without a drawing) and T ⊆ V (G), the terminal face cover, denoted γ∗(G;T), is
the minimum number of faces that cover T in all possible drawings of G in the
plane. All our results, including Theorems 3.1, 3.3, and 3.5, hold also for the param-
eter γ∗(G;T), simply because the relevant quantities do not depend on the graph’s
drawing. When G and T are given as input, γ(G;T) can be computed in polynomial
time [BM88], but computing γ∗(G;T) is NP-hard [BM88]. In other words, while find-
ing faces that cover T optimally in a given drawing is tractable, finding an optimal
drawing is hard.

3.1.1 The Flow-Cut Gap

We now define the flow-cut gap, and briefly explain its connection to c+
1 . Consider

an undirected graph G with terminals T = T(G). Let c : E(G) → R+ denote an
assignment of capacities to edges, and d :

(
T
2

)
→ R+ an assignment of demands.

The triple (G, c, d) is called an (undirected) network. The concurrent flow value of
the network is the maximum value λ > 0, such that λ · d({s, t}) units of flow can
be routed between every demand pair {s, t} ∈

(
T
2

)
, simultaneously but as separate

commodities, without exceeding edge capacities.

Given the network (G, c, d) and a subset S ⊂ V , let cap(S) denote the total capacity
of edges crossing the cut (S, V \ S), and let dem(S) denote the sum of demands
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d({s, t}) over all pairs {s, t} ∈
(
T
2

)
that cross the same cut. The sparsity of a cut

(S, V \ S) is defined as cap(S)/ dem(S), and the sparsest-cut value of (G, c, d) is the
minimum sparsity over all cuts in G. Finally, the flow-cut gap in the network (G, c, d)
is defined as the ratio

gap(G, c, d)
def
=

sparsest-cut(G, c, d)

concurrent-flow(G, c, d)
≥ 1 ,

where the inequality is a basic exercise.

For a graph G (without capacities and demands), denote gap(G;T)
def
=

supc,d gap(G, c, d), where c and d :
(
T
2

)
→ R+ range over assignments of capaci-

ties and demands as above. The following theorem presents the fundamental duality
between flow-cut gaps and `1 distortion.

Theorem 3.2 ([AR98, LLR95, GNRS04]). For every finite graph G with terminals
T ⊆ V (G),

gap(G;T) = c+
1 (G;T) .

Thus our main result (Theorem 3.1) can be stated in terms of flow-cut gaps as follows.

Theorem 3.3. For every plane graph G and terminal set T ⊆ V (G),

gap(G;T) ≤ O(log γ(G;T)) .

Remark 3.4. It is straightforward to check that our argument yields a polynomial-
time algorithm that, given a plane graph G and capacities c and demands d :

(
T
2

)
→

R+, produces a cut (S, V (G) \ S) whose sparsity is within an O(log γ(G;T)) factor
of the sparsest cut in the flow network (G, c, d).

3.1.2 The Vertex-Capacitated Flow-Cut Gap

One can consider the analogous problems in more general networks; for instance,
those which are vertex-capacitated (instead of edge-capacitated). In that setting,
bounding the flow-cut gap appears to be significantly more challenging than for edge
capacities. The authors of [FHL05] establish that the vertex-capacitated flow-cut
gap is O(log k) for general networks with k terminals, and this bound is known to
be tight [LR99].

For planar networks, Lee, Mendel, and Moharrami [LMM15] sought a vertex-
capacitated version of the Okamura-Seymour Theorem [OS81], and proved that the
vertex-capacitated flow-cut gap is O(1) for instances (G,T) satisfying γ(G;T) = 1.

However, it was not previously known whether the gap is bounded even for γ(G;T) =
2. We prove that in planar vertex-capacitated networks (G,T) with γ = γ(G;T),
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the flow-cut gap is O(γ); see Theorem 3.20. In fact, we prove this result in the
more general setting of submodular vertex capacities, also known as polymatroid
networks. This model was introduced in [CKRV15] as a generalization of vertex
capacities, and the papers [CKRV15, LMM15] showed that more refined methods
in metric embedding theory are able to establish upper bounds on the flow-cut gap
even in this general setting.

3.1.3 Stochastic Embeddings

Instead of embedding plane graphs with a given γ(G;T) directly into `1, we will
establish the stronger result that such instances can be randomly approximated by
trees in a suitable sense.

If (X, dX) is a finite metric space and F is a family of finite metric spaces, then
a stochastic embedding of (X, dX) into F is a probability distribution µ on pairs
(ϕ, (Y, dY )) such that ϕ : X → Y , (Y, dY ) ∈ F , and dY (ϕ(x), ϕ(x′)) ≥ dX(x, x′) for
all x, x′ ∈ X. The expected stretch of µ is defined by

str(µ)
def
= max

{
E(ϕ,(Y,dY ))∼µ [dY (ϕ(x), ϕ(x′))]

dX(x, x′)
: x 6= x′ ∈ X

}
.

We will refer to an undirected graph G equipped with edge lengths `G : E(G)→ R+

as a metric graph, and use dG to denote the corresponding shortest-path distance.
If G is equipped implicitly with a set T(G) ⊆ V (G) of terminals, we refer to it
as a terminated graph. A graph equipped with both lengths and terminals will be
called a terminated metric graph. We will consider any graph or metric graph G as
terminated with T(G) = V (G) if terminals are not otherwise specified.

Given a terminated metric graph G, a stochastic terminal embedding of G into a
family F of terminated metric graphs is a distribution µ over pairs (ϕ, F ) such that
ϕ : V (G)→ V (F ); the graph F ∈ F ; the terminals map to terminals:

∀t ∈ T(G), Pr
[
ϕ(t) ∈ T(F )

]
= 1 ;

and the embedding is non-contracting on terminals:

∀s, t ∈ T(G), Pr
(ϕ,F )∼µ

[
dF (ϕ(s), ϕ(t)) ≥ dG(s, t)

]
= 1 . (10)

The expected stretch of this embedding, again denoted str(µ), is defined just as for
general metric spaces:

str(µ)
def
= max

{
E(ϕ,F )∼µ [dF (ϕ(u), ϕ(v))]

dG(u, v)
: u 6= v ∈ V (G)

}
. (11)
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Theorem 3.5. Consider a terminated metric plane graph G with γ = γ(G;T(G)).
Then G admits a stochastic terminal embedding into the family of metric trees with
expected stretch O(log γ).

Theorem 3.5 immediately yields Theorem 3.1 using the fact that every finite tree
metric embeds isometrically into `1 (see, e.g., [GNRS04] for further details). The
bound O(log γ) is optimal up to the hidden constant, as it is known that for an
m×m planar grid equipped with uniform edge lengths, the expected stretch of any
stochastic embedding into metric trees is at least Ω(logm) [KRS01]. (A similar lower
bound holds for the diamond graphs [GNRS04].)

Theorem 3.5 may also be of independent interest (including when T(G) = V (G))
as embedding into dominating trees has many applications, including to competitive
algorithms for online problems such as buy-at-bulk network design [AA97], and to
approximation algorithms for combinatorial optimization, e.g., for the group Steiner
tree problem [GKR00]. We remark that stochastic terminal embeddings into metric
trees were employed by [GNR10] in the context of approximation algorithms, and
were later used in [EGK+14] to design flow sparsifiers.

3.2 Approximation by random trees

Before introducing our primary technical tools, we will motivate their introduction
with a high-level overview of the proof of Theorem 3.5. Fix a terminated metric
plane graph G with γ = γ(G;T(G)) > 1. Our plan is to approximate G by an OS-
instance (where all terminals lie on a single face) by uniting the γ faces covering T(G),
while approximately preserving the shortest-path metric on G. The use of stochas-
tic embeddings will come from our need to perform this approximation randomly,
preserving distances only in expectation. Using the known result that OS-instances
admit stochastic terminal embeddings into metric trees, this will complete the proof.

A powerful tool for randomly “simplifying” a graph is the Peeling Lemma [LS09],
which informally “peels off” any subset A ⊂ V (G) from G, by providing a stochastic
embedding of G into graphs obtained by “gluing” copies of G \ A to the induced
graph G[A]. The expected stretch of the embedding depends on how “nice” A is;
for example, it is O(1) when A is a shortest path in a planar G. The Peeling
Lemma can be used to stochastically embed G into dominating OS-instances with
expected stretch 2O(γ) [CSW13, Section 4.5], by iteratively peeling off a shortest path
A between two special faces (which has the effect of uniting them into a single face).

In contrast, our argument applies the Peeling Lemma only once. We pick A to form
a connected subgraph in G that spans the γ distinguished faces. By cutting along
A, one effectively merges all γ faces into a single face in a suitably chosen drawing
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of G \ A . The Peeling Lemma then provides a stochastic terminal embedding of G
into a family of OS-instances that are constructed from copies of A and G \ A.

The expected stretch we obtain via the Peeling Lemma is controlled by how well
the (induced) terminated metric graph on A can be stochastically embedded into
a distribution over metric trees. For this purpose, we choose the set A to be a
shortest-path tree in G that spans the γ distinguished faces, and then use a result of
Sidiropoulos [Sid10] to stochastically embed A into metric trees with expected stretch
that is logarithmic in the number of leaves (rather than logarithmic in the number of
vertices, as in stochastic embeddings for general finite metric spaces [FRT04]). We
remark that this is non-trivial because, while A is (topologically) a tree spanning γ
faces, the relevant metric on A is dG (which is not a path metric on G[A]).

3.2.1 Random partitions, embeddings, and peeling

For a finite set S, we use Trees(S) to denote the set of all metric spaces (S, d) that
are isometric to (V (T ), dT ) for some metric tree T .

Theorem 3.6 (Theorem 4.4 in [Sid10]). Let G be a metric graph, and let P1, . . . , Pm
be shortest paths in G sharing a common endpoint. Then the metric space

(
∪mi=1

V (Pi), dG
)

admits a stochastic embedding into Trees(∪mi=1V (Pi)) with expected stretch
O(logm).

Let (X, d) be a finite metric space. A distribution ν over partitions of X is called
(β,∆)-Lipschitz if every partition P in the support of ν satisfies S ∈ P =⇒
diamX(S) ≤ ∆, and moreover,

∀x, y ∈ X, Pr
P∼ν

[P (x) 6= P (y)] ≤ β · d(x, y)

∆
,

where for x ∈ X, we use P (x) to denote the unique set in P containing x.

We denote by β(X,d) the infimal β ≥ 0 such that for every ∆ > 0, the metric (X, d)
admits a (β,∆)-Lipschitz random partition. The following theorem is due to Klein,
Plotkin, and Rao [KPR93] and Rao [Rao99].

Theorem 3.7. For every planar graph G, we have β(V (G),dG) ≤ O(1).

Let G be a metric graph, and consider A ⊆ V (G). The dilation of A inside G is
defined to be

dilG(A)
def
= max

u,v∈A

dG[A](u, v)

dG(u, v)
,

where dG[A] denotes the induced shortest-path distance on the metric graph G[A].
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For two metric graphs G,G′, a 1-sum of G with G′ is a graph obtained by taking
two disjoint copies of G and G′, and identifying a vertex v ∈ V (G) with a vertex
v′ ∈ V (G′). This definition naturally extends to a 1-sum of any number of graphs.
Note that the 1-sum naturally inherits its length function from G and G′.

Peeling. Consider a subset A ⊆ V (G). For a ∈ A, let GA
a

denote the graph

G[(V (G)\A)∪{a}]. We define the graph ĜA as the 1-sum of G[A] with {GA
a

: a ∈ A},
where G[A] is glued to each GA

a
at their common copy of a ∈ A. Let us write the

vertex set of ĜA as the disjoint union:

V (ĜA) = Â t
⊔
a∈A

{(a, v) : v ∈ V (G) \ A} ,

where Â
def
= {â : a ∈ A} represents the canonical image of G[A] in ĜA, and (a, v)

corresponds to the image of v ∈ V (G) \ A in GA
a
. Say that a mapping ψ : V (G) →

V (ĜA) is a selector map if it satisfies:

1. For each a ∈ A, ψ(a) = â.

2. For each v ∈ V (G) \ A, ψ(v) ∈ {(a, v) : a ∈ A}.

In other words, a selector maps each a ∈ A to its unique copy in ĜA, and maps each
v ∈ V (G) \ A to one of its |A| copies in ĜA.

Lemma 3.8 (The Peeling Lemma [LS09]). Let G = (V,E) be a metric graph and
fix a subset A ⊆ V . Let G′ be obtained by removing all the edges inside A:

G′
def
= (V,E ′) with E ′ = E \ E(G[A]) ,

and denote β = β(V,dG′ )
. Then there is a stochastic embedding µ of G into the metric

graph ĜA such that µ is supported on selector maps has expected stretch str(µ) ≤
O(β · dilG(A)).

Remark 3.9. The statement of the Peeling Lemma in [LS09] (see also [BLS10])
does not specify explicitly all the above details about the selector maps, but they can
be easily verified by inspecting the proof.

Composition. Consider now some metric tree T ∈ Trees(A). Via the identification

between A and Â ⊆ V (ĜA), we may consider the associated metric tree T̂ ∈ Trees(Â).

Define the metric graph ĜAJT K with vertex set V (ĜA) and edge set

E(ĜAJT K) def
=
(
E(ĜA) \ E(ĜA[Â])

)
∪ E(T̂ ) ,
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where the edge lengths are inherited from ĜA and T̂ , respectively. In other words,
we replace the edges of ĜA[Â] with those coming from T̂ . Finally, denote by

FG,A
def
=
{
ĜAJT K : T ∈ Trees(A)

}
the family of all metric graphs arising in this manner. The following lemma is now
immediate.

Lemma 3.10. Every metric graph in FG,A is a 1-sum of some T ∈ Trees(A) with
the graphs {GA

a
: a ∈ A}.

Suppose that µ is a stochastic embedding of G into ĜA that is supported on pairs
(ψ, ĜA), where ψ is a selector map. Let ν denote a stochastic embedding of (A, dG)
into Trees(A). By relabeling vertices, we may assume that ν is supported on pairs
(id, T ) where id : A → A is the identity map. Altogether, we obtain a stochastic
embedding of G into FG,A, which we denote ν ◦ µ and define by

∀T ∈ Trees(A), (ν ◦ µ)(ψ, ĜAJT K) def
= µ(ψ, ĜA) · ν(id, T ) ,

where the product between the probability measures µ and ν represents drawing from
the two distributions independently. While notationally cumbersome, the following
claim is now straightforward.

Lemma 3.11 (Composition Lemma). It holds that

str(ν ◦ µ) ≤ str(ν) · str(µ) .

3.2.2 Approximation by OS-instances

Let us now show that every terminated metric plane graph G with γ = γ(G;T(G))
admits a stochastic terminal embedding into OS-instances. In Section 3.2.3, we
recall how OS-instances can be stochastically embedded into metric trees, thereby
completing the proof of Theorem 3.5.

Let F1, . . . , Fγ be faces of G that cover T(G), and denote Ti
def
= V (Fi) ∩ T(G). For

each i ≥ 1, fix an arbitrary vertex vi ∈ V (Fi). Denote r
def
= v1, and for each i ≥ 2,

let Pi be the shortest path from vi to r. Finally, let P be the tree obtained as the
union of these paths, namely, the induced graph G[∪i≥2Pi].

We present now Klein’s Tree-Cut operation [Kle06]. It takes as input a plane graph
G and a tree T in G, and “cuts open” the tree to create a new face Fnew. More
specifically, consider walking “around” the tree and creating a new copy of each
vertex and edge of T encountered along the way. This operation maintains planarity
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while replacing the tree T with a simple cycle CT that bounds the new face. It is
easy to verify that CT has two copies of every edge of T , and degT (v) copies of every
vertex of T , where degT (v) stands for the degree of v in T . This Tree-Cut operation
can also be found in [Bor04, BKK07, BKM09].

We apply Klein’s Tree-Cut operation to G and the tree P , and let G1 be the resulting
metric plane graph with the new face Fnew, after we replace P with a simple cycle
CP ; see Figure 7 for illustration. Since P shares at least one vertex with each face
Fi in G (namely, vi), the cycle CP shares at least one vertex with each face Fi in G1.

We now construct G2 by applying two operations on G1. First, for every face Fi
that shares exactly one vertex with CP , namely only vi (or actually a copy of it),
we split this vertex into two as follows. Let N1

G1
(vi) be all the neighbors of vi in G1

embedded between the face Fi and Fnew on one side, and N2
G1

(vi) be all its neighbors
on the other side. We split vi into two vertices v′i, v

′′
i that are connected by an edge of

length 0, and connect all the vertices in N1
G1

(vi) to v′i and all the vertices in N2
G1

(vi)
to v′′i . See Figure 8 for illustration. Notice that this new edge {v′i, v′′i } is incident to
both Fi and Fnew, and that this operation maintains the planarity, along with the
distance metric of G1 (in the straightforward sense, where one takes a quotient by
vertices at distance 0 from each other).

The second operation adds between all the copies of the same v ∈ V (P ) a star with
edge length 0 drawn inside Fnew. Note that adding the stars inside Fnew does not
violate the planarity since all the copies of the vertices in CP are ordered by the walk
around P ; see Figure 7 for illustration. It is easy to verify that if we identify each
v ∈ V (P ) with one of its copies in G2 arbitrarily then

∀x, y ∈ V (G), dG(x, y) = dG2(x, y). (12)

Lemma 3.12. (V (P ), dG) admits a stochastic embedding into Trees(V (P )) with ex-
pected stretch at most O(log γ).

Proof. Apply Theorem 3.6 on the shortest-paths P2, . . . , Pγ in G, with shared vertex
v1 = r.

Let A ⊆ V (G2) denote all the vertices on the boundary of Fnew in G2. To every
T ∈ Trees(V (P )), we can associate a tree T ′ ∈ Trees(A) by identifying x ∈ V (P )
with one of its copies in A, and attaching the rest of its copies to x with an edge of
length 0. Using (12) in conjunction with Lemma 3.12 yields the following.

Corollary 3.13. (A, dG2) admits a stochastic embedding into Trees(A) with expected
stretch at most O(log γ).
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𝐺 𝐺2𝐺1 (i.e. after the tree-cut operation)

𝑣1 𝑣2

𝑣3𝑣4

𝐹𝑛𝑒𝑤

Figure 7: In G, the tree P (in blue) is incident to all γ = 4 distinguished special faces
(drawn in green). G1 is obtained by applying the Tree-Cut operation on G and P ,
which creates a new face Fnew. Finally, G2 is obtained by duplicating some vertices
on Fnew and connecting copies of the same vertex by length-zero edges (the dashed
red edges).

𝐹𝑛𝑒𝑤

𝐹𝑖

𝑣𝑖

𝐹𝑛𝑒𝑤

𝐹𝑖

𝑣′𝑖 𝑣′′𝑖

Figure 8: The neighbors of vi are partitioned into two sets (colored red and blue) by
going around vi in the plane and watching for the location of faces Fi and Fnew, to
eventually split vi into two.
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Let H be the graph obtained from G2 by adding an edge {u, v} of length dG(u, v)
between every pair of vertices u, v ∈ A. By construction, we have dilH(A) = 1. Let

E ′
def
= E(H) \ E(H[A]), and H ′ = (V (H), E ′). While H is in general non-planar,

the graph H ′ and HA
a

for a ∈ A are subgraphs of the planar graph G2, and are thus
planar as well, and by Theorem 3.7 we have β(V (H),dH′ )

≤ O(1).

By applying the Peeling Lemma (Lemma 3.8) to H and A ⊆ V (H), we obtain a

stochastic embedding µ of H into ĤA such that µ is supported on selector maps and
str(µ) ≤ O(1). Using Corollary 3.13 and the fact that (A, dH) is the same as (A, dG2),
we obtain a stochastic embedding ν of (A, dH) into Trees(A) with str(ν) ≤ O(log γ).

Define T(H) to be the set of vertices in T(G) together with all their copies created
in the construction of H, and

T(ĤA)
def
= {â : a ∈ T(H)} ∪ {(v, a) : v ∈ T(H), a ∈ A} .

By convention, for any subgraph H ′ of H we have T(H ′)
def
= V (H ′) ∩ T(H).

Applying the Composition Lemma (Lemma 3.11) to the pair µ, ν (in conjunction

with Lemma 3.10) yields a stochastic embedding π
def
= ν ◦ µ satisfying the next

lemma.

Lemma 3.14. (V (G), dG) admits a stochastic embedding π into the family of metric
graphs that are 1-sums of a metric tree with the graphs {HA

a
: a ∈ A}, where HA

a

is glued to T along a vertex of T(HA
a
), and such that str(π) ≤ O(log γ). Moreover,

every (ϕ,W ) ∈ supp(π) satisfies ϕ(T(G)) ⊆ T(W ).

It remains to prove that π in this lemma is an embedding into OS-instances, i.e.,
every 1-sum in the support of π is an OS-instance. We first show this for every pair
{(HA

a
,T(HA

a
)) : a ∈ A}.

Lemma 3.15. For every a ∈ A, there is a face Fa in HA
a

such that T(HA
a
) ⊆ V (Fa).

Proof. Fix a ∈ A. The graph G2 is planar, and while H need not be planar, the
subgraphs G2[(V (G2) \ A) ∪ {a}] and HA

a
are identical for each a ∈ A. Thus, it

suffices to prove the lemma for the subgraphs G2[(V (G2) \ A) ∪ {a}].

Observe that if we remove from G2 a vertex v ∈ V (G2), then all the faces incident to
v in G2 become one new face in the graph G2 \ {v}. Moreover, if we remove from G2

both endpoints of an edge {u, v}, then all the faces incident to either u or v become
one new face in G2 \ {u, v}. Recall that G2[A] is a simple cycle (bounding Fnew),
thus G2[A\{a}] = G2[A]\{a} is connected, and all the faces incident to at least one
vertex in A \ {a} become one new face in G2[(V (G2) \ A) ∪ {a}], which we denote
F a
new.
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By construction of G2 (which splits a vertex of G1 if it is the only vertex incident to
both Fi and Fnew), every face Fi is incident to at least two vertices in A, and thus
to at least one in A \ {a}. It follows that all the terminals in G2[(V (G2) \A) ∪ {a}]
are on the same face F a

new. In addition, since a has at least one neighboring vertex
b ∈ A, at least one face is incident to both a and b in G2, and it becomes part of the
face F a

new in G2[(V (G2) \ A) ∪ {a}]. Therefore, a ∈ V (F a
new) as well, and the lemma

follows.

Lemma 3.16. Suppose W is a planar graph formed from the 1-sum of a tree T and
a collection of (pairwise disjoint) plane graphs {Ha : a ∈ A}, where each Ha has
a distinguished face Fa, and Ha is glued to T along a vertex of V (Fa). Then there
exists a drawing of W in which all the vertices V (T ) ∪

⋃
a∈A V (Fa) lie on the outer

face.

Proof. It is well-known that every plane graph can be redrawn so that any desired
face is the outer face (see, e.g., [Whi32]). So we may first construct a planar drawing
of T , and then extend this to a planar drawing of W where each Ha is drawn so
that Fa bounds the image of Ha, and the interior of Fa contains only the images of
vertices in V (Ha).

Combining Lemmas 3.14, 3.15 and 3.16 yields the following corollary.

Corollary 3.17. G admits a stochastic embedding with expected stretch O(log γ)
into a family F of terminated metric plane graphs, where each W ∈ F satisfies
γ(W ;T(W )) = 1.

Note that in the stochastic embedding of this corollary, the stretch guarantee applies
to all vertices (and not only to terminals), and the choice of terminals restricts the
host graphs W ∈ F , as they are OS-instances.

3.2.3 From OS-instances to random trees

We need a couple of known embedding theorems.

Theorem 3.18 ([GNRS04, Thm. 5.4]). Every metric outerplanar graph admits a
stochastic embedding into metric trees with expected stretch O(1).

The next result is proved in [LMM15, Thm. 4.4] (which is essentially a restatement
of [EGK+14, Thm. 12]).

Theorem 3.19. If G is a terminated metric plane graph and γ(G;T(G)) = 1, then G
admits a stochastic terminal embedding into metric outerplanar graphs with expected
stretch O(1).
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In conjunction with Theorem 3.18, this shows that every OS-instance admits a
stochastic terminal embedding into metric trees with expected stretch O(1). Com-
bined with Corollary 3.17, this finishes the proof of Theorem 3.5.

3.3 Polymatroid flow-cut gaps

We now discuss a network model introduced in [CKRV15] that generalizes edge and
vertex capacities. Recall that if S is a finite set, then a function f : 2S → R is called
submodular if f(A) + f(B) ≥ f(A ∩B) + f(A ∪B) for all subsets A,B ⊆ S. For an
undirected graph G = (V,E), we let E(v) denote the set of edges incident to v. A
collection ~ρ = {ρv : 2E(v) → R+}v∈V of monotone, submodular functions are called
polymatroid capacities on G.

Say that a function ϕ : E → R+ is feasible with respect to ~ρ if it holds that for every
v ∈ V and subset S ⊆ E(v), it holds that

∑
e∈S ϕ(e) ≤ ρv(S). Given demands dem :

V × V → R+, one defines the maximum concurrent flow value of the polymatroid
network (G, ~ρ, dem), denoted mcfG(~ρ, dem), as the maximum value ε > 0 such that
one can route an ε-fraction of all demands simultaneously using a flow that is feasible
with respect to ~ρ.

For every subset S ⊆ E, define the cut semimetric σS : V ×V → {0, 1} by σS(u, v)
def
=

0 if and only if there is a path from u to v in the graph G(V,E \S). Say that a map
g : S → V is valid if it maps every edge in S to one of its two endpoints in V . One
then defines the capacity of a set S ⊆ E by

ν~ρ(S)
def
= min

g:S→V
valid

∑
v∈V

ρv(g
−1(v)) .

The sparsity of S is given by

ΦG(S; ~ρ, dem)
def
=

ν~ρ(S)∑
u,v∈V dem(u, v)σS(u, v)

.

We also define ΦG(~ρ, dem)
def
= min∅6=S⊆V Φ(S; ~ρ, dem). Our goal in this section is to

prove the following theorem.

Theorem 3.20. There is a constant C ≥ 1 such that the following holds. Suppose
that G = (V,E) is a planar graph and D ⊆ F1 ∪ F2 ∪ · · · ∪ Fγ, where each Fi is a
face of G. Then for every collection ~ρ of polymatroid capacities on G and every set
of demands dem : D ×D → R+ supported on D, it holds that

mcfG(~ρ, dem) ≤ ΦG(~ρ, dem) ≤ Cγ ·mcfG(~ρ, dem) .
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3.3.1 Embeddings into thin trees

In order to prove this, we need two results from [LMM15]. SupposeG is an undirected
graph, T is a connected tree, and f : V (G) → V (T ). For every distinct pair u, v ∈
V (G), let P T

uv denote the unique simple path from f(u) to f(v) in T . Say that the
map f is ∆-thin if, for every u ∈ V (G), the induced subgraph on

⋃
v:{u,v}∈E(G) P

T
uv

can be covered by ∆ simple paths in T emanating from f(u).

Suppose further that G is equipped with edge lengths ` : E(G)→ R+. If (X, dX) is
a metric space and f : V (G)→ X, we make the following definition. For τ > 0 and
any u ∈ V (G):

|∇τf(u)|∞
def
= max

{
dX(f(u), f(v))

`(u, v)
: {u, v} ∈ E and `(u, v) ∈ [τ, 2τ ]

}
.

Fact 3.21. Suppose that f : V (G)→ R is 1-Lipschitz, where V (G) is equipped with
the path metric dG,`. Then f is 2-thin and

max {|∇τf(u)|∞ : u ∈ V (G), τ > 0} ≤ 1 .

Theorem 3.22 (Rounding theorem [LMM15]). Consider a graph G = (V,E) and a
subset D ⊆ V . Suppose that for every length ` : E → R+, there is a random ∆-thin
mapping Ψ : V → V (T ) into some random tree T that satisfies:

1. For every v ∈ V and τ > 0: E|∇τΨ(v)|∞ ≤ L.

2. For every u, v ∈ D:

E [dT (Ψ(u),Ψ(v))] ≥ dG,`(u, v)

K
.

Then for every collection ~ρ of polymatroid capacities on G and every set of demands
dem : D ×D → R+ supported on D, it holds that

mcfG(~ρ, dem) ≤ ΦG(~ρ, dem) ≤ O(∆KL) ·mcfG(~ρ, dem) .

Theorem 3.23 (Face embedding theorem [LMM15]). Suppose that G = (V,E) is
a planar graph and D ⊆ V is a subset of vertices contained in a single face of G.
Then for every ` : E → R+, there is a random 4-thin mapping Ψ : V → V (T ) into a
random tree metric that satisfies the assumptions of Theorem 3.22 with K,L ≤ O(1).

We now use this to prove the following multi-face embedding theorem; combined
with Theorem 3.22, it yields Theorem 3.20.
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Theorem 3.24 (Multi-face embedding theorem). Suppose that G = (V,E) is a
planar graph and D ⊆ F1 ∪ F2 ∪ · · · ∪ Fγ, where each Fi is a face of G. Then
for every ` : E → R+, there is a random 4-thin mapping Ψ : V → V (T ) into a
random tree metric that satisfies the assumptions of Theorem 3.22 with L ≤ O(1)
and K ≤ O(γ).

Proof. For each i = 1, 2, . . . , γ, let Ψi : V → V (Ti) be the random 4-thin map-
ping guaranteed by Theorem 3.23 with constants 1 ≤ K0, L0 ≤ O(1), and let
Ψ′i : V → R be the 2-thin mapping given by Ψ′i(v) = dG,`(v, Fi) (recall Fact 3.21).
Now let Ψ : V → V (T ) be the random map that arises from choosing one of
{Ψ1, . . . ,Ψγ,Ψ

′
1, . . . ,Ψ

′
γ} uniformly at random. Then Ψ is a random 4-thin map-

ping satisfying (1) in Theorem 3.22 for some L ≤ O(1).

Consider now some u ∈ Fi and v ∈ V . Let u′ ∈ Fi be such that dG,`(v, u
′) =

dG,`(v, Fi). If dG,`(u
′, v) ≥ dG,`(u,v)

4K0L0
, then

E [dT (Ψ(u),Ψ(v))] ≥ 1

2γ
|Ψ′i(u)−Ψ′i(v)| = dG,`(u

′, v)

2γ
≥ dG,`(u, v)

8γK0L0

.

If, on the other hand, dG,`(u
′, v) <

dG,`(u,v)

4K0L0
, then

E [dT (Ψ(u),Ψ(v))] ≥ 1

2γ
E [dTi(Ψi(u),Ψi(v))]

≥ 1

2γ
E [dTi(Ψi(u),Ψi(u

′))− dTi(Ψi(u
′),Ψi(v))]

≥ 1

2γ

(
dG,`(u, u

′)

K0

− L0 dG,`(u
′, v)

)
≥ 1

2γ

(
dG,`(u, v)− dG,`(u′, v)

K0

− dG,`(u, v)

4K0

)
≥ 1

2γ

(
3

4

dG,`(u, v)

K0

− dG,`(u
′, v)

K0

)
≥ dG,`(u, v)

4γK0

.

Thus Ψ also satisfies (2) in Theorem 3.22 with K ≤ O(γ), completing the proof.
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4 Faster Algorithms for Orienteering and k-TSP

4.1 Opening

The Traveling Salesman Problem (TSP) is of fundamental importance to combina-
torial optimization, computer science and operations research. It is a prototypical
problem for planning routes in almost any context, from logistics to manufacturing,
and is therefore studied extensively. In this problem, the input is a list of cities (aka
sites) and their pairwise distances, and the goal is to find a (closed) tour of minimum
length that visits all the sites. This problem is known to be NP-hard even in the
Euclidean case [GGJ76, Pap77, Tre00], which is the focus of our work.

One important variant of TSP are orienteering problems, which ask to maximize
the number of sites visited when the tour length is constrained by a given budget.
These problems model scenarios where the “salesman” has limited resources, such
as gasoline, time or battery-life. This genre is related to prize-collecting traveling
salesman problems, introduced by Balas [Bal95], where the sites are also associated
with non-negative “prize” values, and the goal is to visit a subset of the sites while
minimizing the total distance traveled and maximizing the total amount of prize
collected. Note that there is a trade-off between the cost of a tour and how much prize
it spans. Another related family is the vehicle routing problem (VRP) [TV02], where
the goal is to find optimal routes for multiple vehicles visiting a set of sites. These
problems arise from real-world applications such as delivering goods to locations or
assigning technicians to maintenance jobs.

We consider the rooted orienteering problem in Euclidean space, in which the input
is a set of n points P in Rd, a starting point s and a budget B > 0, and the goal is to
find a path that starts at s and visits as many points of P as possible, such that the
path length is at most B. A (1− δ)-approximate solution is a path satisfying these
constraints (start at s and have length at most B) that visits at least (1 − δ)kopt

points, where kopt denotes the maximum possible, i.e., the number of points visited
by an optimal path.

Arkin, Mitchell, and Narasimhan [AMN98] designed the first approximation algo-
rithms for the rooted orienteering problem. They considered this problem for points
in the Euclidean plane when the desired “tour” (network in their context) is a path,
a cycle, or a tree, and achieved a O(1)–approximation for these problems. Blum et
al. [BCK+07] and Bansal et al. [BBCM04] designed an O(1)-approximation algorithm
for rooted path orienteering when the points lie in a general metric space.

Chen and Har-Peled [CH08] were the first to design a Polynomial-Time Approxima-
tion Scheme (PTAS), i.e., a (1 − δ)-approximation algorithm for every fixed δ > 0,
when the points lie in a Euclidean space of fixed dimension. Their algorithm reduces
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the orienteering problem into (a multi-path version of) rooted k-TSP, and thus the
heart of their algorithm is a PTAS for the latter, where the approximation is actu-
ally with respect to a parameter called excess, which can be much smaller than the
optimal tour length. This follows an earlier approach of Blum et al. [BCK+07], who
introduced the concept of excess-based approximation, and designed a reduction to a
simpler (single-path version of) k-TSP. However, that earlier reduction increases the
approximation ratio by a constant factor and cannot yield a PTAS. Chen and Har-
Peled [CH08] presented a different reduction, to a more complicated (multi-path)
version of rooted k-TSP, and for the latter problem they designed an algorithm that
cleverly combines two very different divide-and-conquer methods, of Arora [Aro98]
and of Mitchell [Mit99]. As they point out, a key difficulty in this problem is the
relative lack of algorithmic tools to handle rigid budget constraints.

We design a PTAS for the rooted orienteering problem that has a better running time
than the known running time nO(d

√
d/δ)(log n)(d/δ)O(d)

of Chen and Har-Peled [CH08].
For fixed δ and small dimension d, the leading term in their running time is about
nO(d

√
d/δ), which we improve to nO(1/δ). Thanks to this improvement, our algorithm

is polynomial even for a moderately large dimension, roughly up to d = O(log log n)
instead of d = O(1).

4.1.1 Our Results

Our main result is a PTAS for the rooted orienteering problem, with improved run-
ning time compared to that of Chen and Har-Peled [CH08].

Theorem 4.1. Given as input a set P of n points in Rd, a starting point s, a
budget B > 0, and an accuracy parameter δ ∈ (0, 1), one can compute in time

nO(1/δ)(log n)(d/δ)O(d)
, a path that starts at s, has length at most B, and visits at least

(1 − δ)kopt points of P , where kopt is the maximum possible number of points that
can be visited under these constraints.

Similarly to Chen and Har-Peled [CH08], our algorithm reduces the rooted orien-
teering problem to (a multi-path version of) rooted k-TSP, and the main challenge
is to solve the latter problem with good approximation with respect to the excess
parameter. Their algorithm for k-TSP uses Mitchell’s divide-and-conquer method
[Mit99] based on splitting the space into windows. These windows contain subpaths
of the k-TSP path, and the algorithm finds such subpaths in every window and then
combines them into the requested path. The leading term npoly(d) in the running time
of Chen and Har-Peled [CH08] arises from defining each window via 2d independent
hyperplanes, which gives rise to nO(d) possible windows. We define and order the
windows in a way that is similar to, but different from, Blum et al. [BCK+07], which
yields at most n2 different windows (see Section 4.2 for more details). This improve-
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ment is readily seen in our first technical result (Theorem 4.2), which provides a
PTAS for (a simple version of) rooted k-TSP. For fixed δ and small dimension d,
the leading term in our running time is nO(1). For our main result, we need to solve
a multi-path version that we call rooted (m, k)-TSP. This problem asks to find m
paths that visit k points in total, when the input prescribes the endpoints of all
these m paths (see Theorem 4.3). We note that although our result for k-TSP can
be obtained also by applying the techniques of Blum et al. [BCK+07], our version
of the windows is essential for solving the rooted (m, k)-TSP, and is thus needed to
obtain a PTAS for orienteering.

4.1.2 Related Work

The orienteering problem was first introduced by Golden et al. [GLV87], and intensely
studied since then. The problem has numerous variants. For example, Chekuri
et al. [CKP12] designed (2 + ε)-approximation algorithm for orienteering in undi-
rected graphs, and an O(log2 OPT )-approximation algorithm in directed graphs.
Gupta et al. [GKNR15] designed an O(1)-approximation algorithm for the best non-
adaptive policy for stochastic orienteering. Friggstad et al. [FS17] introduced the
first polynomial-size LP-relaxations for the orienteering problem and its rooted ver-
sion, and obtained O(1)-approximation algorithms via LP-rounding. For algorithms
for orienteering with deadlines and time-windows see [BBCM04, CK04, CP05]. A
survey on orienteering can be found in [GLV16], and a survey on the vehicle routing
problem with profits can be found in [ASV14].

4.1.3 Preliminaries

Notation. Let π = 〈p1, . . . , pk〉 be a path that visits k points of P in Rd, starting
at p1 and ending at pk. The length of π is denoted by ‖π‖ :=

∑k−1
j=1 ‖pj+1 − pj‖, and

let P (π) be all the points in P that are visited by π. Define the excess of π to be

E(π) := ‖π‖ − ‖pk − p1‖.

Note that the excess of π may be considerably smaller than the length of π. Similarly,
given a set Π of m paths, such that each path πi, i ∈ [m], connects endpoints
si, ti, we denote the total length of its m paths by ‖Π‖ :=

∑m
i=1 ‖πi‖. Let P (Π)

be all points visited by Π, i.e. P (Π) = ∪mi=1P (πi), and let the excess of Π be
E(Π) :=

∑m
i=1(‖πi‖ − ‖ti − si‖).

Given a set P of n points and m pairs si, ti ∈ P , the rooted (m, k)-TSP problem is
to find a set of m paths Π = {πi| i ∈ [m]} with minimum total length, such that
each path πi connects endpoints si, ti, and |P (Π)| = k. A δ-excess-approximation to
the rooted (m, k)-TSP problem is a set of m paths Π = {πi| i ∈ [m]}, such that each
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path πi connects endpoints si, ti, |P (Π)| = k, and ‖Π‖ ≤ ‖Π∗‖+ δ · E(Π∗), where Π∗

a solution of minimum length. We define the rooted k-TSP problem to be the rooted
(1, k)-TSP problem.

Given a set P of n points, a budget B, and a starting point s, the rooted orienteering
problem is the problem of finding a path π∗ rooted at s which visits the maximum
number of points of P under the constraint that ‖π∗‖ ≤ B. Let kopt denote the
number of points visited by π∗. A (1− δ)-approximation to the rooted orienteering
problem is a path π rooted at s which visits at least (1 − δ)kopt vertices under the
constraint that ‖π‖ ≤ B.

Algorithms. Arora [Aro98] gave a PTAS for Euclidean TSP which runs in time

n(log n)(d/δ)O(d)
. He also showed how to modify the algorithm to solve k-TSP in time

k2n(log k)(d/δ)O(d)
. This is done by modifying the dynamic program, so that for every

candidate cell the program computes an optimal tour visiting at least k′ points, for
each k′ ∈ [k]. (We also note the dependence on log k instead of log n.) Another
simple modification to Arora’s algorithm is to compute m tours which together visit
all points, and this increases the runtime to n(2m log n)(d/δ)O(d)

.4 Combining these

two separate extensions gives a solution to (m, k)-TSP in time k2n(2m log n)(d/δ)O(d)
.

4.2 A δ-excess-approximation algorithm for rooted (m, k)-
TSP

In this section, we present the δ-excess-approximation algorithm for rooted (m, k)-
TSP. Later in Section 4.3, we use this algorithm as a subroutine to approximate the
orienteering problem. For purposes of exposition, we will first show how to solve
the case m = 1, i.e., rooted k-TSP, using a plane sweep algorithm (PSA), and then
extend this plane sweep algorithm to general m, i.e., solve (m, k)-TSP.

Our algorithm combines ideas from Blum et al. [BCK+07] and Chen and Har-
Peled [CH08]. In Section 4.2.1 we solve k-TSP using the techniques of Blum et
al. [BCK+07], but with a critical modification that uses the Euclidean (rather than
metric) setting and allows extension of our algorithm to the more general (m, k)-TSP
in Section 4.2.2.

4For those familiar with Arora’s construction, we must add to each active portal a list of tours
incident upon it. The factor 2m represents the ensuing increase in the number of possible configu-
rations.
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4.2.1 Algorithm for rooted k-TSP

We present δ-excess-approximation algorithm for rooted k-TSP, as follows.

Theorem 4.2. Given as input the endpoints s, t ∈ Rd, a set of n points P ⊂ Rd, an
integer 2 ≤ k ≤ n, and an accuracy parameter δ ∈ (0, 1), there is an algorithm that

runs in time nO(1)(log k)(d/δ)O(d)
and finds a k-TSP path from s to t of length at most

OPT + δ · E, where OPT is the minimum length of a k-TSP path from s to t, and
its excess is denoted by E = OPT − ‖t− s‖.

The rest of this section is devoted to the proof of Theorem 4.2. Before introducing the
construction and proof, let us present the intuition behind it. First let us rotate the
space so that s, t both lie on the x-axis, with the x-coordinate of s smaller than the
x-coordinate of t. Now suppose that the optimal path π∗ is monotonically increasing
in x. In this case, the optimal tour could be computed in quadratic time by a simple
PSA, a dynamic programming algorithm defined by a plane orthogonal to the x-axis
and sweeping across it from x = −∞ to x =∞. For every encountered point p ∈ P ,
the algorithm must determine the optimal tour from s to p visiting k′ points for
all k′ ∈ [k], and since all edges are x-monotone, all these k′ points must have been
encountered previously by the sweep. It follows that in this case the optimal k′-TSP
tour ending at p can be computed by taking an optimal (k′− 1)-TSP tour ending at
each previously encountered point p′, extending it to p by one edge of length ‖p− p′‖,
and then choosing among these tours (all choices of p′) the one of minimum cost.
This PSA ultimately computes the best k-TSP ending at each possible point, and
the minimum among these is the optimal tour.

The difficulty with the above approach is that the optimal tour might be non-
monotone in the x-coordinate. It may contain backward edges, while the PSA algo-
rithm described above can only handle forward edges. However, for an edge facing
backwards, its entire length accounts for excess in the tour. Hence, in the space (or
more precisely, window) containing the backward edge, we can afford to run Arora’s
k-TSP algorithm, and pay (1 + δ) times the entire tour cost in the window. This
motivates an algorithm which combines a sweep with Arora’s k-TSP algorithm. We
proceed with the actual proof, denoting the x-coordinate of a point p by p[0].

This algorithm is similar to that of Blum et al. [BCK+07], which defines every window
using only 2 points, and distinguishes between windows with only forward edges and
windows that contain backward edges (called type-1 and type-2 in [BCK+07]). They
use the MCP routine of [CGRT03] to approximate the minimum length of a path
inside windows with backward edges, and stitch all the subpaths together by dynamic
programming. There are two main differences in our algorithm. First, we run Arora’s
algorithm on the windows with backward edges. Second, our dynamic programming
goes over the points in a different order. They order the points in increasing order of
distance from s (the starting point), while we order the points by their x-coordinate.
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Figure 9: The window w̄a,b is the space between the two thick gray lines, The solid
black lines represent the subpath Arora(a, b, c, d, 8), and the two dashed lines repre-
sent extending it outside that window.

Proof of Theorem 4.2. We rotate the space so that s, t lie on the x-axis, and then
order all points based on increasing x-coordinate. For two distinct points p, q ∈ P ,
we say that p is before q, denoted p < q, if p’s x-coordinate p[0] is smaller than q’s
x-coordinate q[0]; otherwise, we say that q is after p, denoted q > p. We can make
an infinitesimally small perturbation on the points to ensure that p[0] 6= q[0] for all
distinct points p, q ∈ P .

We define a window in Rd to be the space between (and including) two (d − 1)-
dimensional hyperplanes orthogonal to the x-axis. For every point pair a, b ∈ P
with a ≤ b (which means we allow a = b), let w̄a,b be a window of width b[0] − a[0]
containing a, b on its respective ends. Note that a window is bounded in the x
direction and unbounded in all other directions, and also that a window may have
width 0 (if a = b) and then it can contain at most one point of P . We denote the
points of P contained in a window w̄a,b by P (w̄a,b) := {p ∈ P | a ≤ p ≤ b}. Let
W := {w̄a,b | a, b ∈ P, a ≤ b}, and so |W| ≤ O(n2).

Algorithm. For some δ′ = Θ(δ) to be specified below, let Arora(a, b, c, d, k) be the
output of Arora’s (1− δ′)-approximate k-TSP algorithm on the set P (w̄a,b) and tour
endpoints c, d with a ≤ c, d ≤ b; recall this algorithm returns the length of a near-
optimal tour. For every a, b, c, d ∈ P and k′ ∈ [k], we precompute Arora(a, b, c, d, k′),
see Figure 9. We then order the points in P by their x-coordinate as p1, . . . , pn,
and let Pi := {p ∈ P | p ≤ pi}. The algorithm sweeps over p1, . . . , pn (i.e., by
their x-coordinate), and upon encountering point pi, it calculates for every k′ ∈ [k] a
path from s to pi visiting k′ points of Pi. However, the algorithm first precomputes
approximate subpaths on many windows using Arora’s algorithm, and thus the sweep
is actually stitching these subpaths together into a global solution.
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Let V be a 3-dimensional dynamic programming table with each entry V (pi, d, k
′)

for pi ∈ P , d ∈ Pi and k′ ∈ [k], containing the length of an already computed path
from s to d that visits k′ points in Pi. To initialize the table, for all d, pi satisfying
d ≤ pi = s and k′ ∈ [k], we fix entries V (pi, d, k

′) = Arora(p1, pi, s, d, k
′). All other

entries are set to ∞. (Note that this forces all paths to begin at s, even if portions
of those paths travel to the left of s.) The algorithm then considers each pi > s in
increasing order, and calculates the entries for all d satisfying s < d ≤ pi and all
k′ ∈ [k], by choosing the shortest path among several possibilities, as follows.

V (pi, d, k
′) = min

{
V (pj, d

′, k′′) + ‖d′ − c‖+ Arora(pj+1, pi, c, d, k
′ − k′′) |

pj ∈ Pi, d′ ∈ Pj, c ∈ Pi \ Pj, k′′ < k′
}

The path associated with this entry combines a previously computed path from s
to d′ visiting k′′ < k′ points in Pj with an Arora subpath connecting endpoints c, d
inside window w̄pj+1,pi and visiting k′ − k′′ points in that window. Connecting these
two paths using an edge (d′, c) produces a path from s to d that visits k′ points in
Pi. After populating the table, the algorithm reports the entry V (pn, t, k).

The above algorithm computes the length of a path, but as usual it is extends easily
to return also the path itself. It remains to prove that the returned path has length
at most OPT + δ · E .

Correctness. We will show that there exists a solution of length at most OPT +δ·E
that is considered by the dynamic program. Let π∗ be an optimal path from s to t
visiting k points of P , i.e., |π∗| = OPT . Given a path π and two points p, q ∈ P (π),
denote by π(p, q) the subpath of π from p to q.

The solution produced by our PSA represents a set of windows connected by edges
between them. However, some of these windows may be trivial and contain only
a single point (and no edges), so in fact the PSA produces a solution which is a
set of non-trivial windows connected by x-monotone subpaths (i.e., subpaths with
only forward edges). As such, our analysis will similarly split π∗ into windows and
subpaths, where the windows contain all the backward edges of π∗, and the remaining
edges constitute x-monotone subpaths. Assume that there are ` maximal backward
subpaths in π∗ (meaning that all edges of these subpaths face backwards), denoted
π∗(bi, ai) for i ∈ [`], where ai < bi. Clearly, π∗(bi, ai) is fully contained in window
w̄ai,bi . Since these windows may overlap (have non-empty intersection), we repeatedly
merge overlapping windows, i.e., replace any two overlapping windows w̄ai,bi , w̄aj ,bj
by the united window w̄min{ai,aj},max{bi,bj}, until no overlapping windows remain. We
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Figure 10: The solid black lines represent an optimal k-TSP path π∗ between s and t
for k = 16. It has 3 backward-facing subpaths π∗(s, p1), π∗(p14, p7) and π∗(p13, p15).
After merging overlapping windows w̄p7,p14 and w̄p13,p15 , we haveW ∗ = {w̄p1,s, w̄p7,p15}.
The window w̄p7,p15 contains the subpath π∗(p8, p13), and thus Ewin(w̄p7,p15 , p8, p13) =
‖π∗(p8, p13)‖ − |p13[0]− p8[0]|.

thus assume henceforth that the l windows w̄ai,bi are pairwise disjoint and denote
W∗ := {w̄ai,bi | i ∈ [`]}. See Figure 10 for illustration.

Having merged overlapping windows, we have an ordered set of windows where every
two successive windows are connected by an x-monotone subpath of π∗. Now for a
window w̄a,b ∈ W∗, let c∗(w̄a,b) and d∗(w̄a,b) be the entry and exit points of the
optimal path π∗ inside w̄a,b; notice these points are necessarily unique.

Recall that the excess of π∗ is defined as E(π∗) = ‖π∗‖ − ‖t− s‖. Let Ef be all the
edges in π∗ that face forwards, and denote by ‖Ef‖ their total length. Similarly, let
Eb be all edges in π∗ that face backwards, and denote by ‖Eb‖ their total length.
Clearly ‖Ef‖ ≥ ‖t− s‖, hence every edge that faces backwards contributes its entire
length to the excess E(π∗), i.e.,

E(π∗) = ‖π∗‖ − ‖t− s‖ = ‖Ef‖+ ‖Eb‖ − ‖t− s‖ ≥ ‖Eb‖ . (13)

We now define the excess of a window w̄a,b ∈ W∗ with endpoints c∗ = c∗(w̄a,b) and
d∗ = d∗(w̄a,b) to be

Ewin(w̄a,b) := ‖π∗(c∗, d∗)‖ − |d∗[0]− c∗[0]|,

which is non-negative because ‖π∗(c∗, d∗)‖ ≥ |b[0] − a[0]| ≥ |d∗[0] − c∗[0]|. Because
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the windows in W∗ are pairwise disjoint, it is immediate that∑
w̄a,b∈W∗

Ewin(w̄a,b) ≤ E(π∗). (14)

see Figure 10 for illustration.

Applying Arora’s k-TSP algorithm on window w̄a,b ∈ W∗ with endpoints c∗ =
c∗(w̄a,b) and d∗ = d∗(w̄a,b) returns a path of length at most (1 + δ′) ‖π∗(c∗, d∗)‖,
and we would like to bound δ′ ‖π∗(c∗, d∗)‖ relative to the excess E(π∗). To this end,
we first bound it relative to backward edges and excess in that subpath/window, by
claiming that

‖π∗(c∗, d∗)‖ ≤ 2 max
{
‖Eb ∩ π∗(c∗, d∗)‖ , Ewin(w̄a,b)

}
, (15)

where Eb ∩ π∗(c, d) denotes the backward-facing edges in π∗(c, d). Indeed, the
claim holds trivially if ‖π∗(c∗, d∗)‖ ≤ 2 ‖Eb ∩ π∗(c∗, d∗)‖, and otherwise we have
‖π∗(c∗, d∗)‖ > 2 ‖Eb ∩ π∗(c∗, d∗)‖ ≥ 2|d∗[0] − c∗[0]|, and thus Ewin(w̄a,b) =
‖π∗(c∗, d∗)‖ − |d∗[0]− c∗[0]| ≥ 1

2
‖π∗(c∗, d∗)‖, as claimed.

It follows that applying Arora’s algorithm with δ′ = 1
4
δ on each of the non-overlapping

windows in W∗ will approximate the optimum ‖π∗‖ within total additive error∑
w̄a,b∈W∗

δ′ · ‖π∗(c∗(w̄a,b), d∗(w̄a,b))‖

≤ 2δ′
∑

w̄a,b∈W∗

[
Ewin(w̄a,b) + ‖Eb ∩ π∗(c∗(w̄a,b), d∗(w̄a,b))‖

]
by (15)

≤ 2δ′
[
E(π∗) + ‖Eb‖

]
≤ 4δ′ · E(π∗) = δ · E by (14) and (13).

Our PSA is a dynamic program that optimizes over many combinations of windows,
including the above collection W∗, and thus the path that it returns, which can be
only shorter, must be a δ-excess-approximation to the optimal k-TSP solution π∗.

Running Time. The table V has O(n3) entries, and computing each entry requires
consulting O(n3) other entries. In addition, one has to invoke Arora’s k-TSP algo-

rithm O(n3) times, each executed in time k2n(log k)(d/δ)O(d)
. Thus, the total running

time is indeed nO(1)(log k)(d/δ)O(d)
. This completes the proof of Theorem 4.2.

4.2.2 Algorithm for rooted (m, k)-TSP

Having shown how to construct a PSA for k-TSP, we extend this result to the more
general (m, k)-TSP. We can prove the following theorem, which is the extension of
Theorem 4.2 to multiple tours:
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Figure 11: Both figures consist of the same points p1, . . . , p6 ∈ Rd, and the two
hyperplanes h1 and h2 are determined by the points p1, p6 and p2, p5 correspondingly.
Figures 11a and 11b differ by the path that connects the points p2, p3, p4, p5. In
Figure 11a the edge (p3, p4) is a backward-facing edge with respect to h2, while in
Figure 11b the edge (p4, p3) is a backward-facing edge with respect to h1.

Theorem 4.3. There is an algorithm that, given as input m source-sink pairs si, ti ∈
Rd for i ∈ [m], a set of n points P ⊂ Rd, an integer 1 ≤ k ≤ n, and an accuracy

parameter δ ∈ (0, 1), runs in time nO(m)(log n)(md/δ)O(d)
and reports m paths, one

from each si to its corresponding ti, that together visit k points of P and have total
length at most ‖Π∗‖ + δ · E(Π∗), where Π∗ is the minimum total length of m such
paths.

As before, we first provide the construction, and then demonstrate correctness. The
construction closely parallels that of the PSA for k-TSP, being a collection of x-
monotone multi-paths connecting windows.

For points s, t ∈ Rd, let st be the directed line segment connecting them. Let the
angle of st be the angle of its direction vector to the x-axis. Given a path π with
endpoints s, t, we define the angle of π to be the angle of the vector st.

Given a set Π of m paths with respective endpoints si, ti for i ∈ [m] the space may be
rotated and (if necessary) some values si, ti swapped to ensure that in the resulting
space each directed path has angle in the range [0, πππ

2
− 1

m′
],5 where m′ = 8m3/2 (see

Lemma 4.6 in Section 4.4). We execute this rotation step before the run of the multi-
path PSA. The crux is that this direction is “good enough” for each of the m paths,
meaning that it is effective as a sweep direction for all the m paths simultaneously.
In contrast, the ordering of Blum et al. [BCK+07] (according to distances from a
starting point s) must use a single starting point and does not extend to multiple
paths.

5We use πππ to denote the mathematical constant, and π to denote a path.
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Construction. The construction handles m paths simultaneously. Let S, T be
arrays of length m, with entries S[j], T [j] corresponding to the source-sink pair of
the j-th path. Let a window be defined as in Section 4.2.1. For some δ′ = Ωm(δ) to be
specified below, let Arora(a, b, S, T, k) be the output of Arora’s (1− δ′)-approximate
(m, k)-TSP algorithm on the set P (w̄a,b) and tour endpoint arrays S, T . (We may
assume for simplicity that a ≤ S[j], T [j] ≤ b for all j. If both S[j], T [j] are null, the
algorithm will ignore the j-th path. If exactly one is null, the algorithm with return
∞.) For every a, b ∈ P , S, T ⊂ Pm and k′ ∈ [k], we precompute Arora(a, b, S, T, k′).
The algorithm then sweeps the x-axis from left to right as before to calculate the
solution to subproblems up to a point pi ∈ P .

Similarly to what was done above, let V be a 4-dimensional lookup table with an
entry V (pi, S, T, k

′) for every pi ∈ P , S, T ∈ Pm
i and k′ ∈ [k], that contains the

length of computed paths from sources S to sinks T that together visit k′ points in
Pi. For the initialization, we add a dummy point p0 to P and initialize the single
entry V (p0, S, T, 0), where arrays S, T contain all null points, to be 0. We initialize
all other table entries to ∞. Define the distance from a point to a null point (or
between two null points) to be 0. The algorithm considers each pi ∈ P (i ≥ 0) in
increasing order, and computes the entries for all S, T ∈ Pm

i by choosing the shortest
path among several possibilities, as follows:

V (pi, S, T, k
′) = min

{
V (pj, S1, T1, k

′′) +
m∑
l=1

‖T1[l]− S2[l]‖+ Arora(pj+1, pi, S2, T2, k
′ − k′′) |

pj ∈ Pi, S1, T1 ∈ Pm
j , S2, T2 ∈ (Pi \ Pj)m, k′′ < k′

}
As before, this computation combines the length of a previously computed approx-
imated shortest path to a new Arora multi-path. However, we add to the above
description feasiblity requirements, which are sufficient to ensure the validity of the
final tour. First note that the invocation to Arora’s algorithm on arrays S, T ensures
that a non-infinite solution is possible only if S[j], T [j] are both null or both non-null
for all j. We further require for S, S1, S2 and all j that S1[j] = S[j], unless S1[j] is
null, in which case we require that S2[j] = S[j]. This ensures that the computed
subtour has source S[j]. Likewise, we require for T, T1, T2 and all j that T2[j] = T [j],
unless T2[j] is null, in which case we require that T1[j] = T [j]. This ensures that
the computed subtour has sink T [j]. Also, if S[j] (T [j]) is null, then S1[j], S2[j]
(T1[j], T2[j]) must be null as well. This ensures that the subproblems do not feature
additional tours. If these requirements are not met for some set {S, S1, S2, T, T1, T2},
then the table value is not changed. After populating the table, the algorithm re-
ports the entry V (pn, S, T, k) for S, T containing the sources and sinks of the master
problem.
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Correctness. We must show that there is a set of paths Π with ‖Π‖ ≤ ‖Π∗‖+E(Π∗)
which can be found by the above algorithm. As before, it suffices to show that the
optimal solution can be divided into windows connected by x-monotone paths.

In the analysis of the k-TSP algorithm, we used the fact that any backward-facing
edge contributes its entire length to the excess. This does not hold in the (m, k)-TSP
case, as the definition of “backwards” remains with respect to the x-axis, but excess
is measured with respect to the angle of the relevant path, see Figure 11. To address
this, we will require the following lemma:

Lemma 4.4. Given parameter 0 ≤ γ ≤ 1 (where γ is a measure in radians) and
directed path π with angle φ to the x-axis and edge-set E, let E ′ ⊂ E consist of
directed edges with angles in the range [φ− γ, φ+ γ]. Then we have∑

e∈E\E′
‖e‖ ≤ 24

11γ2
E(π).

Proof. For edge e ∈ E, let p(e) be the length of the projection of e onto segment
st, where s, t are the endpoints of π. We can charge each edge e a share of the
excess as follows. Define E(e) = ‖e‖−p(e); then by the triangle inequality ‖s− t‖ ≤∑

e∈E p(e), and thus
∑

e∈E E(e) = ‖π‖ −
∑

e∈E p(e) ≤ E(π). Now consider an edge

e ∈ E \E ′. Recalling the Taylor expansion cos(x) = 1− x2

2!
+ x4

4!
− . . ., we have that

p(e) ≤ ‖e‖ cos(γ) ≤ ‖e‖
(

1− γ2

2
+
γ4

24

)
≤ ‖e‖

(
1− 11

24
γ2

)
,

and so E(e) = ‖e‖ − p(e) ≥ 11
24
γ2‖e‖. It follows that

11γ2

24

∑
e∈E\E′

‖e‖ ≤
∑

e∈E\E′
E(e) ≤ E(π).

Now take optimal tour Π∗, and letW∗ be defined as in Section 4.2.1, that is consist-
ing of mergers of maximal windows which together cover all backward-facing edges
(where the direction is defined with respect to the x-axis). The edges not in windows
of W∗ constitute forward-facing paths. Now consider some window w̄a,b ∈ W∗, and
we will show that we can afford to run Arora’s (m, k)-TSP on this window with
sufficiently small parameter δ′.

We begin with the set Eb of backward-facing edges of Π∗. As the angle of all paths
in Π∗ was shown above to be in the range [0, πππ

2
− 1

m′
] radians (and backward-facing
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edges necessarily have angle greater than πππ
2
) we can apply Lemma 4.4 with parameter

γ = 1
m′

, and conclude that

‖Eb‖ ≤
24(m′)2

11
E(Π∗) = O(m3) · E(Π∗).

We now turn to the set Ef of forward-facing edges of Π∗. Set E ′f ⊂ Ef will contain
edges whose angle is very close to the angle of their path. More precisely, let path
π∗i have angle φi. E

′
f includes every edge of every path π∗i with angle in the range[

φi − 1
2m′

, φi + 1
2m′

]
. Now consider edges of Ef \ E ′f : Applying Lemma 4.4 with

parameter γ = 1
2m′

, we have that∥∥Ef \ E ′f∥∥ ≤ 24(2m′)2

11
E(Π∗) = O(m3) · E(Π∗).

Finally, we now turn to the set E ′f . First recall that by the Taylor expansion,

sin(x) = x − x3

3!
+ . . . Each edge in E ′f accounts for a progression in the x-direction

of at least

‖e‖ cos

(
πππ

2
− 1

2m′

)
= ‖e‖ sin

(
1

2m′

)
≥ ‖e‖

(
1

2m′
− 1

6(2m′)3

)
> ‖e‖ 1

3m′
.

Now consider window w̄a,b ∈ W∗, and its associated paths π∗i (c
∗
i (w̄a,b), d

∗
i (w̄a,b)).

Clearly π∗i (c
∗
i (w̄a,b), d

∗
i (w̄a,b)) cannot progress in the x-direction inside the window

for more than its length without heading backwards, and so

1

3m′
∥∥π∗i (c∗i (w̄a,b), d∗i (w̄a,b)) ∩ E ′f∥∥ ≤ |b[0]− a[0]|+ ‖π∗i (c∗i (w̄a,b), d∗i (w̄a,b)) ∩ Eb‖ .

Now recall that by construction, each window w̄a,b ∈ W∗ contains backward-facing
edges whose lengths sum to at least the window length, and so

∑
w̄a,b∈W∗ |b[0]−a[0]| ≤

‖Eb‖. Applying Arora’s algorithm with parameter δ′ on each of the non-overlapping
windows in W∗ will approximate the optimum ‖Π∗‖ within total additive error∑
w̄a,b∈W∗

m∑
i=1

δ′ ‖π∗i (c∗i (w̄a,b), d∗i (w̄a,b))‖

≤ δ′
(
‖Eb‖+

∥∥Ef \ E ′f∥∥+
∑

w̄a,b∈W∗

m∑
i=1

∥∥E ′f ∩ π∗i (c∗i (w̄a,b), d∗i (w̄a,b))∥∥)
≤ δ′

(
‖Eb‖+

∥∥Ef \ E ′f∥∥+
∑

w̄a,b∈W∗

m∑
i=1

3m′
[
|b[0]− a[0]|+ ‖Eb ∩ π∗i (c∗i (w̄a,b), d∗i (w̄a,b))‖

])
≤ δ′

(
‖Eb‖+

∥∥Ef \ E ′f∥∥ 3m2.5 · 2 ‖Eb‖
)

= O(δ′m5.5E(Π∗)).
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So we can afford to execute Arora’s (m, k)-TSP algorithm with parameter δ′ = cδ
m5.5

for suitable constant c > 1.

Running Time. The table V has nO(m) entries, and computing each entry requires
consulting nO(m) other entries. In addition, one has to invoke nO(m) times Arora’s
k-TSP algorithm (modified as explained in Section 4.1.3 to find m tours), and each

of these is executed in time k2n(2m log n)(d/δ′)O(d)
. Plugging our δ′ = cδ

m5.5 yields total

running time nO(m)(log n)(md/δ)O(d)
, which completes the proof of Theorem 4.3.

4.3 A PTAS for Orienteering

Having shown in Theorem 4.3 how to compute a δ-excess-approximation to an opti-
mal (m, k)-TSP tour, we can use this algorithm as a subroutine to solve the orien-
teering problem. As in [CH08], we show how to reduce the orienteering problem to
nO(1/δ) instances of the (O(1/δ), k)-TSP problem.

Lemma 4.5. A (1 − δ)-approximation to orienteering problem on n-point set P , a
budget B and a starting point s, can be computed by making nO(1/δ) queries to an
O(δ)-excess-approximation oracle for (m, k)-TSP, with parameters m = O(1/δ) and
k = O(kopt ), where kopt denotes the number of points visited by an optimal path.

Then Theorem 4.1 follows from Lemma 4.5, with oracle queries executed by the
algorithm of Theorem 4.3.

Proof. Let π∗ be an optimal rooted orienteering path starting at s of length at most
B that visits kopt points of P , let π∗(i, j) = 〈pi, . . . , pj〉 be the portion of the path π∗

from pi to pj, and let E(i, j) = ‖π∗(i, j)‖ − ‖pi − pj‖ be its excess. Set m = b1/δc,
and let αi = d(i − 1)(kopt − 1)/me + 1 for every 1 ≤ i ≤ m + 1. By definition, we
have α1 = 1 and αm+1 = kopt . Furthermore, each subpath π∗(αi, αi+1) visits

αi+1−αi−1 = (di(kopt −1)/me+1)−(d(i−1)(kopt −1)/me+1)−1 ≤ b(kopt −1)/mc

points, excluding the endpoints pαi and pαi+1
.

Consider the subpaths π∗(α1, α2), . . . , π∗(αm, αm+1) of π∗ and their respective ex-
cesses

E1 = E(α1, α2), . . . , Em = E(αm, αm+1).

Clearly, there exists an index ν, 1 ≤ ν ≤ m, such that Eν ≥ 1
m

(
∑m

i=1 Ei). By
connecting the vertex pαν directly to the vertex pαν+1 in π∗, we obtain a new path
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π′ = 〈p1, p2 . . . , pαν , pαν+1 , pαν+1+1, . . . , pkopt 〉. Observe that ‖π′‖ = ‖π∗‖ − Eν , and as
noted above, π′ visits at least

kopt − (αν+1 − αν − 1) ≥ kopt − b(kopt − 1)/mc ≥ (1− 1/m)kopt

points of P .

By applying an (m, kopt )-TSP oracle on the m pairs (si = pαi , ti = pαi+1
) for every

i ∈ [m] with accuracy parameter 1/m, one can compute a path π̂ that visits at least
(1− 1/m)kopt ≥ (1− δ)kopt points of P , of length

‖π̂‖ ≤
m∑
i=1

(‖π′(αi, αi+1)‖+
1

m
Ei)

≤ ‖π′‖+ Eν
= ‖π∗‖
≤ B.

As the value of kopt is not known in advance, the algorithm tries all possible values of
k from 1 to n, returning the maximum value k′ for which it finds a tour within budget
B (that is, the algorithm terminates at the failed attempt to find a tour visiting k′+1
points). As we proved above, (1 − δ)kopt ≤ k′ ≤ kopt . In addition, since we do not
know the optimal orienteering path π∗ in advance, we guess the m = b1/δc points
pαi , which gives nO(1/δ) queries of (m, k)-TSP.

4.4 Appendix

Lemma 4.6. For every unit-length vectors v1, . . . , vm ∈ Rd, there are signs
σ1, . . . , σm ∈ {±1} and a unit-length x ∈ Rd (direction in space) such that

∀i ∈ [m], 〈x, σivi〉 ≥
1

8m3/2
and thus 0 ≤ angle(x, σivi) ≤

πππ

2
− 1

8m3/2
.

We actually prove that the inner product is at least 1
8m
√
d
, and arguing that without

loss of generality d ≤ m, the stated bound follows.

Proof. Let x ∈ Rd be a random vector where each entry is an iid Gaussian N(0, 1),
i.e., chosen from the distribution x ∼ N(0, Id). Then by Markov’s inequality
Pr[‖x‖2 ≥ 4d] ≤ 1/4. Now fix i ∈ [m]. The inner product 〈x, vi〉 has the same
distribution as a standard Gaussian g ∼ N(0, 1), for which elementary observations
about its pdf (like the monotonicity) show that

∀γ ∈ (0, 1), Pr
g

(
|g| ∈ [0, γ]

)
≤ e1/2 · Pr

g

(
|g| ∈ [1− γ, 1]

)
≤ e1/2 · 1

γ
.
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Plugging γ = 1
4m

, we have that

Pr
x

(
|〈x, vi〉| ≤ 1

4m

)
< 1

2m
.

Now applying a union bound over these m+1 events (one about ‖x‖2 and one for each
i), we see there positive probability that all these events fail, the vector y = x/ ‖x‖
is a unit-length vector (in same direction as x) and satisfies

∀i ∈ [m], |〈y, vi〉| > 1
4m·‖x‖ ≥

1
8m
√
d
.

Finally, for each i ∈ [m] we can pick a sign σi ∈ {±1} such that 〈y, σivi〉 is non-
negative, and then 〈y, σivi〉 = |〈y, vi〉|. We may assume that d ≤ m, as otherwise we
can restrict attention to the span of the vectors, and conclude the required 〈y, σivi〉 ≥

1
8m3/2 .

To bound the angle, let θi := πππ
2
− angle(y, σivi) and then 1

8m3/2 ≤ 〈y, σivi〉 ≤ cos(πππ
2
−

θi) = sin(θi) ≤ θi, where the last inequality relies on observing that θi ∈ [0, πππ
2
].
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