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Abstract

Modern data analysis requires sifting through ever-increasing amounts of observations, this
increases the computational and storage cost of analyzing the data. One solution to this chal-
lenge is sparsification, constructing a smaller data structure that preserves some desired property
of the original data. The main challenge in sparsification is constructing efficient algorithms that
minimize the size of the resulting data structure.

In cut sparsification, all cuts of a hypergraph H = (V,E,w) are approximated within 1± ϵ
factor by a small hypergraph H ′. This widely applied method was generalized recently to a
setting where the cost of cutting each e ∈ E is provided by a splitting function, ge : 2e →
R+. This generalization is called a submodular hypergraph when the functions {ge}e∈E are
submodular, and it arises in machine learning, combinatorial optimization, and algorithmic
game theory. Previous work focused on the setting where H ′ is a reweighted sub-hypergraph of
H, and measured size by the number of hyperedges in H ′. We study such sparsification, and
also a more general notion of representing H succinctly, where size is measured in bits.

In the sparsification setting, where size is the number of hyperedges, we present three re-
sults: (i) all submodular hypergraphs admit sparsifiers of size polynomial in n = |V |; (ii)
monotone-submodular hypergraphs admit sparsifiers of size O(ϵ−2n3); and (iii) we propose a
new parameter, called spread, to obtain even smaller sparsifiers in some cases.

In the succinct-representation setting, we show that a natural family of splitting functions
admits a succinct representation of much smaller size than via reweighted subgraphs (almost
by factor n). This large gap is surprising because for graphs, the most succinct representation
is attained by reweighted subgraphs. Along the way, we introduce the notion of deformation,
where ge is decomposed into a sum of functions of small description, and we provide upper and
lower bounds for deformation of common splitting functions.
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1 Introduction

A powerful tool for many graph problems is sparsification, where one constructs from an input graph
a much smaller graph that preserves (perhaps approximately) certain properties, for example the
input graph’s cuts [BK96] or its spectrum [ST11]. Algorithms for downstream applications can
then be executed on the small graph, which improves the overall running time, and the small
graph can also be stored (or sent to another site) instead of the input graph, which improves the
memory (or communication) requirements. The extensive research on cut sparsification has started
with the seminal work of Benczúr and Karger on cuts in graphs [BK96], and was later extended
to hypergraphs [KK15, BST19, CKN20] and to directed hypergraphs [SY19, CCPS21, KKTY21,
OST23]. We focus on sparsifying hypergraphs, and in fact more general objects, while preserving
all their cuts.

In recent years, the notion of cuts in a weighted hypergraph H = (V,E,w) has been generalized
even further, to a setting where each hyperedge e ∈ E has a splitting function ge : 2e → R+, and
the value of a cut S ⊆ V is defined as

cutH(S) :=
∑
e∈E

ge(S ∩ e). (1)

Associating every e ∈ E with the all-or-nothing splitting function, given by gaone : S 7→ we ·1{S ̸=∅,e},
clearly models an ordinary hypergraph H = (V,E,w), where the value of a cut is the total weight of
hyperedges that intersect both sides; in fact, a simple extension can model a directed hypergraph.
Such a generalized hypergraph H = (V,E, g), where g = {ge}e∈E , is called a submodular hypergraph
if all its splitting functions ge are submodular. Recall that a set function g : 2e → R+ is submodular
if

∀S, T ⊆ e, g(S ∪ T ) + g(S ∩ T ) ≤ g(S) + g(T ).

Submodular hypergraphs are useful in clustering data with higher-order relations that are not cap-
tured by ordinary hyperedges [LM17, LM18, VBK20, LVS+21, VBK21, ZLS22]. For example, the
small-side splitting function, given by gsml

e : S 7→ min(|S|, |S̄|), is employed when unbalanced cuts
are preferable. Cut functions of submodular hypergraphs were studied also under a different name
of decomposable submodular functions. A submodular function f : 2V → R+ is called decomposable
if it can be written as f =

∑
i fi, where each fi : 2

V → R+ is submodular. This notion is widely
applied in data summarization [GK10, LB11, TIWB14], where each fi is a submodular similarity
function, and the task of summarizing the data under a given budget k is modeled by maximizing
f(S) over all S ⊂ V of size |S| ≤ k. Decomposable submodular functions arise also in welfare
maximization, where each agent has a submodular utility function, for instance in approximation
algorithms [Fei09, FV06] and in truthful mechanisms [DS06, AS20].

We study how to succinctly represent all the cuts of a submodular hypergraph H up to 1 ± ϵ
factor. We examine two complementary approaches: (1) sparsification, which reduces the number
of hyperedges, i.e., H is represented using a sparse H ′; and (2) deformation, which replaces large
hyperedges or complicated splitting functions by new ones of low space complexity, i.e., H is
represented using H ′ whose hyperedges can be stored succinctly. These approaches can yield
(separately and/or together) a sparsifier H ′ that can be encoded using a small number of bits.
More generally, we may consider a general encoding that does not rely on a sparsifier H ′, e.g., an
explicit list of all the 2|V | cut values.

Let us introduce some basic notation to make the discussion more precise. Throughout, let
n := |V |; we write Õ(t) or Ω̃(t) to suppress a polylogarithmic factor in t, and Oα(t) or Ωα(t) to
hide a factor that depends only on α.
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Definition 1.1 (Sparsifier). A cut sparsifier of quality 1 + ϵ for H = (V,E, g), or in short a
(1 + ϵ)-sparsifier, is a submodular hypergraph H ′ = (V,E′, g′) such that

∀S ⊆ V, cutH′(S) ∈ (1± ϵ) · cutH(S). (2)

The size of the sparsifier is |E′|, the cardinality of its hyperedge set. We call H ′ a reweighted
subgraph of H if E′ ⊆ E and each function g′e for e ∈ E′ is a scaling of ge (i.e., g′e = sege for some
se > 0).

Question 1.2 (Sparsification). Do all submodular hypergraphs admit a reweighted-subgraph spar-
sifier with few hyperedges, say poly(ϵ−1n)? And which families of splitting functions admit even
smaller sparsifiers, like Õϵ(n

2) or even Õϵ(n)?

The first part (i.e., the general question) is known for several families of splitting functions
(see Section 1.1 for a detailed account). But despite this significant progress, the general question
was left open in [RY22], where the bound on the sparsifier size depends on g and is exponential
in n in the worst case. We answer the first part positively by proving that every submodular
hypergraph admits a polynomial-size sparsifier. We address also the second part by showing that
several families of splitting functions admit even smaller sparsifiers.

We further ask about a more general notion, of a data structure that approximates the cuts of
H, which can potentially be more succinct than a sparsifier.

Question 1.3 (Succinct Representation). What is the smallest data structure (in bits of space)
that stores a submodular hypergraph H so as to report (1+ ϵ)-approximation to every cut value? In
particular, what is the smallest number of bits s = s(ϵ, n) that suffices to store a sparsifier for H?

For simplicity, we ask above only about the existence of a sparsifier or a data structure, but we
are of course interested also in fast algorithms to build them. Fortunately, an algorithmic solution
follows from the existential ones because our proofs are constructive. Furthermore, running times
are polynomial under the assumption of integral weights and minS⊆e ge(S) ≤ poly(n)1.

1.1 Sparsification: All Submodular Hypergraphs

We start by addressing Question 1.2. Our first result (proved in Section 2) shows that all sub-
modular hypergraphs admit a sparsifier of polynomial size (in ϵ−1n). This is the first polynomial
bound for all submodular splitting functions, and the previously known bound, due to [RY22], was
Oϵ(n

2BH), where BH := maxe∈E |B(ge)| and B(ge) is the set of extreme points in the polytope of
ge.

2 In general, BH can be exponential in n, for example small-side splitting gsml
e has Be = 2Θ(|e|).

Theorem 1.4. Every submodular hypergraph admits a (1 + ϵ)-sparsifier of size O(ϵ−2n5).

The existing literature shows that several families of splitting functions admit even smaller
sparsifiers than the above bound. For example, sparsifiers of size Õϵ(n) are known for all-or-nothing

splitting gaone [CKN20] (see also [Qua22]) and for product splitting, given by gprde : S 7→ |S| · |S̄|
[dCSHS16]. In contrast, for the splitting that models cuts in a directed hypergraph, the known
construction has size Õϵ(n

2) [OST23], which is near-tight with an Ω(n2/ϵ) lower bound [OST23];

1The running times of Theorem 1.4, Theorem 1.5, and Theorem 1.10 are polynomial in general. Theorem 1.7 is
polynomial under the stated assumption.

2A recent manuscript [KZ23] claims that the proof in [RY22] has a flaw and holds only for monotone submodular
hypergraphs.
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this function, called directed all-or-nothing splitting, is given by gd-aone : S 7→ 1{eT∩S ̸=∅ ∧ eH ̸⊆S},
where eH , eT ⊆ e are the hyperedge’s head and tail, respectively.

Very recently, it was shown that the entire family of symmetric splitting functions admits
sparsifiers of size Õϵ(n) [JLLS23]. We show (in Section 2) that another large family, of monotone
splitting functions (defined as those where ge(S) ≤ ge(T ) for all S ⊆ T ), admits an improved
sparsifier. Monotone functions arise naturally in many applications, however no sparsification
bound was previously known for any function in this family.3

Theorem 1.5. Every hypergraph with monotone splitting functions admits a (1 + ϵ)-sparsifier of
size O(ϵ−2n3).

Related Work. Previous work on sparsification focused mostly on specific splitting functions.
The study of this problem began with sparsifiers for undirected graph cut; the current size bound is
O(ϵ−2n) edges [BSS14], which improves over [BK96] and is known to be tight [ACK+16, CKST19].
Later work on undirected hypergraphs has matched this size bound up to O(log n) factor [KK15,
BST19, CKN20, Qua22]. In the directed case, graphs have a trivial upper bound of O(n2) edges
which is tight (regardless of ϵ). Recent work on hypergraphs has culminated with (1+ ϵ)-sparsifiers
with Õϵ(n

2) hyperedges [SY19, CCPS21, KKTY21, OST23], which is near-tight with an Ω(n2/ϵ)
lower bound [OST23]. Finally, several symmetric functions were known to admit polynomial
or near-linear sparsifiers even before the recent result for the entire family of symmetric func-
tions [JLLS23]; these include the aforementioned small-side splitting [AGK14, ADK+16] and prod-
uct splitting [dCSHS16]. Figure 1 depicts several families of splitting functions and the sparsification
bounds known for them, including our results from above and from Section 1.2.

Techniques. Our sparsification method follows the importance-sampling approach, which has
been used extensively in the literature, including in [RY22] for submodular hypergraphs, which
uses a straightforward calculation of the importance of a hyperedge, based on all its possible cuts.
We devise a more sophisticated approximation of the importance of a hyperedge, based on the
minimum directed cut between all pairs u, v ∈ e, given by gu→v

min := minS⊆V :v∈S,u̸∈S ge(S). The
resulting sampling probabilities produce a much smaller sparsifier, because now each importance is
bounded using only O(n2) directed cuts instead of all the extreme points of its polytope, and the
number of relevant terms (directed cuts or extreme points) eventually propagates into the sparsifier
size. We then prove that our probabilities suffice to approximate all the cuts by showing that the
sum of these directed cuts provide an upper bound on the maximum cut of ge by an analogy to
directed flow in graphs. The proof for the family of all monotone functions is similar, but the
monotone structure allows us to calculate the importance based only on singletons, i.e., cuts of the
form cutH({v}), which results in an n2 improvement in size over the general case.

1.2 Sparsification: Parameterized by Spread

We already know that submodular splitting functions can have very different optimal sparsifica-
tion bounds, see e.g. the bounds Θ̃ϵ(n) and Θ̃ϵ(n

2) mentioned above. However, there are too
many submodular functions to analyze each one separately, and we thus seek a parameter that
can control the sparsifier size. Our approach is inspired by the notion of imbalance in a di-
rected graph G = (V,E,w), defined as the worst ratio between antiparallel edge weights, i.e.,
βG := max{w(i, j)/w(j, i) : i, j ∈ V }. This parameter can be used to show that every directed

3The running time of [RY22] was improved in [KZ23], where a sparsifier of size O(Bn2) for monotone functions
with low curvature is constructed in polynomial time.
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finite-spread submodular
|E′| = min(n5, µn, n2B)

symmetric
|E′| = n

hypergraph cuts

cardinality based
|E′| = min(n2, µn)

monotone
|E′| = min(n3, µn, n2B)

graph cuts

submodular functions
|E′| = min(n5, µn, n2B)

matroid rank
|E′| = min(µn,n2)

directed hypergraphs
|E′| = n2

Figure 1: Sparsification bounds for various families of submodular functions, omitting for simplicity
poly(ϵ−1 log n) factors.

graph admits a sparsifier of size Õϵ(βGn).
4 For submodular hypergraphs, we propose an analogous

parameter, which is basically the ratio between the maximum and minimum values of the splitting
function, excluding certain trivial cuts.

Definition 1.6 (Spread). The spread of a hyperedge e ∈ E with a splitting function ge is

µe :=
maxT⊆e ge(T )

minS⊆e:S/∈W ge(S)
, (3)

where W := {∅}, unless ge(e) = 0 in which case W := {∅, e}.

Our third result (proved in Section 3) constructs a sparsifier whose size depends on the spread
of the input H, defined as µH := maxe∈E µe. By convention, the spread µe is called finite if it is
well-defined (the denominator in (3) is non-zero), and similarly µH is called finite if it is well-defined
(all the terms µe are finite).

Theorem 1.7 (Sparsifier Parameterized by Spread). Every submodular hypergraph H = (V,E, g)
with finite spread admits a (1 + ϵ)-sparsifier of size Õ(ϵ−2µHn).

Many natural submodular functions have finite spread, and in many common cases even µH ≤ n.
This can be seen, for example, in an easy application of Theorem 1.7 to approximation of coverage
functions, see Appendix B for details. Another example is the sparsification of the capped version
of small-side splitting, given by ge : S 7→ min(|S|, |S̄|,K) for K > 0, which clearly has spread
µe ≤ K. This function is part of a much larger family, cardinality-based splitting functions, a
notion formalized in [VBK22] as follows: A submodular function ge : 2

e → R+ is called cardinality-
based if there exists a function fe : [|e|] → R+ such that ge : S 7→ fe(|S|). Cardinality-based
functions, which are commonly used in submodular hypergraph clustering, all have spread µe ≤ n,
which is an easy consequence of the symmetry and subadditivity of ge. By Theorem 1.7, these
splitting function admit a (1+ϵ)-sparsifier of size Õ(ϵ−2n2), which is the first bound for this family.

4As a side comment, this condition can be relaxed significantly to βG := max{cutG(S)/cutG(S̄) : S ⊂ V }, and
the same sparsification bound still holds [CCPS21].
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It is easily verified that for monotone splitting functions, the spread is approximately equal to the
imbalance, when we generalize the imbalance from above to hyperedges by βe := max{ge(S)/ge(S̄) :
S ⊂ V }.5 Hence, we immediately obtain the following.

Corollary 1.8. Every finite-spread monotone splitting function admits a (1 + ϵ)-sparsisfier of size
Õ(ϵ−2βHn).

Two other examples of commonly used monotone functions with finite spread are set-coverage
functions (defined in Appendix B) and the matroid-rank functions,6 which have µe = r where r is
the rank of the matroid.

We remark that spread does not fully characterize the sparsifier size. Indeed, symmetric func-
tions can have a large spread µe but still admit Õϵ(n) sparsifier due to [JLLS23], consider e.g.

product splitting gprde which has µe = O(n). Furthermore, directed all-or-nothing splitting gd-aone

does not have finite spread, and nevertheless admits a sparsifier of size Õϵ(n
2) [OST23]. Figure 1

depicts different families of splitting functions including that of finite spread, and the sparsification
bounds known for them.

Techniques. Our technique is based on approximate H as an undirected hypergraph and use
the sampling probabilities of [CKN20] but amplified by µe for each hyperedge. This is a known
technique in generalizing sampling mechanisms. Our main contribution is to identify the spread
as a relevant and useful parameter. We remark that the generalization of balance, which is known
to control the size of sparsifier in directed graphs, to submodular hypergraphs does not suffice for
sparsification. Furthermore, we prove that the spread also characterizes other traits of splitting
function, such as the deformation lower bound.

1.3 Succinct Representation

We provide the first example of submodular splitting functions for which sparsifiers that are not
subgraphs are provably (much) more succinct than sparsifiers that are reweighted subgraphs.7

To be more precise, we exhibit a natural family of splitting functions, where the former (1 + ϵ)-
sparsifiers take only Õϵ(n) bits (Corollary 1.11), while the latter (1 + ϵ)-sparsifiers require Ω̃ϵ(n

2)
bits (Theorem 1.12). It follows that a reweighted subgraph need not be the smallest data structure
that stores a (1 + ϵ)-approximation of the cuts values, and by a wide margin!

Our plan for constructing a succinct representation has two stages. The first stage creates a
(1 + ϵ)-sparsifier H ′, by deforming each e ∈ E into multiple small hyperedges. The second stage
computes for this H ′ a (1+ ϵ)-sparsifier H ′′ that is a reweighted subgraph. It then follows that H ′′

is a (1 + ϵ)2-sparsifier, and has a few hyperedges that are all small.

Definition 1.9. A splitting function ge : 2e → R+ on hyperedge e is called (1 + ϵ)-approximable
with support size p if there are submodular functions gei : 2ei → R+ for i = 1, . . . , r, each on a
hyperedge ei ⊆ e of size |ei| ≤ p, such that

∀S ⊆ e,

r∑
i=1

gei(S ∩ ei) ∈ (1± ϵ)ge(S).

5For a monotone ge, the spread is µe = ge(V )/minv∈V ge({v}) and the imbalance is βe = maxv∈V ge(V \
{v})/ge({v}), and they differ by at most a constant factor by the subadditivity of ge.

6For a matroid with ground set e and independent sets I, the rank function is given by ge : S 7→ maxT⊆S:T∈I |T |.
This rank function is submodular and monotone.

7Previously, a non-subgraph sparsifier was shown in [ADK+16] for small-side splitting, however it optimizes the
number of hyperedges and not the encoding size.
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(We use the term support size to avoid confusion with sparsifier size.)

Our example is the family of additive splitting functions, defined as functions ge that can be
written as either ge : S 7→ min(|S|,K) or ge : S 7→ min(|S|, |S̄|,K) for some K > 0. The next
theorem (proved in Section 4) achieves the first stage in our plan above; it shows that additive
functions can be (1 + ϵ)-approximated by creating several copies of e and sampling the vertices.

Theorem 1.10 (Deformation of Additive Functions). Let ge be an additive splitting function on
hyperedge e. Then ge can be (1 + ϵ)-approximated with support size O(ϵ−2(|e|/K) log |e|).

Following our plan, suppose that given an input H, we first apply Theorem 1.10 to obtain a
sparsifier H ′ with small support size. The construction of H ′ also implies that it has small spread,
µH′ ≤ O(ϵ−2 log n). Applying Theorem 1.7 on H ′ we obtain a succinct representation H ′′. A
straightforward encoding of H ′′ then proves the following corollary (see Section 4).

Corollary 1.11 (Additive Functions admit Small Representation). Let H = (V,E, {ge}) be a
submodular hypergraph such that every ge is additive with parameter Ke > 0, and let K̂ :=
mine∈E Ke/|e| be a normalized bound on Ke over all hyperedges. Then H admits a (1+ϵ)-sparsifier
with encoding size O(ϵ−6K̂−1n log4 n) bits.

The next theorem (proved in Section 5) shows that reweighted-subgraph sparsifiers of additive
functions require Ω(n2) bits in the worst-case. Putting this together with our succinct repre-
sentation from Corollary 1.11, we conclude that relaxing the (natural) restriction to reweighted
subgraphs improves the space complexity by a factor of Ω̃ϵ(nK̂), observe that this can be Ω̃ϵ(n)
when K̂ ∈ Ω(1).

Theorem 1.12 (Reweighted Sparsifiers Require Ω(n2) Bits). There exists a family H of hy-
pergraphs with additive splitting functions with parameter 1 ≤ K ≤ n/3, such that encoding a
reweighted-subgraph (1 + ϵ)-sparsifier for an input H ∈ H requires Ω(n2) bits.

This lower bound is surprising because in the case of undirected graphs, the best encoding size
is achieved by a reweighted-subgraph sparsifier [BSS14, ACK+16, CKST19]. Our proof is based on
a technical lemma that can be applied to many cardinality-based splitting functions. Furthermore,
Theorem 1.12 can be extended to the directed all-or-nothing splitting function gd-aone , to show a
lower bound of Ω(n3/ϵ) bits. For details see Section 5.

Finally, we can also prove a space lower bound for an arbitrary encoding of cuts in a directed
hypergraph (arbitrary means that it need not represent a reweighted-subgraph sparsifier, see Sec-
tion 5 for details). This proof provides an ϵ−1 factor improvement over the trivial lower bound
of Ω

(
n2
)
bits. The proof combines the techniques from Theorem 1.12 with a lower bound from

[OST23] on the number of edges in a reweighted-subgraph sparsifier.

Theorem 1.13. There exists a family of directed hypergraphs H such that encoding a (1 + ϵ)-
approximation of their cuts requires Ω(n2/ϵ) bits.

Techniques. Our lower bound for the encoding size of reweighted-subgraph sparsifiers (The-
orem 1.12) boils down to a counting argument on a large family of hypergraphs H, that have
sufficiently different cut values and thus require distinct encodings. We construct hypergraphs in
this family H by partitioning the vertices into three parts V,U,W , and adding hyperedges that
contain vertices from all three parts. We first create hyperedges consisting of a large random subset
of vertices from V ; this adds entropy that will differentiate between hypergraphs in H. We then
augment each hyperedge with vertices from U , where each hyperedge is defined by a word in the
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Function Family Example Support Size

additive functions ge(S) = min(|S|,K) Ω (n/K) Lemma 1.14

polynomial ge(S) = |S|α for constant α ∈ (0, 1) Ω (n) Corollary 6.3

logarithmic ge(S) = log(|S|+ 1) Ω (n) Corollary 6.4

cardinality based ge(S) = f (|S|) for concave f Ω
(
n/µ1.5

e

)
Corollary 6.5

unweighted ge(v) = 1 for all v ∈ V Ω
(
n/µ3

e

)
Corollary 6.6

Table 1: Our lower bounds on the support size for several families of splitting functions. They
are all obtained by applying Lemma 6.1, stated for simplicity for sufficiently small fixed ϵ > 0 and
|e| = n.

Hadamard code. We use the structure of this code to show that by making cut queries to a hy-
pergraph H ∈ H, one can recover the random bits encoded in the adjacency matrix of H induced
on V . We use W to create an unsparsifiable hypergraph, i.e., one where removing any hyperedge
will violate the approximation guarantee. Finally, every hyperedge on V ∪ U is combined with a
hyperedge on W .

1.4 Deformation Lower Bounds

Our success in finding a small succinct representation for additive functions motivates searching
for deformations of other splitting functions.

A similar problem, of approximating a submodular function by functions of small support but
over the uniform distribution (i.e., in average-case rather than worst-case), has received significant
attention [FKV13, CKKL12, GHRU13, FK14, FV16], and it is known that every submodular func-
tion f : 2V → [0, 1] can be approximated within additive error ϵ using support size O(ϵ−2 log ϵ−1)
[FV16]. We show (see Section 6) that a similar result is unfortunately not possible in our setting
(multiplicative error for worst-case approximation).

Theorem 1.14 (Approximation Requires Large Support Size). Let ge be an additive splitting
function on a hyperedge e. Then every 1.1-approximation of ge must have support size p ≥ Ω(|e|/K).

Techniques. The proof of Theorem 1.14 is based on Lemma 6.1, a technical result that can be
applied to many splitting functions. The main idea is to examine a certain quantity δt, which is
related the notion of curvature (of a submodular function). The curvature is often used to pa-
rameterize approximation guarantees in maximization of submodular optimization [CC84, Von10].
Intuitively, both the curvature and δt characterize the locality of the function, i.e., how much error
is introduced by decomposing the function into smaller parts and summing them. The main dif-
ference between the two quantities is that the curvature looks at the marginal contributions and δt
characterizes the curvature of the union of two sets of size t. Furthermore, in the approximation
setting, a low worst-case curvature is desirable while for our proof it suffices that δt is high for
many sets of size t. Specifically, we show that if a constant fraction of pairs of subsets of size t have
constant positive δt, then ge cannot be approximated with support size smaller than O(δ2t n/t).

By applying Lemma 6.1, we obtain lower bounds on the support size required to approximate
several natural splitting functions, as presented in Table 1.

1.5 Related Work

Submodular functions appear in many applications, and have been studied extensively in the lit-
erature. In particular, the problem of finding a simple representation for submodular functions
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has been studied in several works. An O(
√
n log n)-approximation for monotone submodular func-

tions by functions of the form f(S) =
√∑

v∈S cv, where cv > 0 are weights for all v ∈ V , was
obtained in [GHIM09]. A later result [DDS+13] showed the same approximation using coverage
and budget-additive functions. The same paper also provided a lower bound of Ω(n1/3 log−2 n) for
approximating monotone submodular functions by coverage and budget additive. Approximating
the all-or-nothing splitting function on n vertices using hyperedges with the all-or-nothing function
and with support size r must incur approximation factor Ω(n/r) [Pog17, Section 2.3].

It was previously shown that every symmetric cardinality-based splitting functions can be de-
formed into a sum of |e|/2 hyperedges with capped small-side splitting function, while preserving
the value of ge exactly [VBK22]. Subsequent work by the same authors [VBK21], achieves a similar
deformation but with (1 + ϵ)-approximation and using only O(ϵ−1 log |e|) hyperedges. Notice the
difference from our work, which focuses on an approximation with small support size.

1.6 Concluding Remarks

Our work provides several promising directions for future work. We prove that all submodular
hypergraph admit sparsifiers of polynomial size (Theorem 1.4) and provide smaller sparsifiers for
several families (monotone and finite-spread), however characterizing the optimal sparsifier size for
each family remains open. In the succinct-representation setting, we found a useful deformation
only for additive splitting functions (Theorem 1.10), and it would be desirable to find deformations
for more families.

Another interesting avenue is to find applications or connections to other problems. For example,
we know that Theorem 1.7 can be used to approximate a set-coverage function using a small
ground set, see Appendix B for details. Another potential application is constructing succinct
representations for terminal-cut functions, see Appendix C.

2 Polynomial Sparsifiers for Submodular Hypergraphs

This section proves Theorems 1.4 and 1.5. Both proofs are based on importance sampling similarly
to the method employed in [RY22], where the main idea is to sample hyperedges proportionally to
their maximum contribution to any cut. Our proof differs in the way that sampling probabilities
are assigned to the hyperedges. In the proof of [RY22], the sampling probabilities are proportional
to

ρe := max
S⊆e

ge(S ∩ e)∑
e∈E ge(S ∩ e)

,

and thus the size of the sparsifier is proportional to the total importance
∑

e∈E ρe. The exponential
bound results from bounding each ρe by a sum over all the extreme points of the polytope of ge. We
show that it is sufficient to consider only a small subset of the cuts, namely the minimum directed
cuts between all pairs of vertices in e. Formally, the minimum directed cut between (u, v) ∈ e× e
is defined as

gv→u
e := min

S⊆e:v∈S,u̸∈S
ge(S), (4)

where by convention gv→u
e := 0 whenever the minimization is not defined (e.g., v /∈ e or u = v).

Our sampling probabilities are proportional to

ρe := max
(u,v)∈e×e

gv→u
e∑

f∈E gv→u
f

,
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which can be easily bounded by replacing the maximum by a sum over all O(n2) pairs. The main
technical difficulty is in showing that these ρe suffice for the sampling to approximate all the cuts
of H. We do that by showing that the maximum cut of each hyperedge e is at most n2 times the
largest minimum directed cut in e, which is proved by analogy to directed flows in graphs.

Finally, the directed cuts gv→u
e can be computed in polynomial time using standard submodular

minimization techniques [McC05]. This improves on the exponential running time required by
[RY22] because maximizing the ratio of two submodular functions is NP-hard. In the case of
monotone splitting functions, a polynomial running time is achievable by approximating the ratio
up to factor

√
n, which increases the size of the sparsifier by the same factor [RY22]. This was

recently improved by [KZ23] to allow polynomial running time without increasing the sparsifier
size for the case of monotone functions with low curvature.8

Proof of Theorem 1.4. Our construction of a quality (1 + ϵ)-sparsifier for H uses the importance
sampling method, where each hyperedge is sampled independently with some probability pe, and
the splitting functions of the sampled hyperedges are then scaled by factor 1/pe. We begin by
describing our method for assigning sampling probabilities to the hyperedges of H. Recall that
the minimum directed cut on the hyperedge e between (u, v) ∈ e× e is given by (4), but it is 0 in
exceptional cases. Note that the cost to separate v from u may be strictly positive even if u ̸∈ e,
for example in monotone functions. Let P e

v→u ⊆ e be a set that attains the minimum for gv→u
e .

We denote S̄ = e \ S when e is clear from context. Throughout the proof we will use the
following claim to bound cuts of H by minimum directed cuts.

Claim 2.1. For every e ∈ E and S ⊂ e,

ge(S ∩ e) ≤
∑
v∈S

∑
u∈S̄

gv→u
e .

The proof of Claim 2.1 appears later. Intuitively, it is similar to bounding the capacity of a cut
in a graph by the sum of all pairwise flows between S, S̄. We now proceed assuming this claim.

Denote the set of all pairs whose minimum directed cut on e is strictly positive by Ve :=
{(u, v) ∈ e× e : gv→u

e > 0}. For every hyperedge e ∈ E, set (for M > 0 that will be chosen later)

pe :=

M ·max
(

ge(e)∑
f∈E gf (f)

,max(v,u)∈Ve

gv→u
e∑

f∈E gv→u
f

)
if gf (f) > 0 for some f ∈ E;

M ·max(v,u)∈Ve

gv→u
e∑

f∈E gv→u
f

otherwise.

Now sample every hyperedge e independently with probability p̃e = min(pe, 1) and rescale the
splitting functions of every sampled hyperedge by factor 1/p̃e. To prove the theorem, we need to
show that the resulting H ′ accurately approximates all cuts of H, and that it contains at most
O(ϵ−2n5) hyperedges.

We first prove that the number of hyperedges in the sparsifier H ′ is at most O(M · n2). Let Ie
be an indicator for the event that the hyperedge e is sampled into H ′. The expected number of

8The curvature of ge is defined as cge := 1−minS⊆e,v∈e\S
(
ge(S ∪ {v})− ge(S ∩ e)

)
/
(
ge({v})− ge(∅)

)
.
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sampled hyperedges is

E

[∑
e∈E

Ie

]
=
∑
e∈E

pe = M
∑
e∈E

max

{
ge(e)∑

f∈E gf (f)
, max
(v,u)∈Ve

gv→u
e∑

f∈E gv→u
f

}

≤ M

∑
e∈E ge(e)∑
f∈E gf (f)

+M
∑
e∈E

∑
(v,u)∈Ve

gv→u
e∑

f∈E gv→u
f

= M +M
∑

(v,u)∈
⋃

e∈E Ve

∑
e∈E gv→u

e∑
f∈E gv→u

f

≤ Mn2,

where the first inequality is by replacing maximums with sums and the last by
∣∣⋃

e∈E Ve

∣∣ ≤ |V 2| =
n2. Therefore, by Markov’s inequality, with high constant probability the sparsifier has at most
O(Mn2) hyperedges; this satisfies the size requirement as we later set M = O

(
ϵ−2n3

)
.

Let us prove that the sparsifier H ′ indeed approximates the cuts of H. Fix some S ⊆ V and
note that

E [cutH′(S)] = E

[∑
e∈E

Ie ·
1

pe
ge(S ∩ e)

]
=
∑
e∈E

E
[
Ie ·

1

pe
ge(S ∩ e)

]
=
∑
e∈E

ge(S ∩ e) = cutH(S).

Hence, the cut is preserved in expectation. We shall now prove that the value of the cut is con-
centrated around its expectation. Let QS = {e ∈ E : pe ∈ (0, 1) ∧ ge(S ∩ e) > 0} be the set of all
relevant hyperedges except those sampled with probability 1. Furthermore, denote the maximum
contribution of any hyperedge to the cut by b := maxe∈QS

1
pe
ge(S ∩ e). By the Chernoff bound for

bounded variables (Lemma A.2),

Pr [cutH′(S) ̸∈ (1± ϵ) · cutH(S)] ≤ 2 · exp
(
−ϵ2 · cutH(S)

b

)
. (5)

We first analyze the special case when S = V . Observe that if cutH(V ) = 0 then the cut is

preserved trivially. Otherwise, note that pe ≥ Mge(e)∑
f∈E gf (f)

and hence

b = max
e∈QV

ge(e)

pe
≤ max

e∈QV

ge(e)

∑
f∈E gf (f)

Mge(e)
=

cutH(V )

M
.

Plugging this back into Equation (5), we find Pr [cutH′(V ) ̸∈ (1± ϵ) · cutH(V )] ≤ 2 · exp
(
−ϵ2M

)
.

Now turning to the general case S ⊂ V , we bound b by

b = max
e∈QS

{
ge(S ∩ e)

pe

}
= max

e∈QS

{
1

M
· min
(v,u)∈Ve

ge(S ∩ e) ·
∑

f∈E gv→u
f

gv→u
e

· cutH(S)

cutH(S)

}

≤ max
e∈QS

{
cutH(S)

M
· min
(v,u)∈Ve:v∈S,u/∈S

ge(S ∩ e)

gv→u
e

∑
f∈E gv→u

f∑
f∈E gf (S ∩ f)

}
, (6)

where in the first equality we multiply and divide by cutH(S); the second inequality is from re-
stricting the set over which the minimum is evaluated and substituting cutH(S) =

∑
f∈E gf (S∩f).

Note that we do not lose any hyperedges by the restriction since by Claim 2.1, if ge(S ∩ e) > 0 then
there exists some v ∈ S, u ∈ e \ S that satisfy gv→u

e > 0.
We now show that b is bounded for every e ∈ QS . Fix some e, and observe that is sufficient to

bound b using a specific pair v∗ ∈ S, u∗ ∈ S̄. Let v∗ ∈ S, u∗ ∈ S̄ be a pair of vertices that maximize
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gv
∗→u∗

e (the minimum directed cut over e). Since gv
∗→u∗

f minimizes over subsets of f that contain v∗

and not u∗, we have gf (S ∩ f) ≥ gv
∗→u∗

f for all f ∈ E. Therefore,
∑

f∈E gf (S ∩ f) ≥
∑

f∈E gv
∗→u∗

f ,

which we use to bound one of the quotients in (6); and it remains to bound ge(S ∩ e)/gv
∗→u∗

e . By
Claim 2.1, we have ge(S ∩ e) ≤

∑
v∈S

∑
u∈S̄ gv→u

e ≤ |S||S̄|gv∗→u∗
e , where the last inequality is since

gv
∗→u∗

e is maximal. Therefore, ge(S ∩ e)/gv
∗→u∗

e < n2. Plugging these two bounds into (6) we find
that b < n2cutH(S)/M , and then back into the concentration bound we get

Pr [cutH′(S) ̸∈ (1± ϵ) · cutH(S)] ≤ 2 · exp
(
−ϵ2M

n2

)
Note that this is much smaller than the probability for S = V , and therefore we assume that both
cases have the same probability. Choosing M := c · ϵ−2n3 for large enough but fixed c > 0, we
get that H ′ approximates the cut S up to 1 + ϵ factor with probability at least 1 − 2 exp(−cn).
Using a union bound over all S ⊆ V we get that the sparsifier approximates all cuts simultaneously
with probability at least 1 − 2 exp(−cn) · 2n ≥ 1 − 2 exp(−n). This completes the construction of
a sparsifier with O(ϵ−2n5) hyperedges that approximates H with quality 1 + ϵ.

We now turn back to prove Claim 2.1.

Proof of Claim 2.1. Fix some S ⊂ V and e ∈ E. We show that∑
v∈S

∑
u∈S̄

gv→u
e =

∑
v∈S

∑
u∈S̄

ge(P
e
v→u) ≥ ge(S ∩ e).

Let v ∈ S, u1, u2 ∈ S̄, and observe that since ge is submodular

ge(P
e
v→u1

) + ge(P
e
v→u2

) ≥ ge(P
e
v→u1

∩ P e
v→u2

) + ge(P
e
v→u1

∪ P e
v→u2

) ≥ ge(P
e
v→u1

∩ P e
v→u2

),

where the last inequality is from ge(P
e
v→u1

∪ P e
v→u2

) ≥ 0. Summing over all v ∈ S, u ∈ S̄, we get

∑
v∈S

∑
u∈S̄

ge(P
e
v→u) ≥ ge

⋃
v∈S

⋂
u∈S̄

P e
v→u

 .

Notice that for every v ∈ S, we must have v ∈
⋂

u∈S̄ P e
v→u, hence S ⊆

⋃
v∈S

⋂
u∈S̄ P e

v→u. In
addition, every

⋂
u∈S̄ P e

v→u ⊆ S, therefore S =
⋃

v∈S
⋂

u∈S̄ P e
v→u. We conclude that∑

v∈S

∑
u∈S̄

ge(P
e
v→u) ≥ ge(S ∩ e).

This completes the proof of Theorem 1.4.

2.1 Sparsification of Monotone Hypergraphs (Theorem 1.5)

The proof for the monotone case is similar to the general case. However, since monotone splitting
functions are more structured it suffices to examine the importance of all the singleton cuts for
each hyperedge. This results in smaller sampling probabilities and a better bound on the number
of hyperedges in the sparsifier. The proof utilizes the following well known property of submodular
functions.

Claim 2.2. Let ge : 2e → R+ be a splitting function. Fix S ⊆ e and let v∗ ∈ S be a vertex that
maximizes ge({v∗}). Then

ge(S ∩ e) ≤ |S| · ge({v∗}).
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Proof. Denote S =
{
v1, . . . , v|S|

}
. By the choice of v∗, we have

∑|S|
i=1 ge({vi}) ≤

∑|S|
i=1 ge({v∗}) =

|S| · ge({v∗}). To conclude, observe that by the subadditivity of ge, ge(S ∩ e) ≤
∑|S|

i=1 ge({vi}).
Combining the two we find |S| · ge({v∗}) ≥ ge(S ∩ e).

Proof of Theorem 1.5. Again we start by describing the sampling probabilities for every hyperedge.
For every hyperedge, set (for some M > 0 that will be chosen later)

pe := M ·max
v∈V

ge({v})∑
f∈E gf ({v} ∩ f)

.

To construct the sparsifier H ′, sample each hyperedge with probability p̃e = min(pe, 1), and reweigh
every sampled vertex by factor 1

p̃e
. We prove that this sparsifier accurately approximates cuts of

H and that it has at most O(n
3

ϵ2
) hyperedges.

We first prove that the number of hyperedges in the sparsifier is at most O(M ·n). Let Ie be an
indicator for the event that the hyperedge e is picked. The expected number of sampled hyperedges
is

E

[∑
e∈E

Ie

]
=
∑
e∈E

pe =
∑
e∈E

M ·max
v∈e

ge({v})∑
f∈E gf ({v} ∩ f)

≤ M ·
∑
e∈E

∑
v∈e

ge({v})∑
f∈E gf ({v} ∩ f)

= M ·
∑
v∈V

∑
e∈E ge({v} ∩ e)∑
f∈E gf ({v} ∩ f)

= M ·
∑
v∈V

1 ≤ Mn,

where the inequality is by replacing a maximum with a sum. Therefore, by Markov’s inequality,
with high constant probability the sparsifier has at most O(Mn) hyperedges. We later show that

M = O
(
n2

ϵ2

)
and hence the sparsifier has O(ϵ−2n3) hyperedges with high constant probability.

We now prove that the sparsifier indeed approximates the terminal cuts of G. Fix some S ⊆ V
and note that

E [cutH′(S)] = E

[∑
e∈E

Ie ·
1

pe
ge(S ∩ e)

]
=
∑
e∈E

E
[
Ie ·

1

pe
ge(S ∩ e)

]
=
∑
e∈E

ge(S ∩ e) = cutH(S).

Hence, the cut is preserved in expectation. We now prove that the value of the cut is concentrated
around its expectation. Let QS = {e ∈ E : pe < 1, ge(S) > 0} and b = maxe∈QS

1
pe
ge(S ∩ e). Then

by Chernoff’s bound we find

Pr [cutH′(S) ̸∈ (1± ϵ) · cutH(S)] ≤ 2 · exp
(
−ϵ2 · cutH(S)

b

)
Now note that

b = max
e∈QS

{
1

pe
ge(S ∩ e)

}
= max

e∈QS

{
1

M
min
v∈e

∑
f∈E gf ({v} ∩ f)

ge({v})
ge(S ∩ e)

}

= max
e∈QS

 1

M
·min
v∈e

∑
f∈E gf ({v} ∩ f)

ge({v})
ge(S ∩ e)∑

f∈E gf (S ∩ f)

∑
f∈E

gf (S ∩ f)

 . (7)

We now bound the maximum value of b. Let v∗ ∈ S ⊆ V be a vertex that maximizes ge({v∗}) over
S. Since g is monotone for all S ⊆ V and f ∈ E, we find

∑
f∈E gf (S ∩ f) ≥

∑
f∈E gf ({v∗} ∩ f).
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Furthermore, by Claim 2.2 we have ge(S ∩ e) ≤ |S|ge({v∗}) ≤ nge({v∗}). Combining the two we
find ∑

f∈E gf ({v∗} ∩ f)

ge({v∗})
· ge(S ∩ e)∑

f∈E gf (S ∩ f)
≤ n

and therefore b ≤ n/M ·
∑

f∈E gf (S∩f) = n·cutH(S)/M . Plugging this back into the concentration
bound we find

Pr [cutH′(S) ̸∈ (1± ϵ) · cutH(S)] ≤ 2 · exp
(
−ϵ2M

n

)
.

Choosing M = c · n2

ϵ2
, we get that the event is satisfied with probability at least 1 − 2 exp(−cn).

Using union bound over all S ⊆ V and choosing some large enough but constant c > 0 we get that
the sparsifier approximates all cuts with probability at least 1 − 2 exp(−cn) · 2n ≥ 1 − 2 exp(−n).
This completes the construction of a sparsifier for monotone-submodular hypergraphs with at most
O
(
ϵ−2n3

)
hyperedges.

3 Sparsifiers for Finite-Spread Splitting Functions

This section provides a construction of sparsifiers for finite-spread splitting functions (Theorem 1.7).
Our construction is based on the method presented in [CKN20] for constructing cut sparsifiers for
the all-or-nothing splitting function. The main argument is that by approximating every hyperedge
up to a factor of µH as the all-or-nothing splitting function, we can follow the algorithm and proof
of [CKN20]. This approximation only holds when the functions ge have finite spread. The main
difference is that we need to account for hyperedges contributing different amounts to different
cuts. We show that by oversampling hyperedges at a rate higher by a µH factor, we can adjust
the Chernoff bounds, and then the rest of the proof follows using the all-or-nothing approximation.
Throughout the proof we assume that minS⊆e:ge(S)̸=0 ge(S) = 1 for all e ∈ E. We can make this
assumption by recalling that we limited our discussion to splitting functions with integral values,
and observing that a splitting function ge with a higher minimal value can be divided into multiple
functions with minimal value 1 without affecting the cuts of H.

We begin by presenting the relevant definitions and results from the existing literature.

Definition 3.1. Let G = (V, F,w) be a weighted graph. A k-strong component in G is a maximal
vertex induced subgraph such that the minimum cut in the component is k.

Lemma 3.2 ([BK96]). Given a weighted graph G = (V, F,w) and some k > 0, the k-strong
components of G partition V . For every k′ > k the k′-strong components are a refinement of the
k-strong components.

Definition 3.3. In a weighted graph G = (V, F,w), the strength of an edge f ∈ F , denoted by kf ,
is the maximal k > 0 such that f is contained in a k-strong component.

Claim 3.4 (Corollary 4.9 in [BK15]). In every weighted graph G on n vertices, there are at most
n− 1 distinct values of edge strengths.

Following the proof in [CKN20], the sampling probabilities of the hyperedges of H = (V,E, g)
are determined by an auxiliary weighted graph G, where every hyperedge e ∈ E is represented by a
weighted clique Fe in G (with perhaps some weights being zero). Observe that G may have many
parallel edges between the same pair of vertices, each induced by a different hyperedge. Denote the
set of edges with positive weight in Fe by F+

e . The precise construction of the auxiliary graph G is
described in [CKN20]. Define the hyperedge strengths as κe := minf∈Fe kf and κmax

e := maxf∈F+
e
kf .
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Theorem 3.5 (Theorem 3 in [CKN20]). Let H = (V,E, g) be a hypergraph with a finite-spread
splitting function g : 2V → R+. For every integer γ ≥ 2 there exists an assignment of weights to
the edges of Fe such that in the resulting G

�

∑
f∈Fe

w(f) = 1;

�

κmax
e
κe

≤ γ.

We now turn to proving Theorem 1.7. Throughout the proof we will partition the hyperedges
into two sets, those with ge(e) = 0 and those with ge(e) > 0. We sparsify each subgraph indepen-
dently and then the union of the two sparsifiers to obtain the sparsifier for H. Note that if each
sparsifier approximates its hyperedges with quality 1+ ϵ, then their union (1+ ϵ)-approximates all
the cuts of H by the additivity of the cuts; this increases the size of the sparsifier by at most a
factor of 2. The sampling process for both sets is identical and hence from now on we assume that
either all the hyperedges of H have ge(e) = 0 or all have ge(e) > 0.

Start by applying Theorem 3.5 with γ = 2 to obtain the auxiliary graph G and define the
strengths of the hyperedges of H accordingly. Let H ′ be a sparsifier constructed by sampling every
hyperedge e ∈ E with probability pe = min {1, ρ/κe}, for ρ = ϵ−2tµHγ2 log n with constant t > 0
to be determined later. For each sampled edge we assign a rescaled splitting function g′e = p−1

e ge.
By Claim 6 in [CKN20] the size of the sparsifier resulting from this sampling method is at most

O (ργn) = O
(
ϵ−2ntµHγ3 log n

)
.

Hence, it remains to show that H ′ approximates the cuts of H. The proof is based on parti-
tioning the hyperedges of G based on their strength, κe, and showing that the additive error for
each set of hyperedges is small. Define the following sets. Let E≥i =

{
e ∈ E : κe ≥ ρ2i

}
be the set

of all hyperedges in H with strength at least ρ2i, and let the set of all hyperedges with strength in[
ρ2i, ρ2i+1

)
be Ei = E≥i \ E≥i+1. Similarly, let F≥i =

{
f ∈ F+ : kf ≥ ρ2i

}
be the set of all edges

in G of strength at least ρ2i. Finally, let Emax
≥i =

{
e ∈ E : κmax

e ≥ ρ2i
}
be the set of all hyperedges

with maximum strength at least ρ2i.

Let Y ⊆ E be a subset of the hyperedges of H and let β ∈ R|Y |
+ . Denote by H [βY ] the sub-

hypergraph with the hyperedges in Y , where for each e ∈ Y the splitting function ge is scaled by

βe. Similarly, for Y ⊆ F , and β ∈ R|Y |
+ , let G [βY ] be the subgraph of G with the edges in Y and

the weight of each f ∈ Y scaled by βf .
We now define certain subsets that will be used to bound the error. For every i ∈ N, define

a relative weighting function βi ∈ RE
+ where βi

e = 2i−j for all hyperedges e ∈ E (or similarly for
edges in G) with strength in

[
ρ2j , ρ2j+1

)
. Observe that this function modifies the weight of each

hyperedge (or edge) according to its strength. Finally, let the random vector β̂i ∈ REi
+ be the

scaling obtained from the sampling process limited to Ei; i.e. β̂
i
e = p−1

e if e is sampled into H ′ and

β̂i
e = 0 otherwise. Observe that H ′ = H

[⋃
i β̂

iEi

]
.

Our main technical lemma bounds the additive error between the value of every cut S on β̂iEi

and its expectation. Note that the lemma does not immediately imply that H ′ is a quality q = 1+ϵ
sparsifier for H as the error bound might be larger than ϵ · cutH[Ei](S). However, we will show that
the sum of all these error bounds is small compared to the value of the cut.

Lemma 3.6. Fix an integer i > 0. Then with probability at least 1− 8n−2,

∀S ⊆ V,
∣∣∣cutH[β̂iEi]

(S)− cutH[Ei] (S)
∣∣∣ ≤ ϵ

γ
cutH[βiEmax

≥i ] (S) . (8)
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We first show that Lemma 3.6 implies Theorem 1.7.

Proof of Theorem 1.7. Sample the hyperedges of H into H ′ using the sampling method described
above. Using the union bound, we bound the probability that the event in Equation (8) holds for
all values of i whose corresponding hyperedge set Ei is non-empty. By Claim 3.4 there are at most
n− 1 such values. Hence, with probability at least 1− 8n−1 Equation (8) holds for all such i.

We now show that if Equation (8) holds for all such i, then the sparsifier has quality q = 1+ ϵ.
Observe that for every S ⊆ V ,∣∣∣cutH[β̂iEi]

(S)− cutH[Ei] (S)
∣∣∣ ≤ ϵ

γ
cutH[βiEmax

≥i ] (S)

≤ ϵ

γ

∑
j≥i−log γ

cutH[βiEj ] (S) =
ϵ

γ

∑
j≥i−log γ

2i−j · cutH[Ej ] (S) ,

where the second inequality is since Emax
≥i ⊆ E≥i−log γ (this holds since κmax

e
κe

≤ γ). Summing over
all i,

|cutH′ (S)− cutH (S)| =
∑
i≥0

∣∣∣cutH[β̂iEi]
(S)− cutH[Ei] (S)

∣∣∣
≤ ϵ

γ

∑
i≥0

∑
j≥i−log γ

2i−j · cutH[Ej ] (S)

=
ϵ

γ

∑
j≥0

cutH[Ej ] (S)
∑

i≤j+log γ

2i−j ≤ 2ϵ
∑
j≥0

cutH[Ej ] (S) = 2ϵcutH (S) ,

where the second inequality is by
∑

i≤j+log γ 2
i−j ≤ 2γ. Hence, with probability 1− 8n−1 we have

that H ′ is a cut sparsifier of quality q = 1 + ϵ for H.

To conclude the proof, we still need to show Lemma 3.6.

3.1 Proof of Lemma 3.6

To prove the lemma, we first provide several definitions and claims. Define the sample set of level
i to be Êi = β̂iEi + βiE≥i+1. Since the contribution of each hyperedge to a cut is additive,

cutH[Êi]
(S)− cutH[βiE≥i] (S) = cutH[β̂iEi]

(S)− cutH[Ei] (S) ,

notice that in the last term we omitted βi as for every e ∈ Ei we have βi
e = 20. Hence, showing∣∣∣cutH[Êi]

(S)− cutH[βiE≥i] (S)
∣∣∣ ≤ ϵ

γ
cutH[βiEmax

≥i ] (S) (9)

would suffice to prove the lemma. The following claims outline useful properties of G [F≥i].

Claim 3.7 (Claim 8 from [CKN20]). For any e ∈ E≥i, the entire vertex set Fe belongs to the same
connected component in G [F≥i].

Claim 3.8 (Claim 9 from [CKN20]). Let AG be a connected component in G [F≥i]. Then the
minimum cut size of AG is at least ρ2i.

Our proof will also use the following cut-counting lemma.
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Lemma 3.9 (Corollary 8.2 in [Kar93]). Given a weighted graph G = (V, F,w) with minimum cut
size c > 0, for all integers α ≥ 1, the number of cuts of the graph of weight at most αc is at most
|V |2α.

To use the cut counting lemma, we show that the cuts of H
[
βiEmax

≥i

]
are bounded from below

by the cuts of G
[
βiF≥i

]
. To do that, we use the following from [CKN20].

Claim 3.10 (Claim 7 from [CKN20]). Let H̄ = (V,E, ḡ) be a hypergraph with the same vertices
and hyperedges as H, but with ḡe : 2

e → R+ being the all-or-nothing splitting function, i.e.,

ḡe(S) =

{
0, if |S ∩ e| = 0 or |S ∩ e| = |e|;
1, otherwise.

Then for all i ≥ 0,
∀S ⊆ V, cut

H̄
[
βiEmax

≥i

] (S) ≥ cutG[βiF≥i] (S) .

We then obtain the desired lower bound as an immediate corollary. This corollary is where we
use our assumption that ge has finite spread, otherwise the cuts of H are not bounded by the cuts
of G, and we cannot use the cut counting lemma (Lemma 3.9).

Corollary 3.11. For all i ≥ 0,

∀S ⊆ V, cut
H
[
βiEmax

≥i

] (S) ≥ cutG[βiF≥i] (S) .

Furthermore, if ge(e) > 0 for all e ∈ E then for every connected component AG ⊆ V of G
[
βiF≥i

]
,

the cut AG on H
[
βiEmax

≥i

]
is at least the minimum cut of G

[
βiF≥i

]
in the component AG. Formally,

cut
H
[
βiEmax

≥i

] (AG) ≥ min
T⊂AG,T ̸=∅

cutG[βiF≥i] (T ) .

Proof. We begin by showing the first part of the corollary. Observe that since ge has finite spread,
whenever |e| > |S∩e| ≥ 1 we have ge(S∩e) ≥ 1 = ḡe(S∩e). In addition, ge(e) ≥ 0 = ḡe(e). Hence,
for all e ∈ E and S ⊆ e, ge(S ∩ e) ≥ ḡe(S ∩ e). Therefore, for every cut S ⊆ V ,

cut
H
[
βiEmax

≥i

] (S) ≥ cut
H̄
[
βiEmax

≥i

] (S) ≥ cutG[βiF≥i] (S) .

We now turn to the second part of the corollary. Fix some connected component AG ofG
[
βiF≥i

]
and denote some set achieving the minimum cut over AG by T ∗ ⊂ AG, T

∗ ̸= ∅. Note that the value
of the cut T ∗ is strictly positive since AG is a connected component. Notice that for all S such that
S ∩ e ̸= ∅ we have ge(S ∩ e) ≥ 1 ≥ ḡe(S ∩ e) by our assumption. Hence,

cut
H
[
βiEmax

≥i

](AG) =
∑

e∈Emax
≥i

βi
ege(AG ∩ e) ≥

∑
e∈Emax

≥i

βi
e1{AG∩e ̸=∅} ≥

∑
e∈Emax

≥i

βi
e1{T ∗∩e̸=∅}

≥
∑

e∈Emax
≥i

βi
eḡe(T

∗) = cut
H̄
[
βiEmax

≥i

](T ∗) ≥ cutG[βiF≥i](T
∗),

where the second inequality is since T ∗ ⊆ AG, the third is by the definition of the all-or-nothing
splitting function, and the last one is by Claim 3.10.
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To prove Lemma 3.6, we bound the error of each connected component of H [E≥i] separately.
For each connected component, we bound the error by a term proportional to cut

H
[
βiEmax

≥i

] (S),
which by Corollary 3.11 bounds the cut in G

[
βiF≥i

]
from above. This allows us to utilize the

cut-counting-lemma (Lemma 3.9) to bound the number of small cuts.

Proof of Lemma 3.6. Fix some i ≥ 0 and let AG = (VAG
, FAG

) be some connected component
in the subgraph G [F≥i]. Note that if for all e ∈ E we have ge(e) = 0 then the error for the cut
S = VAG

is 0. By Claim 3.7 the hypergraph induced by the vertices VAG
is a proper sub-hypergraph

of H[E≥i], as every hyperedge in E≥i is incident only to the vertices in VAG
. Denote this connected

component by HAG
. Note, that every cut with value 0 is preserved trivially by the sparsifier.

Fix some cut S ⊆ VAG
such that cutHAG

(S) > 0. We will start by bounding the probability of

HAG
[Êi] creating a large error,∣∣∣cutHAG

[Êi]
(S)− cutHAG

[βiE≥i] (S)
∣∣∣ ≥ ϵ

γ
cutHAG

[βiEmax
≥i ] (S) . (10)

Notice that,

E
[
cutHAG

[Êi]
(S)
]
= cutHAG

[βiE≥i] (S) .

Denote

θ :=
cutHAG

[βiEmax
≥i ] (S)

cutHAG
[βiE≥i] (S)

≥ 1.

Observe that by the Chernoff bound when θϵ/γ ≥ 1 the probability of large deviation is at the
most the probability of large deviation in the case θϵ/γ ≤ 1. Hence, we assume henceforth that
θϵ/γ ≤ 1. By the Chernoff bound (Lemma A.2),

Pr

[∣∣∣cutHAG
[Êi]

(S)− cutHAG
[βiE≥i] (S)

∣∣∣ ≥ ϵ

γ
cutHAG

[βiEmax
≥i ] (S)

]
= Pr

[∣∣∣cutHAG
[Êi]

(S)− cutHAG
[βiE≥i] (S)

∣∣∣ ≥ θ
ϵ

γ
cutHAG

[βiE≥i] (S)

]
≤ 2 exp

(
−
ϵ2θ2cutHAG

[βiE≥i] (S)

3γ2r

)
≤ 2 exp

(
−
ϵ2cutHAG

[βiEmax
≥i ] (S)

3γ2r

)
,

where r is the maximum possible contribution of any sampled hyperedge to the cut. The second
inequality is from θ ≥ 1. Observe that r is bounded by

r = max
e∈E,S⊆V

1

pe
ge(S) ≤

κe
ρ
µH .

Since all the sampled edges e are in Ei, all of them have strength in κe ∈
[
ρ2i, ρ2i+1

)
. This implies

that r ≤ 2i+1µH . Let x = minT⊆VAG
cutAG

(T ) be the value of a minimum cut of AG. We begin

by lower bounding the value of the cut S in HAG
[βiEmax

≥i ]. By Corollary 3.11, if S ̸= VAG
then

cutHAG
[βiEmax

≥i ](S) ≥ cutAG
(S). Otherwise, by the same corollary we have that cutHAG

[βiEmax
≥i ](S) ≥

x. Combining these and recalling cutAG
(S) = 0 if S = VAG

we find that cutHAG
[βiEmax

≥i ](S) ≥
max(cutAG

(S), x).
Let α = max(cutAG

(S), x)/x be the ratio between the lower bound on cutHAG
[βiEmax

≥i ](S) and

x. By Claim 3.8, we have that x ≥ ρ2i. Therefore,

cutHAG
[βiEmax

≥i ](S) ≥ αx ≥ αρ2i.
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Plugging in these two bounds

Pr

[∣∣∣cutHAG
[Êi]

(S)− cutHAG
[βiE≥i] (S)

∣∣∣ ≥ ϵ

γ
cutHAG

[βiEmax
≥i ] (S)

]
≤ 2 exp

(
− ϵ2αρ2i

3γ2µH2i+1

)
= 2 exp

(
− ϵ2α

6γ2µH

tµHγ2 lnn

ϵ2

)
= 2 exp

(
−αt lnn

6

)
.

Therefore, the event occurs with probability at most 2n
−αt
6 .

By the cut-counting lemma (Lemma 3.9), there are at most |VAG
|2α cuts of value at most

αx in AG which are different from ∅, VAG
. Counting also the cut S = VAG

, there are at most
|VAG

|2α + 1 ≤ 2|VAG
|2α such cuts in total. Hence, the probability that Equation (10) occurs for

any cut is at most,
∞∑
α=1

4|VAG
|2α(

−t
6
+2) ≤ 8|VAG

|
−t
6
+1.

Using a union bound over all connected components we find that the probability that Equation (10)
occurs for any cut in any connected component AGi is at most

∞∑
α=1

∑
j

4|VAGj
|2α(

−t
6
+2) ≤ 8n

−t
6
+2,

where inequality is since
∑

j |VAGj
| ≤ n. Choosing t > 24 we find that the error term satisfies

the requisite bound for all cuts simultaneously with probability at least 1 − 8n−2. Therefore,
Equation (9) holds with high probability. This completes the proof of Lemma 3.6.

4 Deformation of Additive Splitting Functions

This section proves Theorem 1.10 by showing that every hyperedge with an additive splitting
function ge : 2

e → R can be decomposed into multiple hyperedges, each with support size at most
O(ϵ−2K−1|e| log |e|). Our proof is based on sampling, namely, we approximate ge by a sum of
hyperedges {ei}i with additive splitting functions {gei}i, such that each ei ⊆ e is constructed by a
uniform independent sample of the vertices of e. The main challenge in the proof is showing that
for every S ⊆ e, we have E [gei(S ∩ ei)] ∈ (1± ϵ)ge(S). We also prove that Theorem 1.10 implies a
succinct representation of hypergraphs with additive splitting functions (Corollary 1.11). We begin
by presenting a more detailed version of Theorem 1.10.

Lemma 4.1 (Detailed Statement of Theorem 1.10). Let e be a hyperedge with an additive splitting
function ge with parameter K ≤ |e|. Then, for every ϵ ∈ (0, 1) there exists a deformation of e into
N = O

(
ϵ−2|e|2

)
hyperedges {ei}i with additive splitting functions{gei}i with parameter K ′, such

that

∀S ⊆ V,

N∑
i=1

gei(S ∩ ei) ∈ (1± ϵ) ge(S).

In addition, the cardinality of each hyperedge satisfies |ei| ≤ O
(
ϵ−2(|e|/K) log |e|

)
and its spread is

µei ≤ O(ϵ−2 log |e|). Moreover, this decomposition can be found by a randomized sampling process
with success probability at least 1− 2|e|−4.

Using the above decomposition we obtain a succinct representation of hypergraphs with additive
splitting functions.
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Proof of Corollary 1.11. Let H = (V,E, g) be a hypergraph such that all ge ∈ g are additive
splitting functions, each with parameter Ke. Denote K̂ = mine∈E Ke/|e|. Applying Theorem 1.10
on all the hyperedges, we obtain a new hypergraph H ′ with additive splitting functions that (1+ϵ)-
approximates all the cuts of H. Furthermore, µH′ ≤ O

(
ϵ−2 log n

)
. Hence, applying Theorem 1.7

on H ′, we obtain a sparsifier H ′′ = (V,E′′) with at most O(ϵ−2nµH′ log n) = O
(
ϵ−4n log2 n

)
hyperedges. Note that H ′′ is a (1 + ϵ)2-sparsifier of H and that it has additive splitting functions.

Finally, to bound the encoding size of H ′′ note that Ke′′ ≤ n for all e′′ ∈ E′′ since otherwise it
does not affect the splitting function. Hence, we can store Ke′′ using O (log n) bits. Additionally,

the cardinality of each hyperedge e′′ in H ′′ is at most O
(
ϵ−2K̂−1 log n

)
by Lemma 4.1. Hence, we

can store it using O
(
ϵ−2K̂−1 log2 n

)
bits (using log n bits to store every vertex in e′′). Therefore,

we find that the total encoding size of H ′′ is O
(
ϵ−6K̂−1n log4 n

)
bits.

It is straightforward to adapt the proof of Corollary 1.11 to be algorithmic. Observe that we
can assume that |E| ≤ Õ(ϵ−2n2), since by the structure of additive splitting functions we have
µe ≤ n, and thus by applying Theorem 1.7 we can first find a (1+ ϵ)-sparsifier of H with Õ

(
ϵ−2n2

)
hyperedges. We can then improve the success probability of Lemma 4.1 to 1 − 2n−4 by changing
the sampling probabilities to use log n instead of log |e|. Finally, using the union bound on all
Õ(ϵ−2n2) hyperedges of H, we obtain that the succinct representation is successfully constructed
with very high probability.

4.1 Proof of Lemma 4.1

We will use the following claim.

Claim 4.2. Let S ⊆ e be a subset of the vertices of the hypergraph, and let Ŝ be a random subset of
S where each v ∈ e is sampled independently with probability p = min( c·log |e|

Kϵ2
, 1) for some K ≤ |e|

and c > 0. Then,

∀δ ≥ 0, Pr
[∣∣∣|Ŝ| − p|S|

∣∣∣ ≥ δp|S|
]
≤ 2|e|−

cδ2|S|
(2+δ)Kϵ2 .

The claim follows immediately from the Chernoff bound (Lemma A.1).

Proof of Lemma 4.1. Denote ϵ′ = ϵ/4 and let N = qϵ′−2|e|2 for some q ≥ 1. Let e be some
hyperedge with splitting function ge(S) = min (|S| ,K) or ge(S) = min

(
|S| ,

∣∣S̄∣∣ ,K). If either
K ≤ 100ϵ−2 log |e| or ϵ−2 > |e|, then |e| ≤ O(ϵ−2(|e|/K) log |e|) and we are done.

Generate the hyperedges {ei}Ni=1 by sampling the vertices of e independently with probability
p = cϵ′−2K−1 log |e| for some constant 100 > c > 0 to be determined later. Note that p < 1
since K > 100ϵ−2 log |e|. The splitting functions of the new hyperedges are then given by gei(S) =
1
N min (|S ∩ ei| /p,K) or gei(S) =

1
N min

(
|S ∩ ei| /p,

∣∣S̄ ∩ ei
∣∣ /p,K) in accordance with ge. Observe

that these functions are additive by factoring out 1/p from all terms in the minimum.
We begin by showing that ei has small spread and small support. Observe that

µei =
maxS⊆e gi(S)

minT⊆e gi(T )
≤ Kp ≤ c · log |e|

ϵ′2
.

By Claim 4.2 the cardinality of each hyperedge is no more than 2p|e| = 2cϵ′−2(|e|/K) log |e| with
probability 1 − 2|e|−cδϵ′−2|e|/(3K) ≥ 1 − 2|e|−cϵ′−2/3, where the inequality is by K ≤ |e|. Choosing
c ≥ 20 and applying the union bound over all N hyperedges we obtain that the cardinality of
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all hyperedges is at most 2cϵ′−2(|e|/K) log |e| with probability at least 1 − 2|e|−cϵ′−2/3qϵ′−2|e|2 ≥
1− 2|e|−5; the inequality holds as ϵ′−2 < |e|, q ≥ 1 and ϵ < 1 which implies ϵ′ ≤ 1/4.

We now show that the sum
∑

i gei (1 + ϵ)-approximates ge. Denote h(S) =
∑N

i=1 gei(S). We
will show that for every S ⊆ e, with high probability,

h(S) ∈ (1± ϵ) · ge(S).

Fix some S ⊆ e such that ge(S) > 0 and assume without loss of generality |S| ≤ |S̄|. The
analysis of the expectation of gei is split into two claims for the monotone and symmetric cases,
that we will prove shortly.

Claim 4.3. Let ge(S) = min (|S| ,K) and suppose c > 0 is a sufficiently large constant. Then

E [N · gei(S)] ∈ (1± 2ϵ′)ge(S).

Claim 4.4. Let ge(S) = min
(
|S| ,

∣∣S̄∣∣ ,K) and suppose c > 0 is a sufficiently large constant. Then

E [N · gei(S)] ∈ (1± 2ϵ′)ge(S).

By Claims 4.3 and 4.4, E [h(S)] ∈ (1 ± 2ϵ′)ge(S). Now using the Chernoff bound for bounded
random variables (Lemma A.2),

Pr
[
h(S) ̸∈ (1± ϵ′)E [h(S)]

]
≤ 2 exp

(
−ϵ′2E [h(S)]

3r

)
,

where r is the maximum possible contribution of a single gei(S) to the sum. By the definition of
gei we have r = K/N ≤ |e|/N = q−1ϵ′2/|e|. Note also that ge(S) ≥ 1 and hence E [h(S)] ≥ 1− 2ϵ′.
Plugging these back in we find that

Pr
[
h(S) ̸∈ (1± ϵ′)E [h(S)]

]
≤ 2 exp(−q(1− 2ϵ′)|e|/3).

Choosing q > 12, and noting 1− 2ϵ′ > 1/2, gives us that with probability at least 1− 2−2|e|,

h(S) ∈ (1± ϵ′) ·
(
(1± 2ϵ′)ge(S)

)
⊆
(
1± 4ϵ′

)
ge(S).

Using a union bound over all 2|e| possible cuts of e we find that h(S) is a quality 1 + ϵ approx-
imation for ge(S) with probability at least 1− 2−|e|. Finally, observe that by the union bound we
have that both the cardinality of all hyperedges is bounded and the quality of the approximation
is 1 + ϵ simultaneously with probability at least 1− 2|e|−4.

We now return to prove the claim about the expectation of h(S) when ge is monotone. The
proof for the symmetric case (Claim 4.4) is similar to Claim 4.3 and appears in Appendix D.

Proof of Claim 4.3. Let Si = S ∩ ei be the intersection between S and the sampled hyperedge.
Observe that the function min(x,K) is concave, and hence by Jensen’s inequality

E [min(|Si| /p,K)] ≤ min(E [|Si| /p] ,K) = min(|S| ,K) = ge(S).

It remains to prove that E [Ngei(S)] ≥ (1 − 2ϵ′)ge(S). We split the analysis into two cases, when
|S| < K/2 and its complement. Starting with the case when |S| is small, observe that setting
δ = K/|S| > 2 we have by Claim 4.2 that

Pr [|Si| ≥ pK] ≤ 2|e|−
cδ2|S|

(2+δ)Kϵ′2 ≤ 2|e|−
cδ|S|
2K = 2|e|−

c
2 ,
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where the second inequality is by δ/(2 + δ) > 1/2 when δ > 2. Choosing c > 5 we find that the
probability is at most 2|e|−5/2. Now rewriting the expectation of f(S) we have

E [Ngei(S)] =

|S|∑
j=0

min

(
j

p
,K

)
Pr [|Si| = j] ≥

⌊pK⌋∑
j=0

j

p
Pr [|Si| = j]

≥
|S|∑
j=0

j

p
Pr [|Si| = j]−

|S|∑
j=⌊pK⌋+1

j

p
Pr [|Si| = j] ,

where the first inequality is by dropping all elements with j ≥ ⌊pK⌋+1 and the second is by adding

and subtracting the same terms for j ≥ ⌊pK⌋ + 1. Since j ≤ |S| and
∑|S|

j=⌊pK⌋+1 Pr [|Si| = j] =

Pr [|Si| ≥ ⌊pK⌋+ 1] we find

E [f(S)] ≥ E [|Si|]
p

− |S|
p

Pr [|Si| ≥ pK] ≥ |S| − |S|
p|e|5/2

.

Observe that |S|/p = |S|Kϵ′2/(c log |e|) < |e||S| by K ≤ |e| and c > 1. Therefore, we find

E [Ngei(S)] ≥ |S| − |e|2

10|e|5/2
≥ |S| − 1

10|e|1/2
≥ (1− ϵ′)ge(S),

where the last inequality is by |S| ≥ 1 for all nontrivial cuts and ϵ−2 < |e|.
Now we turn to the case |S| > K/2. Observe that for Ngei(S) = min (|Si|/p,K) < (1− ϵ′)ge(S)

we must have |Si| < (1 − ϵ′)p|S|. By Claim 4.2 this event happens with probability at most

2|e|−
cϵ′2|S|
3Kϵ′2 ≤ 2|e|−

c
6 . Therefore,

E [Ngei(S)] ≥
(
1− 2|e|−

c
6

)
(1− ϵ′)p|S|/p ≥ (1− 2ϵ′)|S| = (1− 2ϵ)ge(S),

where the last inequality is by c > 9 and ϵ′ > 1/|e|.

This concludes the proof of Lemma 4.1.

5 Encoding-Size Lower Bounds

This section shows that for additive splitting functions, Ω(n2) bits are needed to represent sparsifiers
that are reweighted-subgraphs, proving Theorem 1.12. We also prove two results on the encoding
size of directed hypergraphs (see Section 5.2): (1) reweighted-subgraph sparsifiers for directed
hypergraphs require encoding size of Ω(n3/ϵ) bits, and (2) any data structure that stores the cuts
of a directed hypergraph requires Ω(n2/ϵ) bits.

To show Theorem 1.12, we actually prove a stronger version of the theorem for all cardinality-
based splitting functions with µe < n/3.

Lemma 5.1 (Stronger Version of Theorem 1.12). Let ĝ : [n] → R+ define a cardinality-based
splitting function ge with spread µe < n/3. There exists a family of hypergraphs H with splitting
function ge(S) = ĝ(|S|) for all e ∈ E, such that encoding a reweighted subgraph (1 + ϵ)-sparsifier
for an input H ∈ H requires Ω(n2) bits.
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5.1 Proof of Lemma 5.1

Denote the gradient of a function f : [n] → R+ be defined as ∆i(f) := f(i + 1) − f(i), we will
omit the function f when it is clear from the context. The proof follows immediately from the
proceeding technical claim.

Claim 5.2. Let ĝ : [n] → R+ and let t be the smallest integer such that ∆t < ∆0. If t < n/3, then
there exists a family of hypergraphs H, with splitting function ge(S) = ĝ(|S ∩ e|) for all e ∈ E, such
that encoding a reweighted-subgraph (1 + ϵ)-sparsifier for an input H ∈ H requires Ω(n2) bits.

Note that ∆i satisfies the following easy property.

Observation 5.3. Let ge : 2e → R+ be a cardinality based splitting function which is defined by
the function ĝ : [e] → R+. Then the series defined by ∆0,∆1, . . . ,∆|e|−1 is non-increasing.

Proof. Let S ⊆ e be a set of size i and T ⊂ S be a set of size j < i and x ∈ e \ {S}. Then by the
submodularity of ge we have

∆i = ge(S ∪ {x})− ge(S) ≤ ge(T ∪ {x})− ge(T ) = ∆j .

Lemma 5.1 follows immediately using Observation 5.3 and Claim 5.2.

Proof. Assume without loss of generality that ĝ(1) = 1, then ∆0 = 1. If there exists some k < n/3
such that ∆k ≤ 0 we can apply Claim 5.2 for the first k with ∆k < ∆0. Since ∆0 = 1 and ∆i are
non-increasing we have that

∑µe

i=0∆i ≤ µe and hence the average ∆i is at most µe/(µe + 1) < 1.
Therefore, there must exist at least one ∆i < 1 for some i ∈ [µe + 1] ⊆ [n/3]. Apply Claim 5.2 to
the first such i.

The proof of Claim 5.2 boils down to a counting argument, we create a family of hypergraphs
with ge(S) = ĝ(|S|) as their splitting function. The vertices of each hypergraph are partitioned into
three sets V,U,W . Each hyperedge is defined by a union of three parts: (1) a random subset of the
vertices of V , (2) a subset of U that is defined by the Hadamard code, and (3) an unsparsifiable
part over the vertices W .

Using the unsparsifiable part we show that any reweighted-subgraph sparsifier must contain all
the hyperedges. We then show that it is possible to exactly recover the adjacency matrix over the
vertices of V from any hypergraph containing the same hyperedges as H (up to reweighing) using
only cut queries, hence Ω(n2) bits are required to represent it.

The recovery process is based on observing that the difference between any two cuts S, S ∪ {v}
for v ̸∈ S is given by

cutH(S ∪ {v})− cutH(S) =
∑
e∈E

ge(S ∪ {v})− ge(S) =
∑
e∈E

1{v∈e}∆|S∩e|we,

where we is the weight of e. Notice that if we find some d such that ∆d < ∆d/2, and a cut where
exactly one hyperedge e∗ has |S ∩ e∗| = d while all the hyperedges have |S ∩ e| ≤ d/2 then we can
recover whether v ∈ e∗. We create a hypergraph where such cuts exist for every hyperedge e ∈ E
and vertex v ∈ V using the Hadamard code.

22



Proof of Claim 5.2. Let d = 2k be the smallest power of two such that d ≥ t. Assume for simplicity
that d ≤ n/3. We start by defining the family H of hypergraphs. Let H ∈ H be a hypergraph
over n vertices. Split the vertices into three sets, V,U,W with |V | = |W | = n/6 and |U | = 2n/3.

Denote the vertices in each set by V = {vi}n/6i=1, W = {wi}n/6i=1 and U = {ui}2n/3i=1 . Notice that since
the splitting functions ge are all cardinality based, they are defined by the hyperedges. H includes
exactly n/6 hyperedges as described below.

We start by describing the Hadamard code words which we will use in the proof. If d = 1 then
for all i ∈ [n/6] set pi to be strings of length 2n/3 with 1 in the i-th position and 0 elsewhere.
Otherwise, denote the words of the Hadamard code (without the all zeros and all ones words) of
length 2d by h1, . . . , h2d−2. Since 2d could be much smaller than 2n/3 we pad hi with zeros to
get words of length 2n/3. Furthermore, we wish to create a hypergraph with n/6 hyperedges and
hence if 2d < n/6 we create ⌈n/(12d)⌉ copies of each word and denote them by pi,j , where pi,j is
the padded version of hi shifted by 2d · j bits to the right. Observe that by the properties of the
Hadamard code p2i,j = d and that pi,j ·pi′,j′ ∈ {d/2, 0}. For simplicity, we rename pi,j to p1, . . . , pn/6
where pk = p⌊k/(2d)⌋,k mod 2d dropping extra words if needed.

For each i ∈ [n/6] let ei be a union of three sets: Pi = {uj ∈ U : pi(j) = 1}, a random subset of
n/12 vertices of V and the singleton {wi}.

Every reweighted-subgraph sparsifier H ′ for H must contain every hyperedge e ∈ E with weight
in [1− ϵ, 1+ ϵ], otherwise the cuts of the singletons, S = {wi} for i ∈ [n/6], would not be preserved.
Fix some reweighted-subgraph sparsifier H ′ of H, and denote the weights of the hyperedges in H ′

by w′
e.

Denote the incidence matrix of H corresponding to the vertices in V by B. We show that it is
possible to recover B from the cuts of H ′ this means that every H ∈ H requires a unique sparsifier.

In addition, there are
( n/6
n/12

)n/6
possible choices for B and hence the encoding size is Ω(n2) bits.

Denote the set of hyperedges containing vi by Ei = {e ∈ E : vi ∈ e}. We recover each element
Bij by examining the difference

βij = cutH′ (Pj ∪ {vi})− cutH′ (Pj) =
∑
e∈Ei

ge(Pj)− ge(Pj ∪ {vi}).

Recall that by the construction of the code part of the incidence matrix, for every k ̸= j, |Pj∩Pk| ∈
{0, d/2}. Furthermore, by the definition of d we have ∆d/2 = ∆0 > ∆d. Hence,

βij =

{
β1
ij :=

∑
e∈Ei\{ej}∆0w

′
e +∆dw

′
ej , if Bij = 1

β0
ij :=

∑
e∈Ei

∆0w
′
e, if Bij = 0.

Hence, β1
ij < β0

ij . In addition, observe that

cutH′({vi}) =
∑
e∈Ei

w′
eĝ(1) = ∆0

∑
e∈Ei

w′
e.

Therefore, if cutH′({vi}) = βij then Bij = 0 and otherwise Bij = 1.

5.2 Directed Hypergraph Encoding Size

In [OST23], the authors provide an Ω
(
n2/ϵ

)
lower bound for the number of hyperedges in a

reweighted-subgraph sparsifier of directed hypergraphs. We improve on this result in two different
ways: (1) Lemma 5.4 shows that in the reweighted-subgraph sparsifier setting, encoding directed
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hypergraph cuts requires Ω
(
n3/ϵ

)
bits. (2) Theorem 1.13 proves that any encoding of directed

hypergraph cuts requires Ω
(
n2/ϵ

)
bits (rather than hyperedges).

We begin with Lemma 5.4. This result is based a similar construction to Claim 5.2 without the
Hadamard code part. We define a random family H whose vertices are partitioned into three parts
V,U,W . Each hyperedge is defined by a union of two parts: (1) a random subset of the vertices
of V , and (2) an unsparsifiable part on the vertices of U,W that is based on the construction of
[OST23].

To recover the random part of the hypergraph we again turn to comparing different cuts of H ′.
However, since the hypergraph is much denser we need to isolate the contribution of each hyperedge
using the intersection of several cuts.

Lemma 5.4. There exists a family of hypergraphs H with the directed all-or-nothing splitting
function, such that for every 1/(4ϵ) < n/3 encoding a reweighted-subgraph (1 + ϵ)-sparsifier for an
input H ∈ H requires Ω(n3) bits.

Proof. Define a hypergraph H over n vertices as follows. Partition the vertices of H into three sets

of equal cardinality V,U,W . Denote V = {vi}n/3i=1 and similarly for U,W . For every i, j ∈ [n/3]

and r ∈
[
1, 2, . . . , 1

8ϵ

]
add a hyperedge ei,i+r,j with tail

(
eTi,i+r,j

)
=
{
ui, ui+r mod n/3

}
and head(

eHi,i+r,j

)
= {wj}. Note that this is the same construction as in [OST23]. Then augment the tail of

every hyperedge with a random subset of V , where every vertex v ∈ V is sampled independently
with probability 1/2.

Observe that for any cut S ⊆ U ∪W the value of the cut is independent of the random bits in
the head of the hyperedges. Hence, following the argument in [OST23] any reweighted subgraph
sparsifier of H must include all its hyperedges. Let H ′ be some reweighted subgraph sparsifier for
H, we will show that we can recover the random part of the tail of every hyperedge from the cuts
of H ′. Since H has Θ

(
n2/ϵ

)
hyperedges, and each one encodes n/3 random bits, storing the any

reweighted subgraph sparsifier requires Ω
(
n3/ϵ

)
bits.

Denote the modified weights of the hyperedges in H ′ by w′(e) : E → R+, we will also write
w′(F ) =

∑
e∈F w′(e) for F ⊆ E. For every cut set S, denote the set of hyperedges e ∈ E with

ge(S) > 0 by E(S). Examine the cut set Si,j := {ui} ∪ (W \ {wj}) and notice that E (Si,j) =
{ei,i+r,j : r ∈ [1/(8ϵ)]} ∪ {ei−r,i,j : r ∈ [1/(8ϵ)]}.

We now describe the process for determining whether vk is in eTi,i+x,j for some x ∈
[
1, 2, . . . , 1

8ϵ

]
.

Observe that E(Si,j) ∩ E(Si+x,j) = {ei,i+x,j}, and since ei,i+x,j ∈ H ′, we find that vk ∈ eTi,i+x,j

if w′ (E(Si,j) ∩ E(Si+x,j) ∩ E ({vk})) > 0. To find the value of w′ (E(Si,j) ∩ E(Si+x,j) ∩ E ({vk})),
observe that for every S ⊆ U ∪W we can find w′ (E(S) ∩ E({vk})) by the following method.

Begin by noting that,

cutH′ (S ∪ {vk})− cutH′ (S) = w′ (E (S ∪ {vk}) \ E (S)) = w′ (E({vk}) \ E (S))

= w′ (E({vk}))− w′ (E (S) ∩ E({vk})) ,

where the last equality is by the directed all-or-nothing splitting function and that V is disjoint from
the heads of the hyperedges. Furthermore, observe that cutH′({vk}) = w′ (E({vk})) and hence,

w′ (E(S) ∩ E({vk})) = cutH′({vk})− (cutH′ (S ∪ {vk})− cutH′ (S)) . (11)

To conclude the proof observe that

w′ (E(Si,j) ∩ E(Si+x,j) ∩ E({vk})) =w′ (E(Si,j) ∩ E({vk})) + w′ (E(Si+x,j) ∩ E({vk}))
−w′ (E(Si,j ∪ Si+x,j) ∩ E({vk})) .
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We can find all the terms on the right-hand side using Equation (11), and hence we can determine
for every k if vk is in eTi,i+x,j . Therefore, representing any reweighted subgraph sparsifier for H

requires Ω
(
n3/ϵ

)
bits.

We now turn to proving that representing directed hypergraph cuts requires Ω(n2/ϵ) bits in any
data structure (Theorem 1.13). The proof constructs of hypergraphs H based on the construction
in [OST23], with an added sampling step. We then show that every (1 + ϵ)-sparsifier of some
hypergraph H ∈ H does not (1 + ϵ)-approximate the cuts of any other member of the family.
Therefore, every hypergraph in the family requires a unique sparsifier. The lower bound follows by
showing there are 2Ω(n2/ϵ) hypergraphs in the family.

Proof of Theorem 1.13. Define a family of hypergraphs H as follows. Let H ∈ H be a hypergraph
with 2n vertices, and partition its vertex set into two disjoint sets of equal cardinality U,W .
Throughout the proof we assume that 1/(16ϵ) is an integer for simplicity. For every i, j ∈ [n]
sample a uniform subset of size 1

16ϵ from
[
1
8ϵ

]
and denote it by Vi,j . For every x ∈ Vi,j add the

hyperedges ei,i+x,j with tail eTi,i+x,j = {ui, ui+x mod n} and head eHi,i+x,j = {wj} to H.
Fix some H ∈ H. We will show that every quality (1 + ϵ)-sparsifier for H does not (1 + ϵ)-

approximate any other hypergraph Ĥ ∈ H. Therefore, this family implies the existence of at least

Ω
(
2n

2/ϵ
)
distinct sparsifiers. Hence, representing a (1+ϵ)-approximation of the cuts of any H ∈ H

requires Ω
(
n2/ϵ

)
bits.

Assume without loss of generality that the hyperedge e1,2,1 is in H but not in Ĥ. Let Si =
{ui} ∪ {W \ {w1}}. Observe that by the symmetry of the construction,

cutH (Si) ∈
{

1

16ϵ
,

1

16ϵ
+ 1, . . . ,

1

8ϵ

}
.

If there exists some i such that cutH (Si) ̸= cutĤ (Si) then any quality 1 + ϵ sparsifier for Ĥ does
not approximate H, since ∣∣∣∣cutĤ (Si)

cutH (Si)
− 1

∣∣∣∣ ≥
∣∣∣∣∣ 1
8ϵ − 1

1
8ϵ

− 1

∣∣∣∣∣ = 8ϵ.

Hence, we proceed with the case where H, Ĥ have the same value for every cut Si. Assume there
exists some quality (1 + ϵ)-sparsifier H ′ for both H, Ĥ. Now observe that for H

cutH (S1 ∪ S2) = cutH (S1) + cutH (S2)− 1,

and since H ′ is a quality (1 + ϵ)-sparsifier for H, then

cutĤ (S1 ∪ S2) ≥ (1− ϵ) (cutH (S1) + cutH (S2)− 1) .

We can also get an upper bound on the cut S1 ∪ S2 in Ĥ by observing that since e1,2,1 ̸∈ Ĥ then

cutĤ (S1 ∪ S2) = cutĤ (S1) + cutĤ (S2) = cutH (S1) + cutH (S2) ,

where the second equality is by our assumption that H, Ĥ have the same value for every cut Si.
Since H ′ also (1 + ϵ)-approximates the cuts of Ĥ we have

cutH′ (S1 ∪ S2) ≤ (1 + ϵ) (cutH (S1) + cutH (S2)) .

However,
(1− ϵ) (cutH (S1) + cutH (S2)− 1) ≤ (1 + ϵ) (cutH (S1) + cutH (S2)) ,

whenever cutH (S1) + cutH (S2) ≤ 1
4ϵ Therefore H ′ does not (1 + ϵ) approximates both H, Ĥ and

every hypergraph in H requires a unique sparsifier.
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6 Deformation Lower Bounds

In this section we prove lower bound on the support size for approximating several families of split-
ting functions. In particular, we show a lower bound for additive splitting function (Theorem 1.14).
The results are all based on the following technical lemma, which we prove at the end of the section.

Lemma 6.1. Let e be a hyperedge with a splitting function ge : 2
e → R+. For every S, T ⊆ e such

that |S| = |T | = t, denote

δt(S, T ) := 1− ge(S ∪ T )

ge(S) + ge(T )
.

If for some t < |e|/2 at least a ρ-fraction of the pairs (S, T ) ∈
((et)

2

)
satisfy δt(S, T ) > δ̂ for some δ̂

such that ρδ̂2 ≥ Ω(|e|−1/2), then every (1+ δ̂/2)-approximation of e must have support size at least

Ω
(
ρδ̂2|e|/t

)
.

Informally, the lemma states that if a splitting function is far from linear on a large enough
fraction of pairs of sets of size t, then it cannot be closely approximated by a sum of hyperedges
with small support. The lemma is based on identifying

δt(S, T ) := 1− ge(S ∪ T )

ge(S) + ge(T )

as a quantity that describes how close to linear is the function ge for subsets of size t, S, T ⊆ e. We
then show that if the function is far from linear on a large enough fraction, of pairs of sets of size
t, then it cannot be closely approximated by a sum of hyperedges with small support.

Note that δt is related to the notion of curvature of submodular functions, the total curvature
of a submodular function ge is given by

cge := 1− min
S⊆e,v∈e\S

ge(S ∪ {v})− ge(S)

ge({v})
.

Intuitively, the curvature describes how far from linear the function ge is in the worst case. The
curvature is used to parametrize the quality of approximation in maximization of submodular
functions; where if a function has low curvature, hence it is close to linear, then it is possible to
achieve a better approximation [CC84, Von10].

The quantity δt differs from the curvature in two regards. First, δt describes a relation two sets
of size t and not the marginal contribution of adding a single element. Second, in the optimization
setting the guarantees depend on the worst case curvature, while our lemma requires δt to be large
only on a constant fraction of subsets of size t.

6.1 Support Size Lower Bounds for Approximating Splitting Functions

This section proves support size lower bounds for approximating several families of common splitting
functions. A summary of the results is provided in Table 1.

We begin by presenting several results for different families of cardinality based splitting func-
tions. For cardinality based splitting functions the value δt(S, T ) only depends on |S∪T |, therefore
it is possible to find a uniform bound on δt(S, T ) for all sets of size t. This idea is formalized in the
following corollary of Lemma 6.1.
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Corollary 6.2 (Lemma 6.1 for Cardinality Based Splitting Functions). Let e be a hyperedge with
a cardinality based splitting function ge : 2

e → R+. For every t ≤ |e| denote

δ̄t := 1− max
S1,S2⊆V :|S1|=|S2|=t

ge(S1 ∪ S2)

ge(S1) + ge(S2)
.

Suppose δ̄t > 0 for some t ≤ |e|/2, then every (1+ δ̄t/2)-approximation of e must have support size
at least Ω

(
δ̄2t |e|/t

)
.

Proof. Let ρ = 1, and observe that δt(S, T ) ≥ δ̄t for every S, T ⊆ e of size t. Applying Lemma 6.1
concludes the proof.

We begin with the lower bound for additive splitting functions (Theorem 1.14).

Proof. Let e be a hyperedge with an additive splitting function ge, with parameter K. We will
show that every 1.1-approximation of ge requires support size Ω (|e|/K). Note that if K > |e|/2
then Ω(|e|/K) = Ω(1) and the lower bound is trivial. Otherwise, note that for t = K we have
δ̄t ≥ 1/2. Applying Corollary 6.2 we find that every 1.1-approximation of e requires support size
at least Ω (|e|/K).

We also provide results for polynomial and logarithmic cardinality based splitting functions.
Both results are based on identifying a constant t such that δ̄t is strictly positive constant.

Corollary 6.3 (Lower Bound for Polynomial Cardinality Based Splitting Functions). Let ĝ(S) =

|S|β or ĝ(S) = min
(
|S|β,

∣∣S̄∣∣β) with β ∈ (0, 0.999) and let e be a hyperedge with ge(S) = ĝ(|S|) as
its splitting function. Every

(
1 + (2−1 − 2β−2)

)
-approximation of ge must have support size at least

Ω
(
(2−1 − 2β−2)2|e|

)
.

Proof. Notice that for any t ≥ 1, we have

δ̄t = 1− (2t)β

2tβ
= 1− 2β−1.

Applying Corollary 6.2 with t = 1 concludes the proof.

Corollary 6.4. Let ĝ(S) = log (|S|) or ĝ(S) = min
(
log (|S|+ 1) , log( ¯|S|+ 1)

)
and let e be a

hyperedge with ge(S) = ĝ(|S|) as its splitting function. Then every 1 + 1/5-approximation of ge
must have support size at least Ω (|e|).

Proof. Observe that for t = e5, we have

δ̄t = 1− log(2e5)

2 log(e5)
> 2/5.

Applying Corollary 6.2 with t = e5 concludes the proof.

We also present a general lower bound for all cardinality based splitting functions that is char-
acterized by the spread. The proof is based on showing that if δt is small for all t < r, for r ∈ N,
then ge(2

r) ≥ cr with c > 1. Hence, there exists some t < log(µe) with a large δt. We can then
apply Corollary 6.2 for this t.
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Corollary 6.5. Let e be a hyperedge with cardinality based splitting function ge(S) = ĝ(|S|), for
some ĝ : [|e|] → R+. For every ϵ < 1/4, every (1 + ϵ)-approximation of e requires support size at

least Ω

(
ϵ2|e|/µlog−1

2 (2−4ϵ)
e

)
.

Proof. Assume without loss of generality that ĝ(1) = 1. Note that for every t, if δ̄t ≤ 2ϵ then

2ϵ ≥ 1− ĝ(2t)

2ĝ(t)
,

and hence ĝ(2t) ≥ (2 − 4ϵ)ĝ(t). Therefore, if δ̄t ≤ 2ϵ for all t ≤ r with r ∈ N, then ĝ(2r) ≥
(2− 4ϵ)r. However, since the maximum of the splitting function maxi∈[|e|] ĝ(i) = µe there exists

some t < 2log2−4ϵ(µe)+1 ≤ µ
log−1

2 (2−4ϵ)
e +1 such that δ̄t > 2ϵ. The lower bound follows from applying

Corollary 6.2 for this t.

Finally, we present a generalization of Corollary 6.5 to all unweighted splitting functions. A
splitting function is called unweighted if all its singleton cuts are equal to 1, i.e. ge({v}) = 1 for
all v ∈ e. One natural example of a family of unweighted splitting functions are matroid rank
functions.

The proof is similar to the cardinality based case, but in the unweighted case we have an
additional complication as not all cuts of size t have the same value. Therefore, we lower bound
both the value of the splitting function for sets of size t (as in the cardinality based case) and the
fraction of sets S of size t for which ge(S) is at least this value. To simplify the proof we focus

on pairs of sets of size t that are disjoint. Specifically, we show that for some t ≤ µ
Ω(1)
e , at least a

µ
−Ω(1)
e fraction of disjoint pairs of sets have δt(S, T ) > 2ϵ. This technique introduces an additional

µ
Ω(1)
e factor in the lower bound in comparison to Corollary 6.5 as we apply Lemma 6.1 for only

ρ = µ
−Ω(1)
e fraction of pairs.

Corollary 6.6. Let ϵ < 1/4 and denote γ = log−1
2 (2 − 4ϵ). In addition, let e by a hyperedge with

an unweighted splitting function ge(S) such that µe < |e|1/(2γ). Then, every (1 + ϵ)-approximation

of e must have support size at least Ω
(
ϵ2|e|/µ2γ

e

)
.

Proof. Let Di =
{
(S, T ) ∈

(
e
i

)
×
(
e
i

)
: S ∩ T = ∅

}
be the set of disjoint pairs of subsets of size i of e.

Also, let Pi = {(S, T ) ∈ Di : δi(S, T ) < 2ϵ} be subset of Di composed of all pairs with δi (S, T ) < 2ϵ.
Denote α = 2− 4ϵ and let Ri =

{
(S, T ) ∈ Pi : f(T ) ≥ αi, f(S) ≥ αi

}
be the subset of Pi such that

f(S), f(T ) ≥ αi. Observe that by the definition of µe, Rlogα(2µe) must be empty.

Fix β = µ−γ
e /16. We will show that if |P2j | ≥ (1−β)|D2j | for all j ≤ logα(2µe) then Rlogα(2µe) is

nonempty and hence this leads to contradiction. Therefore, there exists some q < 2logα(2µe) ≤ (2µe)
γ

such that |Pq| ≤ (1 − β)|Dq|. Hence, at least β|Dq| disjoint pairs of size q have δt(S, T ) > 2ϵ.
Furthermore, for all q <

√
|e|, we have that |Dq| is at least 1/10 fraction of all pairs of sets of size

t by the following claim, which we prove later.

Claim 6.7. For all q <
√

|e|, |Dq| >
((|e|q )

2

)
/10.

Note that we can apply the claim as q ≤ µγ
e <

√
|e| by the theorem statement. Hence, at

least β/10 fraction of pairs (S, T ) of size q have δq(S, T ) > 2ϵ. Finally, using Lemma 6.1 with

t = q ≤ (2µe)
γ , δ̂ = 2ϵ and ρ = β/10 = µ−γ/160 we find that every (1 + ϵ)-approximation of e

requires support size Ω
(
ϵ2|e|/µ2γ

e

)
. Note that we can apply the theorem as ρδ̂2 ≥ Ω(|e|−1/2).
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To finish the proof we now show that |P2j | ≥ (1 − β)|D2j | for all j ≤ logα(2µe) implies that
Rlogα(2µe) is nonempty. Denote the size of |R2j | = (1 − f(j))|D2j |, we will define f(j) recursively,
noting that f(0) = 0 since ge is unweighted. Let S ∈

(
e
2j

)
, and observe that S can be partitioned

into two disjoint subsets S1, S2 of size 2j−1. If both these subsets are in the intersection of R2j−1

and P2j−1 then

f(S) = f(S1 ∪ S2) ≥ α (ge(S1) + ge(S2)) ≥ αr+1,

where the first inequality is by δ2j−1(S1, S2) < 2ϵ as (S1, S2) ∈ P2j−1 and the second inequality is
since for every (S1, S2) ∈ R2j−1 we have ge(S1), ge(S2) ≥ α2j−1

. Hence, S can be a member in pairs of
R2j . By our assumption |P2j−1 | > (1−β)|D2j−1 |, and hence R2j−1∩P2j−1 ≥ (1−f(j−1)−β)|D2j−1 |.
Therefore, the fraction of disjoint pairs (S, T ) ∈ D2j where both S, T can be partitioned into disjoint
subsets S1, S2 and T1, T2 that are in R2j−1∩P2j−1 is at least (1− f(j − 1)− β)2. We can now bound
f(j) by,

f(j) = 2f(j − 1) + 2β − (f(j − 1) + β)2 ≤ 2(f(j − 1) + β).

Solving this recursive formula we find f(j) ≤ 2j+1β. Recalling β = µ−γ
e /16 we get f(logα(2µe)) >

1/2 and hence Rlogα(2µe) is nonempty in contradiction. Therefore, there exists some q < µγ
e such

that |Pq| ≤ (1− β)|Dq|.
To finish the proof we turn back to proving Claim 6.7.

Proof. Let S, T be two random subsets of size j of e. Denote the event that S, T are disjoint by
DS,T . Observe that

Pr [DS,T ] =

(
|e| − j

|e|

)(
|e|
j

)−1

=
(|e| − j)!(|e| − j)!

|e|!(|e| − 2j)!
=

∏
i∈{|e|,|e|−1,...,|e|−j+1}

i− j

i

=
∏

i∈{|e|,|e|−1,...,|e|−j+1}

1− j

i
≥
(
1− 2j

|e|

)j

≥

(
1− 2√

|e|

)√|e|

≥ e−2

(
1− 4√

|e|

)
,

where the first inequality is by |e| − j > n/2 for all j <
√
|e|, the second by j <

√
|e| and the third

by (1 − x/k)k ≥ e−x(1 − x2/|e|). This expression is larger than 1/10 for all |e| > 250. Therefore,
the fraction of disjoint pairs out of all pairs of subsets of size j is at least 1/10.

This concludes the proof of Corollary 6.6.

6.2 Proof of Lemma 6.1

We now return to proving Lemma 6.1.

Proof of Lemma 6.1. Throughout the proof we denote |e| = n. Let p = αn/t for α > 0 to be
determined later. Assume on the contrary that there exists a set of hyperedges of cardinality at
most p such that the sum of their splitting functions approximates ge with quality q = 1+ δ̂/2. Let
{ei}ki=1 be all the possible subsets of e of size p and denote k =

(
n
p

)
. Note that we can assume that

p ≥ 2 as otherwise the lower bound is trivial. Since a sum of submodular functions is submodular,
this is the most general case for decomposing e into hyperedges with maximal support p as any
two hyperedges e1, e2 with e1 ⊆ e2 can be combined into a single hyperedge with ge1 + ge2 as its
splitting function.

29



Starting with some notation let IT := {i ∈ [k] : ei ∩ T ̸= ∅} and h(S, I) :=
∑

i∈I gei(S ∩ ei).

Choose some subsets of size t of e S1, S2 ⊆ e with δt(S1, S2) ≥ δ̂. Notice that h(S1∪S2, IS1 \ IS2) =
h(S1, IS1 \ IS2), and hence we can write

h(S1 ∪ S2, [k]) = h(S1, IS1 \ IS2) + h(S2, IS2 \ IS1) + h(S1 ∪ S2, IS2 ∪ IS1)

≤ (1 + δ̂/2)ge(S1 ∪ S2) ≤ (1 + δ̂/2)(1− δ̂) (ge(S1) + ge(S2)) , (12)

where the first inequality is by our assumption that h(S, [k]) (1 + δ̂/2)−approximates ge(S) and
the second is since δt(S1, S2) ≥ δ̂. Observe that also

h(S1, [k]) = h(S1, IS1 \ IS2) + h(S1, IS1 ∩ IS2) ≥ (1− δ̂/2)ge(S1),

where the inequality is again by our assumption that h(S, [k]) (1 + δ̂/2)−approximates ge(S). Let
β1 := h(S1, IS1 ∩ IS2)/ge(S1), we can then write h(S1, IS1 \ IS2) ≥ (1 − δ̂/2 − β1)ge(S1). Similarly
observe that h(S2, IS2 \ IS1) ≥ (1 − δ̂/2 − β2)ge(S2) and denote β := max {β1, β2}. Substituting
back into Equation (12) we find

(1− δ̂/2− β)ge(S2) + (1− δ̂/2− β)ge(S1) ≤ (1 + δ̂/2)(1− δ̂) (ge(S1) + ge(S2)) .

Therefore, we find β = max {β1, β2} ≥ δ̂2/2. Recalling the definition of β this implies that either
h(S1, IS1 ∩ IS2) > δ̂2ge(S1)/2 or h(S2, IS1 ∩ IS2) > δ̂2ge(S2)/2. By the theorem assumption there

are ρ
((nt)

2

)
pairs of sets A,B ⊆ e with δt(A,B) ≥ δ̂, and following the same argument in each pair

at least one of A,B satisfies this lower bound. Hence, there must be at least one set T ⊆ e of size

t for which the lower bound is satisfied in at least ρ
(
n
t

)−1((nt)
2

)
≥ ρ
(
n
t

)
/4 pairs.

For every i ∈ [k] denote the set Qi = {P ⊆ e : |P | = t, P ∩ ei ̸= ∅, P ̸= T}. Note that by
symmetry |Qi| = |Q| for all i ∈ IT . Furthermore, we can use the following lemma to bound the
size of |Qi|, the proof of the lemma is provided later.

Claim 6.8. If α ≤ ρδ̂2/16, then |Qi| < ρδ̂2

8(1+δ̂/2)

(
n
t

)
for every i ∈ IT .

Using this notation we can rewrite h(T, [k]) as

h(T, [k]) =
∑
i∈IT

gei(T ) =
∑
i∈IT

1

|Qi|
∑
P∈Qi

gei(T )

=
∑

P∈(et)\{T}

∑
i∈IT∩IP

1

|Qi|
gei(T ) =

1

|Q|
∑

P∈(et)\{T}

h(T, IT ∩ IP ),

where the second equality is since for every gei in the inner sum, i ∈ IT , IP . By the definition of T
we know that for at least ρ

(
n
t

)
/4 of the sets P ∈

(
e
t

)
satisfy h(T, IT ∩ IP ) > δ̂2/2 · ge(T ). Hence,

h(T, [k]) ≥ ρδ̂2

8|Q|

(
n

t

)
ge(T ) > (1 + δ̂/2)ge(T ).

Where the last inequality is by Claim 6.8. Therefore, h(T, [k]) does not (1 + δ̂/2)-approximates
ge(T ) in contradiction to our assumption. It remains to prove Claim 6.8.
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Proof of Claim 6.8. Recall Qi = {P ⊆ V : |P | = t, P ∩ ei ̸= ∅, P ̸= T}, hence the number of ele-
ments in Qi is the total number of sets of size t minus the number of sets that don’t intersect ei
minus 1. Formally, this is equal to |Qi| =

(
n
t

)
−
(
n−p
t

)
− 1. Examine,(

n

t

)−1

·
(
n− p

t

)
=

t!(n− t)!

n!
· (n− p)!

t!(n− p− t)!
=

(n− p)!

n!

(n− t)!

(n− p− t)!
=

n−p+1∏
i=n

i− t

i

=

n−p+1∏
i=n

1− t

i
≥

n−p+1∏
i=n

1− t

n− p
=

(
1− t

n− p

)p−1

.

Substituting p = αn/t and observing α = ρδ̂2/16 < 1/2, we find(
n

t

)−1

·
(
n− p

t

)
≥
(
1− t

n− αn/t

)αn/(2t)

=

(
1− t

n

1

1− α/t

)αn/(2t)

≥ exp (−2α)

(
1−

(
1

1− α/t

)2 t

n

)α

,

where the first inequality is from p ≥ 2. The second inequality stems from (1−x/k)k ≥ ex(1−x2/k)
and (1 − α/t)−1 < 2 since α < 1/2, t ≥ 1. We now split the analysis into the case where t < n1/3

and its complement. When t < n1/3, we have(
n

t

)−1

·
(
n− p

t

)
≥ exp (−2α)

(
1− 4

1

n2/3

)
≥ exp (−3α) ,

where the first inequality is from and t < n1/3, and the second is from
(
1− 4/n2/3

)
≥ e−α whenever

α ≥ Ω(1/
√
n) and n is large enough. For the case when t ≥ n1/3 observe that

1−
(

1

1− α/t

)2 t

n
>

1

3
,

for all n > N for some N > 0. Hence,(
n

t

)−1

·
(
n− p

t

)
≥ exp (−(2 + log(3))α) ≥ exp (−4α) ,

Overall, we find that in both cases
(
n
t

)−1 ·
(
n−p
t

)
≥ e−4α. Plugging this back to bound the size of

|Qi| we find

|Qi| =
(
n

t

)
−
(
n− p

t

)
− 1 <

(
1− e−4α

)(n
t

)
− 1.

To finish proving the claim we choose α such that

ρδ̂2

8(1 + δ̂/2)
≥ 1− e−4α > 1− e−4α −

(
n

t

)−1

.

Moving sides,

e−4α ≥ 1− δ̂2

8(1 + δ̂/2)
,

and using log(1− x) < −x for x ∈ (0, 1), we find that

α ≤ ρδ̂2

16
satisfies the requirement.

This concludes the proof of Lemma 6.1.
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[BK96] András A. Benczúr and David R. Karger. Approximating s-t minimum cuts in Õ(n2) time. In
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A Chernoff Bounds

We use the following versions of the Chernoff bound throughout the paper.

Lemma A.1 (Chernoff bound for bernoulli random variables). Let X1, . . . , Xm be independent
random variables taking values in {0, 1}. Let X denote their sum and µ = E [X]. Then,

∀δ ≥ 0, Pr [|X − µ| ≥ δµ] ≤ 2 · exp
(
− δ2µ

2 + δ

)
.

Lemma A.2 (Chernoff bound for bounded random variables, Theorem 6.1 in [AGK14]). Let
X1, . . . , Xm ≥ 0 be independent random variables such that either Xi is deterministic or Xi ∈ [0, b].
Let X denote their sum and µ = E [X], then,

∀δ > 0, Pr [|X − µ| ≥ δµ] ≤ 2 · exp
(
− δ2µ

(2 + δ)b

)
.

Additionally,

∀δ ∈ [0, 1], Pr [|X − µ| ≥ δµ] ≤ 2 · exp
(
−δ2µ

3b

)
.

B Approximating Coverage Functions

Due to the wide prevalence of submodular hypergraph cut functions, our results have several
applications. One example is finding a succinct representation for coverage functions.

Definition B.1. A function f : 2V → R+ is called a coverage function over ground set W with
weight function ρ : W → R+ if there exists a collection {Av}v∈V where each Av ⊆ W , such that

∀S ⊆ V, f(S) =
∑

w∈
⋃

v∈S Av

ρ(w).

Coverage functions are commonly used as objective functions, for example in sensor-placement
problems [KG11]. The running time of algorithms for these problems may be improved considerably
by decreasing the size of the ground set |W |. To this end, the next corollary shows that every
coverage function can be approximated by a coverage function with ground-set size Õϵ(n). In
general, the given ground set might have size 2n, hence the decrease in size may be exponential.
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Corollary B.2. Let e be a hyperedge whose splitting function ge is a coverage function, and let K :=
maxw∈W |{v ∈ V : w ∈ Av}| The e can be (1 + ϵ)-approximated by O(ϵ−2n log n) hyperedges with
support size at most K. Furthermore, the resulting sparsifier is a coverage function on O(ϵ−2n log n)
elements.

This result was recently obtained independently in [Qua22], using two different proof methods.
One of them is by reduction to (sparsification of) undirected hypergraph cuts. Our proof is simpler,
and designs a reduction to (sparsification of) additive splitting, for which we can apply Theorem 1.7.

Proof. For w ∈ W , let Vw := {v ∈ V : w ∈ Av}. Observe that f(S) can be written as

f(S) =
∑

w∈
⋃

v∈S Av

ρ(w) =
∑
w∈W

ρ(w) · 1|Vw∩S|>0 =
∑
w∈W

ρ(w) ·min (|Vw ∩ S| , 1) .

Hence, f can be written as a sum of |W | splitting functions of the form gw : S 7→ ρ(w) ·
min (|Vw ∩ S| , 1). Observe that the spread of each gw is µgw = 1, therefore Theorem 1.7 yields
the desired result. Finally, note that the resulting sparsifier is a reweighted subgraph, hence it is a
coverage function with O(ϵ−2n log n) elements.

C Application to Terminal Cut Functions

Terminal Cut Functions. Let G = (V,E,w) be some undirected graph and let T ⊆ V be a
special set of vertices called the terminals of G. Denote |T| = k. The terminal cut function of G is
defined as

∀S ⊆ T, cutG(S, S̄) = min
U⊆V :U∩T=S

∑
e∈δ(U)

w(e),

where δ(U) is the set of edges with exactly one endpoint in U . Note that the terminal cut function
cutG(S) : 2T → R+, of G is submodular. In [HKNR98], the authors show that it is possible to

construct a graph with O(22
k
) vertices that preserves the terminal cut function of G exactly. On

the other hand, [KR13, KPZ19] showed that a minimum of 2Ω(k) vertices is necessary to preserve
the terminal cut function of G, even for planar graphs.

In the approximate case, a construction of quality 1+ϵ with Õ(poly(k, ϵ−1)) vertices was shown
for bipartite graphs by [AGK14, ADK+16]. However, there is no known upper or lower bound
for the size of a data structure approximating the cuts of general graphs. One such possible data
structure would be to represent the terminal cut function as cuts of a submodular hypergraph
with simple splitting functions. Then, using Theorem 1.4 we can achieve a small data structure to
represent the graph cuts. However, it turns out that this is not possible using the all-or-nothing
splitting function.

Theorem C.1 (Theorem 3.3 in [Yam16]). If a symmetric submodular function f : 2V → R+ can
be realized as a cut capacity function of an undirected hypergraph with nonnegative capacities, then

∀i ∈ [V ],∀S ∈
(
V

i

)
, (−1)if (i)(S) ≤ 0,

where
f (i)(S) =

∑
X⊆S

(−1)|S\X|f(X).
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Consider the following counter-example, let G = (V,E) be the star graph with 4 leaves and
a central vertex, where the terminals T = {t1, t2, t3, t4} are the leaves. Denoting its terminal cut

function as fG, observe that f
(3)
G ({t1, t2, t3}) = −2 < 0. Hence, by Theorem C.1, f cannot be

realized as a cut capacity function of an undirected hypergraph. However, in this case fG is exactly
the small-side splitting function. Therefore, we pose the following question - is there a class of
simple splitting functions that can represent the terminal cut function of any graph?

D Proof of Expectation for Symmetric Additive Decomposition

Proof of Claim 4.4. Let Si = S ∩ ei, S̄i = S̄ ∩ ei be the intersection between S and the sampled
hyperedge. Assume without loss of generality that |S| < |S̄|. Observe that the function min(x, y,K)
is concave, and hence by Jensen’s inequality

E
[
min(|Si| /p,

∣∣S̄i

∣∣ /p,K)
]
≤ min(E [|Si| /p] ,E

[∣∣S̄i

∣∣ /p] ,K) = min(|S| ,
∣∣S̄∣∣K) = ge(S),

where the second inequality is since Si, S̄i are independent. Hence, it only remains to prove that
E [Ngei(S)] ≥ (1 − 2ϵ′)ge(S). We split the analysis into two cases, when |S| < K/2 and its
complement. Starting with the case when |S| is small, observe that setting δ = K/|S| > 2 we have
by Claim 4.2 that

Pr [|Si| ≥ pK] ≤ 2|e|−
cδ2|S|

(2+δ)Kϵ′2 ≤ 2|e|−
cδ|S|
2K = 2|e|−

c
2 ,

where the second inequality is by δ/(2 + δ) > 1/2 when δ > 2. Choosing c > 10 we find that the
probability is at most |e|−5. Note that K < |e|/2, otherwise it doesn’t affect the splitting function.
Hence, |S̄| ≥ 3K/2 therefore using Claim 4.2 again we have (setting δ = 1/2),

Pr
[∣∣S̄i

∣∣ < pK
]
≤ 2|e|−

cδ2|S̄|
3Kϵ′2 ≤ 2|e|−

3cK/2

12Kϵ′2 ≤ 2|e|−4c,

where the last inequality is by ϵ′ = ϵ/4 and ϵ < 1. Choosing c > 2 we find that the probability that
both events not occur is at most 4|e|−5. Note that the expectation of Ngei(S) is given by

E [Ngei(S)] =

⌊pK⌋∑
j=0

j

p
(Pr

[
|Si| = j, |S̄i| ≥ j

]
+ Pr

[
|Si| > j, |S̄i| = j

]
) +K Pr

[
|Si| > pK, |S̄| > pK

]
.

Hence, we can bound the expectation from below by keeping only the most significant terms

E [Ngei(S)] ≥
⌊pK⌋∑
j=0

j

p
Pr
[
|Si| = j, |S̄i| ≥ j

]
≥

⌊pK⌋∑
j=0

j

p
Pr [|Si| = j] Pr

[
|S̄i| ≥ j

]
≥ Pr

[
|S̄i| ≥ pK

] ⌊pK⌋∑
j=0

j

p
Pr [|Si| = j] ≥

(
1− 4|e|−5

) ⌊pK⌋∑
j=0

j

p
Pr [|Si| = j] ,

where the second inequality is by the independence of Si, S̄i and the last by substituting the bound
Pr
[
|S̄i| < pK

]
. Now adding and subtracting the rest of the possible values of |Si| we get

E [Ngei(S)] ≥
(
1− 4|e|−5

) |S|∑
j=0

j

p
Pr [|Si| = j]−

|S|∑
j=⌊pK⌋+1

j

p
Pr [|Si| = j]


≥
(
1− 4|e|−5

)(E [|Si|]
p

− |S|2

p
Pr [|Si| > pK]

)
,
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where the last inequality is by j, |S| − ⌊pK⌋ < |S|. Note that E [|Si|] /p = |S| = ge(S) since
|S| < K < |S̄|. Recall that p = cϵ′2K−1 log |e| and observe,

|S|2

p
Pr [|Si| > pK] ≤ |e|2K

c|e|5 log |e|
≤ 1

10|e|2
,

where the first inequality is by substituting the bound for Pr [|Si| > pK] and the second by K < |e|,
log |e| > 1 and c > 10. Hence, we obtain E [Ngei(S)] ≥ (1− 4|e|−5)(ge(S)− |e|−2) ≥ (1− 2ϵ′)ge(S)
with the last inequality by ϵ−2 < |e|.

Now we turn to the case |S| > K/2. Observe that for Ngei(S) = min(|Si|/p, |S̄i|/p,K) <
(1 − ϵ′)ge(S) we must have min

(
|Si|,

∣∣S̄i

∣∣) < (1 − ϵ′)p|S|. By Claim 4.2 this event happens with

probability at most 4|e|−
cϵ′2|S|
3Kϵ′2 ≤ 4|e|−

c
6 . Therefore,

E [Ngei(S)] ≥
(
1− 4|e|−

c
6

)
(1− ϵ′)p|S|/p ≥ (1− 2ϵ′)|S| = (1− 2ϵ′)ge(S),

where the last inequality is by setting c > 15 and ϵ2 > 1/|e|.
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