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Cuckoo Hashing
∗

Moni Naor

1 Recap

We reviewed the applications of the local lemma and to showing that CNFs with few appearance
of each variable are satisfiable.

2 Hash Tables

We mentioned the important open problem of showing that randomness is essential to achieve
efficient (O(1)) dictionaries.

In general, the type of error probability we have in the is area is 1/nc (and not exponentially small).

We went over Cuckoo Hashing and its analysis. We discussed what is needed to detect failure. In
particular mentioned that a good cycle detection mechanism is useful.

Question: suggest a low memory cycle detection.

The probability of failure of cuckoo hashing after n insertions is 1/n. We talked about the idea of a
stash to reduce the probability using a stash. This reduces the failure probability to 1/nc+1 where
c is the size of the stash.

Question: We saw the proof that if there are no large components, then the probability of failure
(= a component with 2 cycles). Extend the argument to show that the probability one needs to
put c elements into the stash is rough 1/nc+1.
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