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1. Introduction

Following the notation of [1].

Our aim is to obtain a numerical solution of the ordinary differential equation
with initial condition (Caucy problem):

(1) ẏ = f(t, y), y(t0) = y0

where ẏ = dy
dt .

How do computers calculate such a solution of (1) which is continuous in time?
Exactly as numbers are all rational on the computer, the computer must make time
discrete. So we replace differential equations with a difference equation.

2. The Euler one-step method

Dividing the time interval [t0, tM ] to N+1 mesh points, with a constant distance
(i.e. time-step, step size or mesh size): h = (tM − t0)/N .

Given y(t0) = y0 (this is the initial point so the numerical approximation is
equal to the actual value), let us suppose that we have calculated yn up to some n,
0 ≤ n ≤ N − 1, N ≥ 1, thus we define

(2) yn+1 = yn + hf(tn, yn)

Taking n = 0, 1, ..., N − 1, iterating step by step, we obtain {yn} the approxima-
tion of y(t) at the mesh points tn.

What is the motivation for this method: expanding y(tn+1) = y(tn + h) into a
Taylor series about tn we get:

y(tn + h) = y(tn) + hf(tn, y(tn)) +O(h2)

replacing y(tn) with its numerical approximation yn we get Eq. (2). By which we

get yn+1−yn
h ≈ f(tn, yn).

This is an example of a general one-step method:

(3) yn+1 = yn + hΦ(tn, yn;h)
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where Φ is a continuous function of its arguments.

The meaning of ”one step” is that yn+1 is expressed in terms of yn, where yn is
the numerical approximation of y(tn).
Similarly, a k-step method would be expressing yn+1 in terms of yn−k+1, ..., yn. The
simplest example of a one-step method is Euler’s method.

In order to analyze the accuracy of numerical methods we need the aid of the
following definitions.

Definition 1. The global error is defined as

(4) en = y(tn)− yn

Measuring the distance between the analytic solution (y(tn)) and the numerical
approximation (yn) at time tn.

Definition 2. The truncation error is defined as

(5) Tn =
y(tn+1)− y(tn)

h
− Φ(tn, y(tn);h)

Notice that for n = 0: T0 = y(t1)−y(t0)
h − Φ(t0, y(t0);h) = y(t1)−y0

h − Φ(t0, y0;h)

since y(t0) = y0, using the global error, we get T0 = y1±e1−y0

h −Φ(t0, y0;h) assign the

numerical approximation by a one step method we get T0 = y0+hΦ(t0,y0;h)±e1−y0

h −
Φ(t0, y0;h) = ± e1h . This shows that the size of the truncation error is a measure of
local error.

Now that we see that the definitions are connected we are ready for the following
theorem that give an upper bound on the global error using the truncation error.

Theorem 1. Given the one step method with update equation (3), where Φ(t, y;h)
is continuous in all its arguments and satisfy Lipschitz condition with respect to the
second argument, that is, there exits a positive constant LΦ s.t. for 0 ≤ h ≤ h0 and
for all (t, u) and (t.v) in D = {(t, y) : t0 ≤ t ≤ tM , |y − y0| ≤ C} , we have that

|Φ(t, u;h)− Φ(t, v;h)| ≤ LΦ|u− v|.

Then, assuming that |yn − y0| ≤ C, for n = 1, 2, ..., N it follows that

(6) |en| ≤
T

LΦ
(eLΦ(tn−t0) − 1), n ∈ {1, ..., N},

where T = max0≤n≤N−1|Tn|.

Proof. Rewriting (5)

y(tn+1) = y(tn) + hΦ(tn, y(tn);h) + hTn

and subtracting (3) from this we obtain

y(tn+1)− yn+1 = y(tn) + hΦ(tn, y(tn);h) + hTn − yn − hΦ(tn, yn;h)

en+1 = en + h[Φ(tn, y(tn);h)− Φ(tn, yn;h)] + hTn

Since (tn, y(tn)), (tn, yn) are in D the Lipschitz condition implies that (first triangle
inequality)

|en+1| ≤ |en|+ h|[Φ(tn, y(tn);h)− Φ(tn, yn;h)]|+ h|Tn| ≤ |en|+ hLΦ|en|+ h|Tn|
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rearrange to get
|en+1| ≤ (1 + hLΦ)|en|+ h|Tn|

solving the recursion we get (reminder e0 = 0)

|en| ≤
T

LΦ
|(1 + hLΦ)n − 1|.

Observing that (1 + hLΦ) ≤ e(hLΦ), and Nh = (tM − t0) we are done. �

Implication let us apply this general result to analyze Euler’s method, in the
case that y ∈ C2[t0, tM ] i.e., twice differentiable with respect to time. Expanding
y(tn+1) in a Taylor series with reminder:

y(tn+1) = y(tn) + hẏ(tn) +
h2

2!
ÿ(ξn), tn ≤ ξn ≤ tn+1

Substituting this into the (5) where Φ(t, y;h) ≡ f(t, y), we get,

Tn =
1

2
hÿ(ξn).

Let H2 = maxξ∈[t0,tM ]|ÿ(ξ)|. Then, |Tn| ≤ 1
2hH2, n = 0, 1, ..., N−1. Substituting

into (6), noting that LΦ = L the Lipschitz constant of f , we have

|en| ≤
1

2
H2[

eL(tM−t0) − 1

L
]h, n = 0, 1, ..., N.

In order to demonstrate the relevance of the above error analysis in practice, we
turn to the following example.

Example 1. Let
ẏ = tan−1(y), y(0) = y0.

In order to obtain an upper bound on the global error in Euler’s approximation
we need to determine the constants H2 and L.
Here f(t, y) = tan−1(y); so by Mean Value theorem,

|f(t, u)− f(t, v)| = |∂f
∂y

(t, η)(u− v)| = |∂f
∂y

(t, η)||u− v|

were η lies between u and v. In our case,

|∂f
∂y

(t, y)| = |(1 + y2)−1| ≤ 1

Thus, L = 1. In order to obtain H2 we need to bound |ÿ(t)| with out solving the
initial value! We do that by differentiation of the ODE:

ÿ =
d

dt
(tan−1y) = (1 + y2)−1ẏ = (1 + y2)−1tan−1y.

Therefore, |ÿ(t)| ≤ H2 = 1
2π. Assigning L and H2 to (6) we get

|en| ≤
1

4
π(etn)h, n = 0, 1, ..., N.

Now, if we are givgin a tolerance TOL, we can ensure that the global error does
not exceed this tolerance by choosing h accordingly

h ≤ 4

π(etM − 1)
TOL.

So for each n, |y(tn)− yn| ≤ |en| ≤ TOL.
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3. Consistency and convergence

There are three main issues that should be considered in the analysis of a nu-
merical method:

(1) Stability (of method): the difference equation is stable if its solution is
continuous and Lipschitz in the initial conditions (how close is {zn} to
{yn} if z0 = y0 + ε).

(2) Consistency of difference equation with an ode: connection between step
size and local error.

(3) Convergence (of sol. an ode sol.): when h goes to zero the solution of the
difference equation goes to the solution of the ode

The error analysis in theorem 1 suggests that for a one-step method, if the
truncation error ’approaches zero’ as h→ 0 then the global error ’approaches zero’
as well. This is the motivation for the following definition.

Definition 3 (Consistency). The numerical method (3) is consistent with the ini-
tial value ODE problem (1) if the turncation error (5) is such that for any ε > 0
there exists a positive h(ε) for which |Tn| < ε, for 0 < h < h(ε) and any pair of
points (tn, y(tn)), (tn+1, y(tn+1)) on any solution curve in D.

In the limit of: h → 0 and limn→∞ tn = t ∈ [t0, tM ], we have Tn → dy
dt −

Φ(t, y(t);h = 0), this implies that one step method is consistent if and only if

(7) Φ(t, y;h)|h=0 ≡ f(t, y).

One can show that consistency is a necessary condition for convergence.

Definition 4 (Order of accuracy). Numerical method (3) is said to have order of
accuracy p, if p is the largest positive integer such that, for any sufficiently smooth
solution curve (t, y(t)) in D of the initial value problem (1), there exists constants
K and h0 such that

|Tn| ≤ Khp for 0 < h ≤ h0,

for any points (tn, y(tn)), (tn+1, y(tn+1)) on the solution curve.

4. Implicit One Step Method

Euler Implicit method

(8) yn+1 = yn + hf(tn+1, yn+1)

The main difference between Euler’s method and (8) is in the appearance of yn+1

on both sides of (8). This complication requires additional computational steps.

5. Runge-Kutta Methods

The Euler method give first order accuracy, but it is very simple and it requires
a single evaluation of f at (tn, yn) in order to get the approximation of yn+1. The
Runge-Kutta methods are coming to improve accuracy by increasing the number
of evaluations of f at intermidaite points between (tn, yn) and (tn+1, yn+1).
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6. Stiff systems

A stiff equation is a differential equation for which certain numerical methods
for solving the equation are numerically unstable, unless the step size is taken to
be extremely small. There is no unique definition of stiffness in the literature.
However, essential properties of stiff systems are as follows:

• There exist, for certain initial conditions, solutions that change slowly.
• Solutions in a neighborhood of these smooth solutions converge quickly to

them.

Usually, stiffness appears in a system of differential equations, but lets start with
a simple 1-dimensional example:

ẏ = λy, y(0) = y0

were λ is a constant. The solution is y(t) = y0e
λt. When λ < 0 the solution

decrease exponentially to zero. We expect the numerical approximation will behave
accordingly. Expressing the numerical approximation in Euler’s method:

yEn = (1 + hλ)ny0

When λ < 0, |1 + hλ| < 1 if and only if 0 < h|λ| < 2. This gives the problem
dependent restriction on the size of h: h < 2

|λ| . For higher values of h the solution of

Euler’s method will oscillate with increasing magnitude with increasing n, instead
of convering to zero as n→∞.

While the above example indicate the problem, in a single equation it is not too
hard, but in a system of equations it becomes more intricate.
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