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Komplexitatstheorie
13. bis 19.11.1994

The 11th Oberwolfach Conference on Complexity Theory was organized by Joachim von
zur Gathen (Paderborn/Toronto), Claus-Peter Schnorr (Frankfurt) and Volker Strassen
(Konstanz). There were 35 participants coming from nine countries.

The 30 lectures covered a broad range of current research in complexity theory. Sev-
eral talks dealt with the new theories of approximability and probabilistically checkable
proofs. Another major area was the complexity of algebraic, arithmetic, geometric, and
combinatorial problems. Further topics included (visual) cryptography, parallel computa-
tion, anticipating software, and quantum computation. It was an active and stimulating

meeting.

Vortragsausziige

M. Bellare:

Free bits in PCP — How low can you go?

The best known approximation algorithm for Max Clique approximates within a factor of
N1-2D (Boppana-Haldorsen), scarcely better than trivial The past few years have seen
much progress towards establishing matching “lower bounds”, based on the use of proba-
bilistically checkable proofs (the current record is that Max Clique cannot be approximated
within N% unless NP C coRP). In application of proof checking it turns out that a par-
ticular measure of proof verification complexity is crucial ~ the number of amortized, free
bits used (if a verifier uses f of these the Max Clique is hard within Nﬁlr‘f)

The work described here continues to further the free bit approach, strengthening and
deepening the free bit to approximation connection. The talk described two main results:



e NP C FPCP(log,2) - NP can be recognized with logarithmic randomness and 2
amortized free bits. This implies that Clique is hard within N 3 (the techniques also

imply Max 3SAT hard within % and Max 2SAT hard within % .

« More interesting, from the point of view of the authors, is a result saying that to prove
1

Clique is hard within N1+7 it is necessary to first provide a non-trivial FPCP(log, f
proof system. Free bits and proofs are intrinsically connected to approximation.

{Joint work with O. Goldreich and M. Sudan)

A. Bjorner:

Topological and combinatorial methods for decision trees

In the first part of the talk an overview was given of the recent Betti number lower bounds
for various decision trees and computation networks, due to Bjérner-Lovisz, Yao and
Montafia- Morais-Pardo. In the second part examples were given showing that these the-
oretical lower bounds can actually be computed for realistic problems in some cases, using
a mixture of topological and combinatorial techniques.

S. Cook:

The Relative Complexity of NP Search Problems

Papadimitriou introduced classes of search problems based on combinatorial principles
which guarantee the existence of solutions. For example, the class PPA is based on the
lemma that every undirected graph with an odd degree node must have another odd degree
node, and PPP is based on the pigeonhole principle. The class PPAD is a directed version
of PPA. Whereas Papadimitriou used Turing machines to present the graphs in question,
we treat each problem as a second-order search problem in which the graph is presented
by an oracle. We close each class under polynomial-time Turing reducibility.

Some inclusions among these classes are easy to prove; for example PPAD can be seen to
be a subclass of PPA by ignoring the direction information on the edges. To show that
the reverse inclusion fails is more difficult, and involves a combinatorial lemma of interest
in its own right. In fact, we (with Edmonds and Impagliazzo) have been able to give an
almost complete picture of inclusions and separations among the classes that we consider.
We also show that these problems are not polynomial-time equivalent to decision problems
(in contrast to search problems based on NP complete languages).

This work grew out of my collaborators’ study of the propositional proof complexity of the
combinatorial principles in question. They have developed powerful techniques to bear on
both areas, involving for example Hilbert’s Nullstellensatz.

(Joint work with P. Beame and T. Pitassi)
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U. Feige: )
Towards subexponential algorithms for NP
An approach is presented that may lead to subexponential algorithms for NP. The approach
involves designing algorithms that moderately improve over exhaustive search for finding
small cliques in graphs. In particular, if cliques of size logn can be found in polynomial
time, then nondeterministic circuits of size s can be simulated by deterministic circuits of
size slightly above 2v5,

(Joint work with J. Kilian)

M. Fiirer:
Lower Bounds on the Performance of Approximate Coloring Algorithms

Graph coloring has long been conjectured to be hard to approximate. No polynomial time
algorithm is known to color every graph G with x(G)n'~? colors where n is the number
of vertices, x(G) is the chromatic number, and 6 is any positive constant. The recent
hardness results based on interactive proof systems have partially explained this situation
by enabling lower bounds of n on the performance ratio of any polynomial time coloring
algorithm (based on complexity assumptions).

A simplified geometric proof is presented for just this result without trying to maximize €.
More sophisticated techniques are required to improve . A randomized twisting method
allows us to completely pack a certain space with copies of a graph without much affecting
the independence number. This implies improvements under widely believed complexity
assumptions. Unless NP C ZPP, we get a lower bound of n!/5=°() based on new results
of Bellare, Goldreich and Sudan on the number of free bits (f =2+ 0(1)). We also get

. polynomial lower bounds in terms of x(G).

M. Furst:
Anticipating Software
While computers are getting faster and faster, humans are not. At present machine speeds,

computers are able to ask themselves the question “has he hit a key yet?” more than a
million times before a person manages to make the next stroke. The way current systems
are built, essentially all of these million cycles go to waste.
In anticipating software, during idle cycles the computer considers what command the
person typing means to issue. For example, after typing "L”, the computer might guess
that the person is planning to type "latex my-latest-paper.tex”. Based on its guess, antic-
ipating software carries out that part of the command which can be done in anticipation
of the actual request. In the event that the computer guesses correctly, a great deal of
computational work will already be finished before the user is done saying the command.
In the event the computer guesses incorrectly, the computational work is thrown away and



the user is unaware that anything went on.

We have done some work developing systems designs which can accomplish these kinds of
anticipatory behaviors.

An interesting on-line mathematical model is the following: Servers will be asked to process
a series of requests Ry, Ry, ..., Rn. Before each request the servers will be presented with
a probability distribution on the R;’s such that p(R;) is the probability the next request
will be R;. Before sceing the next request the servers may carry out any single request for
free. Then when the actual request arrives they are charged for the time it takes them to
process it.

We have results describing what happens when the requests are requests to Move-To-Front,
Splay-Tree, and the Double-Coverage k-server algorithm.

J. von zur Gathen:

Permutation functions

A polynomial f € F,[z] over a finite field F, is called a permutation polynomial iff the
associated mapping F, — F, is bijective. We discuss various aspects: fast tests for this
property, generalizations to rational functions, behaviour under composition, and counting
the number of points on a curve or on its projection.

This topic brings together several areas: algebra, geometry, number theory, combinatorics,
algorithmics.

M. Giusti:

Duality and straight-line programs

This talk is devoted to upper bounds on the complexity of elimination theory for polyno-
mials with integer coefficients. ,

First are presented results of Krick-Pardo based on previous work by F itchas-Glusti-
Smietanski: the membership to a complete intersection and the Nullstellensatz (decision
and representation of some non-zero integer constant) are in the BPP-class of bounded
error probabilistic polynomial machines.

More precisely, let fi,..., fs be polynomials in Zlzy,.. ., x,] of degree and absolute height
bounded by d > n and 7 respectively, which don't share any zero in C". Then there exists
a non-scalar straight-line program of size d°), depth O(nlog, d) and integer parameters
of absolute height max(d°™ 1) which evaluates an integer a € Z — {0} and polynomials
in Z[zy,..., 2] such that e = g1 fi +... + g fs holds.

As a corollary is obtained a bound for the height of any isolated point of an algebraic variety
defined over Z: with the same notations as above, this height is at most d°™) (log, s+logy n).
This bound is similar to the one obtained by Bost~Gillet-Soulé using arithmetic intersection
theory.

Eventually, work in progress by Giusti-Heintz-Morais-Pardo is presented in comparison
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" The relationship to computational approximation classes was discussed, in connection to

of the results of Shub~Smale: solving 0-dimensional systems in sequential time polynomial
in the affine degree and the maximal length of straight-line programs encoding the input
polynomial. This needs a slight modification of the models used before.

O. Goldreich:

Knowledge Complexity
Zero-knowledge is the lowest level of a knowledge-complexity hierarchy which quantifies

the “knowledge revealed in an interaction”. Knowledge complexity may be defined as the
minimum number of oracle-queries required in order to (efficiently) simulate an interaction
with the prover. This natural definition is shown to be almost equivalent to another natural
definition. Preliminary results concerning knowledge complexity assert that languages
which have interactive proofs of logarithmic knowledge complexity can be recognized by a
probabilistic polynomial-time machine with access to an NP oracle.

(Based on joint works with E. Petrank and R. Ostrovsky)

E. Grédel:

The power of syntactic criteria for approximability

There exist a number of logically defined classes of numerical invariants of finite structures,
which provide syntactic criteria for approximability: MAX SNP, MAX NP, MIN F*I1,,

#E, ...

the general problem of computing complexity classes on unordered finite structures. A
probabilistic analysis of the syntactic classes #5,, MAX ©FP .. was presented, using
limit laws from finite model theory. As a consequence it was shown that a number of
simple (i.e. PTIME) problems are not in these classes.

We also proved that there are general limits for the power of logical counting classes #L
(for arbitrary logics L). On the other side, logical classes contain functions that coincide
with computational classes almost everywhere.

(Joint work with K. Compton)

D. Grigoriev:

Complexity lower bounds for extended classes of computation trees

This is a survey of recent results on lower bounds for different computational models. A
lower bound log N was obtained for complexity of the membership problem to a polyhedron
with N facets by means of an algebraic decision tree. This generalizes the result of A. Yao,
R. Rivest ascertained for linear decision trees. If we add to the arithmetic operations in a
tree the gate functions like exp, log (on the positive half line), sin {on the interval (-7, 7)),



or any other Pfaffian function, the complexity lower bound (log N)'i"’ for this problem was
proved.

For a circuit using exp, log in addition to the arithmetic operations and computing an
algebraic function, a lower bound log [|G|| was proved, where G is the Galois group of the
algebraic function. This generalizes the result of J. Ja'Ja’ obtained for the circuits with
root extractions. .

A step towards the open problem of computability of the additive complexity was made:
we proved that the additive complexity is computable for the circuits with root extractions.

J. Heintz:

Much ado about #

The subject of the talk is the conjectured unfeasibility of geometric elimination with respect
to sequential time. Main examples come from consistency testing and (0-dimensional) equa-
tion solving of polynomial systems. The assumption of a polynomial complexity character
of elimination is incompatible with a series of generally accepted conjectures in Computer
Science (Cook’s thesis, Valiant’s thesis, existence of one-way functions etc.). On the other
hand slight modifications of the mentioned elimination problems (e.g. through conditions
imposed on the form of the output) lead immediately to exponential lower bounds.
(Joint work with J. Morgenstern)

E. Kaltofen:

Subquadratic-Time Factoring of Polynomials over Finite Fields

A new probabilistic algorithm is presented for factoring univariate polynomials over finite
fields. The algorithm factors a polynomial of degree n over a field of constant cardinality
in time O(n#%) arithmetic operations. The new algorithm relies on fast matrix multiphi-
cation techniques. The baby step/giant step techniques employed also yield new practical
implementations with O(n*®) running time.

(Joint work with V. Shoup)

M. Karpinski:

Lower bounds for randomized computation trees

We introduce a new method for proving lower bounds for algebraic computation trees. We
prove, for the first time, that the minimum depth for any randomised computation tree for
the problem of testing membership to a polygon with NV nodes is Q(log N }(the method also
vields the first Q(log N} lower bound for the deterministic computation trees). Moreover,



we prove that the corresponding lower bound for the algebraic exp-log computation trees

is Q(y1og N).

(Joint work with D. Grigoriev)

F. Meyer auf der Heide:

Hashing Strategies for Simulating Shared Memory

The talk surveys joint work with R. Karp, M. Luby, M. Dietzfelbinger, C. Scheideler, A.
Csumaj and V. Stemann on Simulations of PRAMs on Distributed Memory Machines,
DMMs. . .

We introduce methods to map the shared memory cells to the memory modules of the
DMM, that are defined by @ hash functions hy;..., ha, randomly chosen from some high
performance universal class of hash functions: h; : U — [U] maps the shared memory

cells v € U to modules Mp,(u), for ¢ = 1,...,0 For ¢ = 1, and given access requests
U, ... Uy € U, it is well known that time @(r(%i%?;)-) is best possible for satisfying all
requests.

We show that such an inherent lower bound does not hold, if we apply a > 2, and only
require b < a of the copies of each u; to be accessed. For this case, we present and analyse
an access protocoll that needs time O(log log(n)), with high probability. A more sophis-
ticated protocol, that does explorations of the access graph, can be designed with delay
O(logloglog(n) log*(n)), with high probability. This is the fastest known simulation of
shared memory on DMMs.

S. Micali:

CS Proofs
We introduce the new model of a Computationally Sound Proof. CS Proofs are short *
strings, vouching the correctness of a given statement, satisfying the following conditions:
for any statement, if the statement is true a CS proof for it is easily found (i.e. mnot
harder to find than deciding the statement), while if the statement is wrong then a CS
proof for it is impossibly hard to find. CS Proofs are polylogarithmically long in the time
necessary to decide their corresponding statements, and can be inspected in polynomial
time. They have important applications to computational correctness. We can construct
CS Proofs (for any theorem and without any unproven assumptions) given a random oracle.

N. Nisan:
Symmetric Logspace is Closed Under Complement
We present a Logspace, many-one reduction from the undirected st-connectivity problem



to its complement. This shows that SL=co-SL.
(Joint work with A. Ta-Shina)

T. Recto:

Complexity of semialgebraic sets

The complexity of a semialgebraic set S is defined as the complexity of solving the “mem-
bership” problem to this set. In the talk we review several recent results of the team of
the University of Cantabria (Montaiia, Morais, Pardo, Recio) to finding lower bounds for
this compexity: estimation of the complexity of arithmetic networks (parallel RAMs) in
terms of the number of connected components and sum of Betti numbers; estimation by
means of “intersection” with auxiliar sets; estimation by means of the concept of “width”
of a semialgebraic set and “corner” points.

R. Reischuk:

Asymptotics of Average Circuit Complexity

A distribution p is malign for a class of computational problems if for each problem in
that class the average time complexity with respect to p is almost as large as the worst
case complexity (no more than a constant factor smaller). It has been shown that uniform
complexity classes have malign distributions. In this talk the nonuniform Boolean circuit
model is considered and the minimal depth (delay) to compute Boolean functions by such
devices. For the worst case, it has been well known that almost all n-ary Boolean functions
require circuit depth n — loglogn + O(1).

We show that circuits do not have malign distributions. For any distribution z on {0, 1}"
one can find a Boolean function f, over that domain with a huge gap between its worst
case delay, which is n — logn — loglogn, and its average delay, which is constant.

For the asymptotic case, however, it proved that almost all n-ary Boolean functions have
average complexity at least n — logn — loglogn. Finally we show that for any Boolean
function f of worst case complexity ¢ one can construct a distribution py such that the
average complexity of f with respect to py is at least t —logn — logt.

(Joint work with A. Jacoby and C. Schindelhauer)

H. Ritter:

Construction of a shortest lattice vector in any |.{,-norm

Several NP-complete problems can efficiently be reduced to the problem of finding shortest
lattice vectors with respect to ||.{|,-norms (||.||lc-norm for subset sum, 3-SAT, {|.||, for in-
teger factorization). We use the equivalence of all norms on R" to extend the enumeration
algorithm with respect to the Euclidean norm to get short vectors in the ||.|j,-norm. Using



Holder’s inequality we achieve a deterministic pruning rule which cuts down the size of the
enumeration tree by an exponential factor. With these techniques it is possible to solve all
subset sum problems up to dimension 66 with a deterministic algorithm in average time
less than 2 hours on a 132 MFLOPS workstation. We also succeed in attacking a toy
example of the Chor-Rivest cryptosystem in dimension 103.

C. Schnorr:

Black Box Cryptanalysis of Hash Networks

Black box cryptanalysis applies to hash algorithms consisting of many small boxes, con-
nected by a known graph structure, so that the boxes can be evaluated forward and back-
wards by given oracles. We study attacks that work for arbitrary boxes that perform a
multipermutation with two inputs and two outputs. Multipermutations correspond to pairs
of orthogonal lattice squares. We present optimal black box inversions of FFT-compression
functions along with matching upper and lower complexity bounds. The lower bound uses
a degree concept where the multipermutation boxes have degree of freedom 2. Then the
lower bound follows from a lower bound on the local expansion rate of the FFT-graph. We
determine this expansion rate by a combinatorial argument.

(Joint work with S. Vaudenay)

A. Schoénhage:

Speed-ups for algorithms with exact division

First we show how to speed up exact division 5 = ¢ of integers or polynomials over some
finite field or Z (where the remainder is known to be zero) by a factor of about 4 as
compared to the classical standard algorithm for full division. This is done by combining
2-adic division for the lower half of the quotient and approximate (real) division for its
upper half.

Then we apply this technique for speeding up Barreiss’ method for exact. Gaussian elim-
ination and Collins’ subresultant algorithm by similar factors. Moreover, with regard to
large problem size, we demonstrate an asymptotical method based on exact divisions in
rings Z mod (27 + 1).

(Joint work with E. Vetter)

A. Shamir:

Visual cryptography
In this talk I consider a new type of cryptographic scheme, which can decode concealed

images without any cryptographic computations. The scheme is perfectly secure and very
easy to implement. I extend it into a visual variant of the k out of n secret sharing problem,



in which a dealer provides a transparency to each of the n users; any k of them can see the
image by stacking their transpareucies, but any k — 1 of them gain no information about
it.

(Joint. work with M. Naor)

A. Shokrollahi:

Computation of irregular indices

A pair (p,2i) is called irregular if p € P,2 <2 < p—3, and p|By;, where B, is the nth
Bernoulli number. We propose a new method for computing irregular pairs. This method
is based on the zeores of a certain polynomial of degree 3*2'—1 over Iy,

A. Sinclair:

Monte Carlo algorithms in physics

Many quantities in statistical physics are computed using so-called “Monte Carlo exper-
iments”. The algorithms involve simulating a Markov chain whose states are the config-
urations of a phvsical system, and which converges to some carefully chosen stationary
distribution. In most cases, the time to convergence has not been precisely analyzed, so
the results obtained from such algorithms must be taken on good faith. This talk de-
scribes three examples in which a precise analysis is possible: the monomer-dimer model,
the ferromagnetic Ising model, and the self-avoiding walk model for linear polymers. As
a result, one can prove the existence of Monte Carlo algorithms for each of these systems
that provide statistically rigorous outputs in polynomial time.

J. Stern:

k-transitivity of random graphs and an application to cryptography

Let 79, 71 be two independent random permutations of {1,...,n}. We consider the directed
graph Gi(7, ;) whose vertices consist of k-tuples of distinct integers in {1,...,n} and
whose edges are the pairs

{(a1, -, ak), (1i(as), .. - ,Ti{ax)} ¢=0,1

We show that, with high probability, Gx(7, 1) is a good expander hence has small’diam-
eter. 4

The problem comes from a suggestion in cryptography: it has been thought that secret
key identification could be achieved by sending a query of N bits, w, and requesting the
final vertex reached by a walk starting at some fixed integer in {1,...,n} and following
edges of G(7o, 1) according to w. Our result shows that such a scheme is secure (slightly



more elaborate proposals might be safe).
(Joint work with J. Friedmann, A. Joux, Y. Roichman and J-P. Tillich)

M. Sudan:
Linearity Testing
Given finite groups G and H and f mapping G to H, define

;4 min ){Prr[f(x) # g(2)]}, and 67 2 Proylf(@) + /) # fz + )}

geHom(G,H

Both ¢; and 6y study the “proximity” of f to the space of homomorphisms among groups.
In particular ¢ =0 & §; =0 & fisa homomorphism. “Lirearity Testing” studies the
relationship between € and é.

Tight analysis of this picture was undertaken by Blum, Luby and Rubinfeld, and later by
Coppersmith — for the case of general graphs. A tight analysis for the case where G = Z§
and H = Z, is presented here yielding the relationship

(5(45ﬂf <}‘
I 128 ISy

(Joint work with M. Bellare and D. Coppersmith)

U. Vazirani:

Quantum Computation

An exciting sequence of recent results have established that compsters based on quantum
physics can perform tasks that appear inherently intractible on classical computers. These
results rely on the exponential growth of the dimension of the Hilbert space associated with
a system of several 2-state units. All the known algorithms for quantam computers rely on
their ability to efficiently sample from the Fourier power spectrum even in exponentially
high dimensional spaces. This talk will survey the model and its capabilities and explain
the workings of the recent algorithm by Shor for factoring integers in polynomial time on

a quantum computer.

I. Wegener:

Hierarchy results for restricted branching programs

Branching programs are a well-known computation model in compiexity theory. Restricted
models like read k times or oblivious branching programs have beer investigated intensively.
Similar models are considered in applications like formal verification. Feor such models of
polynomial size, tight hierarchy results are proved. The models are rcad once branching



programs, where on each path k variables may be tested arbitrarily often, and ordered and
indexed binary decisios diagrams with & layers. The results are proved with methods from
combinatorics, izear algebra and communication complexity.

V. Weispfenning:
On the complexity of parametric optimization problems
We consider optimization problems

Az > b, ¢ = min!

where the constraints are linear and the objective function ¢ is linear, fractional linear or
quadratic. Parameters may enter either additively (i.e. & = &(u)) or more generally in all
coefficients of the problem.

We describe an elimination algorithm that outputs a list of polynomial (or rational func-
tion) data that provide a solution uniformly in the parameters. The algorithm runs in
EXPTIME, and for non-parametric input in PSPACE. For linear objective function ¢
and/or band matrices 4 the upper bounds can be improved further.

Conerning lower bounds, we show that the linear optimization problem with additive pa-
rameters is inherently exponential. Moreover the classical Fourier-Motzkin elimination
method for this problem has a doubly exponential worst-case lower bound.

Examples with up to 3 variables computed in a REDUCE implementation confirn the
practical applicability of the algorithm.

Berichterstatterin: S. Hartlieb
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