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Reader, I here put into thy hands what has been the diversion of some of my idle andheavy hours. If it has the good luck to prove so of any of thine, and thou hast but halfso much pleasure in reading as I had in writing it, thou wilt as little think thy money,as I do my pains, ill bestowed.[J. Locke, 1690].1 IntroductionIn this paper we provide a treatment of the notions of secure encryption and zero-knowledge proofsin terms of uniform complexity. These two notions were treated before mainly in terms of non-uniform complexity.In the seminal work of Goldwasser and Micali [18], two de�nitions of security are presentedand considered. The formalization is carried out in terms of non-uniform complexity, but this isnot essential to the results presented which include a one-directional implication between thesede�nitions. In [23], non-uniform variants of the two de�nitions are proved equivalent (but theargument uses non-uniformity in an essential way). In this paper, we present several uniformvariants of the two de�nitions and demonstrate that they are equivalent. It follows from [4, 29, 13,21, 20] (resp. [18, 29]), that uniformly secure private-key (resp. public-key) encryption schemescan be constructed based on the existence of one-way functions (resp. trapdoor permutations).All previous formalizations of zero-knowledge, including and following the introduction of theconcept in the pioneering work of Goldwasser, Micali and Racko� [19], are non-uniform in thesense that they require that the proof system \leaks no knowledge" on all instances. It is thus notsurprising that all the constructions of zero-knowledge proof systems for INP-complete languages(e.g. [15]), employ non-uniform complexity assumptions. Clearly, for practical purposes it suf-�ces to require that it is infeasible to �nd instances on which a zero-knowledge proof system \leakknowledge". Such (possibly weaker) zero-knowledge proof systems can be employed within cryp-tographic protocols, and in particular in the automatic generation of cryptographic protocols forany computable game (cf. [30, 16]). We formalize this (possibly weaker) variant of zero-knowledge,and show (following the ideas in [15]) how to construct such zero-knowledge proof systems for ev-ery language in INP using only a uniform complexity assumption (e.g. the existence of one-wayfunctions).What is gained by a uniform complexity treatmentWe �rst stress that by uniform or non-uniform complexity treatment of cryptographic primitives wemerely refer to the modelling of the adversary. The honest (legitimate) parties are always modelledby uniform complexity classes (most commonly probabilistic polynomial-time). The alternativetreatments refer only to the way the adversary is modelled: namely, by uniform or non-uniformcomplexity classes. We remind the reader that natural uniform complexity classes (e.g., IBPP)are known to be contained in their non-uniform counterpart (e.g., non-uniform-IP also denotedIP/poly), but the converse is false (e.g., non-uniform classes may contain even non-recursive lan-guages). Hence, a non-uniform adversary is never weaker than a uniform one, and furthermore itmight be stronger.While the question of what is the right model of \real world" cryptography (i.e., uniform vs.non-uniform) is somewhat controversial, we believe that it is important to demonstrate that it is2



possible to carry out most of the cryptographic theory, developed in recent years, also in the modelof uniform computations. Furthermore, the uniform treatment has advantages discussed below.Typically, the theorems in the cryptographic theory are reductions of the security of a crypto-graphic primitive to an intractability assumption. More speci�cally, their proof of security show howto transform an adversarial procedure which \breaks" the primitive into an algorithm contradictingthe intractability assumption. A uniform transformation implies a non-uniform one, whereas theconverse is not always true. Hence, the uniform transformation supplied by the uniform treatmentis technically superior to the non-uniform one. In particular, probabilistic polynomial-time reduc-tions imply reduction by non-uniform polynomial-size circuits. In addition, uniform reductionstend to point to the essential ideas more than non-uniform reductions, in which essential objectsmay be incorporated into the algorithms and become implicit.Another reason to prefer the uniform treatment is that it is based only on uniform intractabilityassumptions. These assumptions are seemingly weaker (and never stronger) than their non-uniformcounterparts. In particular, the uniformly secure primitives (i.e. encryption and zero-knowledgeproofs for all languages in INP) can be constructed using only uniform complexity assumptions.This should be confronted with the (seemingly stronger) non-uniform assumptions used in theconstruction of the non-uniformly secure primitives (cf. [18, 15]).However, something is lost when relying on these (seemingly weaker) uniform assumptions.Namely, the security we obtain is only against the (seemingly weaker) uniform adversaries. Webelieve that this loss in security is immaterial. Our belief is based on the thesis that uniformcomplexity is the right model of \real world" cryptography. We believe that it is reasonable to con-sider only objects (i.e., inputs) generated by uniform and e�cient procedures and the e�ect thatthese objects have on uniformly and e�cient observers (i.e., adversaries). In particular, schemessecure against probabilistic polynomial-time adversaries can be used in any setting consistingof probabilistic polynomial-time machines with inputs generated by probabilistic polynomial-timeprocedures. We believe that the cryptographic setting is such a case.Organization: In Section 2 we present basic conventions that will be used throughout the paper.In particular, Section 3 which treats secure encryption uses conventions presented in subsection 2.1,whereas Section 4 which treats zero-knowledge uses conventions presented in subsection 2.2. Someconcluding remarks appear in Section 5.
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2 ConventionsThroughout this paper we mainly consider probability distributions which can be sampled inpolynomial-time. Following are our basic conventions, which make some abuse of classical terms.De�nition 1 (random variables): A random variable is a sequence of variables fXngn2IN de�nedover a probability space such that there exists a polynomial Q(�) so that (for all n) Xn ranges overthe set of strings of length at most Q(n)� 1. We denote by Prob(Xn = �) the probability that Xnequals �, where the probability is taken over this space.For simplicity, we encode the elements of [i�Q(n)f0; 1gi by f0; 1gQ(n), and hence assume that Xnin the above de�nition ranges over f0; 1gQ(n).De�nition 2 (polynomial-time random variables): A random variable fXngn2IN is called polynomial-time if there exists a probabilistic polynomial-time algorithm A such that Prob(A(1n) = �) =Prob(Xn=�).2.1 Encryption SchemesWe now recall the de�nition of an encryption scheme. This de�nition says nothing about thesecurity of the scheme (which is the subject of the next section).De�nition 3 (encryption): An encryption scheme is a triple, (G;E;D), of probabilistic polynomial-time algorithms satisfying the following two conditions1. On input 1n, algorithm G (called the key generator) outputs a pair of n-bit long strings. LetG1(1n) denote the �rst string in this pair, and G2(1n) denote the second one.2. For every pair (e; d) in the range of G(1n), algorithms E (encryption) and D (decryption)satisfy for each � 2 f0; 1gn: Prob(D(d; E(e; �))=�) = 1(e; d) is a pair of \corresponding" encryption/decryption keys. E(e; �) is the encryption ofcleartext � 2 f0; 1gn using the encryption key e, whereas D(d; �) is the decryption of theciphertext � using the decryption key d.At this stage, encryption using a key of length n is de�ned only for messages of length n;generalization is postponed to Convention 2. The convention jej = jdj = n for every (e; d) in therange of G(1n) can be drastically relaxed. Clearly, the length of e and d must be polynomial in n.One the other hand, since n also serves as the \security parameter" (see de�nitions in Section 3),n must be polynomial in jdj (in which case \polynomial in n" is equivalent to \polynomial in jdj").Hence, using polynomial padding, we may assume, without loss of generality, that jej = jdj = n.Condition (2) in De�nition 3 may be relaxed so that inequality may occur with negligible probability.For simplicity, we chose to adopt here the more conservative requirement.De�nition 3 does not distinguish \private-key" encryption schemes from \public-key" ones.The di�erence between the two is in the security de�nitions: in a public-key scheme the \breakingalgorithm" gets e (the encryption key) as an additional input (and thus e 6= d follows); while inprivate-key schemes e is not given to the \breaking algorithm" (and thus one may assume, withoutloss of generality, that e = d). 4



Convention 1 : In the sequel we write Ee(�) instead of E(e; �) and Dd(�) instead of D(d; �).Whenever there is little risk of confusion, we drop these subscripts.Convention 2 :Messages of length not equal to n (the length of the encryption key) are encryptedby breaking them into blocks of length n and possibly padding the last block. We extend thenotation so that Ee(�1 � � ��l�l+1) = Ee(�1) � � �Ee(�l) �Ee(�l+1p)where j�1j= � � �= j�lj=n, j�l+1j�n, and p is some standard padding of length n � j�l+1j.Remark 1 : The above convention may be interpreted in two ways. First, it waves the extremelyrestricting convention by which the encryption scheme can be used only to encrypt messages oflength equal to the length of the key. Second, it allows to reduce the security of encrypting manymessages using the same key to the security of encrypting a single message. Convention 2 is usedin an essential way in the proof of Proposition 2.The next convention regarding encryption schemes introduces a breach of security: namely,the length of the cleartext is always revealed by encryption schemes which follow this convention.However, as we show in Appendix A, some information about the length of the cleartext must beleaked by any encryption scheme.Convention 3 : The encryption algorithm maps messages of the same length to cryptograms ofthe same length. Namely, there exists a polynomial Q(�) such that for all e; � 2 f0; 1gn, the randomvariable Ee(�) ranges over f0; 1gQ(n).Convention 3 is used in an essential way in the proof of Proposition 2.2.2 Interactive Machines (Protocols)The notion of an interactive machine, suggested by M. Blum, is the key to a formalization of thenotion of a protocol (cf. [19, 15]). We assume that the reader is familiar with this notion, andpresent some conventions regarding interactive machines.Convention 4 : Let � = (A;B) be a pair of (probabilistic) interactive machines (i.e. a \two-partyprotocol"). We denote by BA(x;y)(x; z) the output (distribution) of machine B on input x; z wheninteracting with A(x; y). In this notation, the string x is a common input to both machines, whiley is an auxiliary input to machine A, and z is an auxiliary input to machine B. (The coin tossesof both parties are implicit in the notation.)Remark 2 : In the context of zero-knowledge interactive proof systems for a language L 2 INP,the string x 2 L is the common input, the string y is an NP-witness (known to the prover) forx 2 L, and the string z is partial information a-priori known to the veri�er.Convention 5 : The running time of an interactive machine is considered as a function of thelength of the common input. Thus, when saying that the interactive machine A is polynomial-timewe mean that there exists a polynomial Q(�) such that for every interactive machine B�, and everytriple (x; y; z), the number of steps machine A makes on input x; y when interacting with B�(x; z)is at most Q(jxj). We say that the protocol � = (A;B) is polynomial-time if both machinesA and B are (probabilistic) polynomial-time. In the sequel, we will consider only probabilisticpolynomial-time protocols. 5



3 Uniform Security of Encryption SchemesIn this section we present several uniform-complexity variants of the two de�nitions of securityintroduced by Goldwasser and Micali [18], and prove the equivalence of these variants. The �rstde�nition, called semantic security, is the most natural one. Semantic security is a computationalcomplexity analogue of Shannon's de�nition of perfect privacy [27]. Loosely speaking, an encryptionscheme is semantically secure if the encryption of a message does not yield any information on themessage to an adversary which is computationally restricted (e.g. to polynomial-time). The secondde�nition has a more technical avour. It interprets security as the unfeasibility of distinguishingbetween encryptions of a given pair of messages. This de�nition is technically useful in demon-strating the security of a proposed encryption scheme, and for arguments concerning properties ofcryptographic protocols which utilize an encryption scheme.3.1 Semantic SecurityLoosely speaking, semantic security as de�ned in [18] means that whatever can be e�ciently com-puted from the encryption of the message, can be e�ciently computed given only the length of themessage. Here we augment this de�nition by requiring that the above remains valid in presenceof auxiliary partial information about the message. Namely, whatever can be e�ciently computedfrom the encryption of the message and additional partial information about the message, can bee�ciently computed given only the length of the message and the same partial information. In thenon-uniform case the augmented de�nition collides with the original one, but in the uniform case(considered here) the augmented de�nition seems stronger.De�nition 4 : An encryption scheme, (G;E;D), is semantically secure if for every probabilisticpolynomial-time algorithm A, there exists a probabilistic polynomial-time algorithm A0, such thatfor every polynomial-time random variable fXngn2IN, every polynomial-time computable functionh : f0; 1g� 7! f0; 1g�, every function f : f0; 1g� 7! f0; 1g�, every constant c > 0 and all su�cientlylarge nProb �A(EG1(1n)(Xn); h(Xn); 1n)=f(Xn)� < Prob (A0(jXnj; h(Xn); 1n)=f(Xn)) + 1ncThe probability in the above terms is taken over the probability space underlying Xn and the internalcoin tosses of algorithms G, E, A and A0.Remark 3 : The primary role of the input 1n is to allow both A and A0 to run poly(n) steps. Thisis crucial in case of algorithm A0 (to guarantee that A0 and A have essentially the same runningtime with respect to Xn, even in case h(Xn) is very short). It is also crucial that the length of Xn(at least up to a polynomial factor) is given as an additional input to A0 (otherwise no encryptionscheme may be secure - see Appendix A).Remark 4 : The function h provides both algorithms with partial information on Xn. Thesealgorithms then try to �nd the value f(Xn). In the de�nition of semantic security appearing in[18], the function h : f0; 1g� 7! f0; 1g� does not appear (i.e. h(x) = �, for all x). In the non-uniformcase these formalizations are equivalent1, but in the uniform case our choice seems stronger. Thefunction h plays an essential role in the proof of Proposition 2.1See footnote in Remark 8. 6



Remark 5 :As in [18], we do not require that the function f : f0; 1g� 7! f0; 1g� is even computable.This seems strange at �rst glance, but as we shall see in the sequel the meaning of semantic securityis essentially that the distributions A(E(Xn); h(Xn); 1n) and A0(jXnj; h(Xn); 1n) are statisticallyclose. Note that the last statement does not refer to the function f . On the other hand, in view ofour results (see subsection 3.3), restricting f to be polynomial-time computable yields an equivalentde�nition (both in the uniform and non-uniform case).Remark 6 : The order of quanti�ers in De�nition 4 (i.e., 8A9A08fXngn2IN8h8f) is the \strongest"one possible. Yet, in view of our results (combined with Remark 9 below), this formalization isequivalent to the formalization in which the quanti�ers are in the \weakest" possible order (i.e.,8A8fXngn2IN8h8f9A0).Remark 7 : The de�nition presented above corresponds to \private-key" encryption schemes. Toderive a de�nition of security for \public-key" encryption schemes the string G1(1n) (i.e. the public-key) should be given to algorithm A as an additional input 2. A seemingly stronger de�nition ofsemantic security allows fXngn2IN to be computed in probabilistic polynomial-time from the public-key (and not only from 1n). However, the known constructions of public-key encryption schemes(secure in the sense of De�nition 4) are also secure in this stronger sense.Remark 8 : To derive a non-uniform version of De�nition 4, we replace everywhere the term \prob-abilistic polynomial-time algorithm" by the term \family of polynomial-size circuits". However, inthis case the de�nition is also equivalent to one in which fXngn2IN may be an arbitrary randomvariables and h : f0; 1g� 7! f0; 1g� may be an arbitrary function3.Remark 9 : In the de�nition of semantic security appearing in [18], the term maxu;vfProb(f(Xn)=vjh(Xn)=u)g appears instead of the term Prob(A0(h(Xn); 1n; jXnj) = f(Xn)). Note thatmaxu;v fProb(f(Xn)=vjh(Xn)=u)g � Prob(A0(h(Xn); 1n; jXnj) = f(Xn)) ;for every algorithmA0. Hence, for a �xed random variable fXngn2IN, our requirement seems weaker.However, in the special case, where each u satis�es Prob(f(Xn) = 0jh(Xn) = u) = Prob(f(Xn) =1jh(Xn) = u) = 12 , the above terms are equal (as A0 can easily achieve success probability 1=2by simply tossing a coin). In view of our results (see subsection 3.3), it su�ces to consider onlythis special case (both in the uniform and non-uniform formulations). It follows that the twoformulations are equivalent.3.2 Indistinguishability of EncryptionsThe de�nition presented here is a uniform-complexity variant of the de�nition appearing in [18]under the title \polynomial security". We prefer to use the more informative (and cumbersome)2It can be easily shown, that a public-key encryption scheme which is semantically secure must have a proba-bilistic encryption algorithm. Otherwise, consider a random variable Xn uniformly distributed over f0n; 1ng. Thisobservation may justify the title of [18] (but indeed this seems a rather poor justi�cation).3We show that in the non-uniform context quantifying over all functions h or considering only h(x) = � for all x,yields equivalent notions of security. In light of the results in subsection 3.3 (cf. Remark 9 below), it su�ces to considerrandom variables fXngn2IN satisfying for each u, Prob(f(Xn) = 0jh(Xn) = u) = Prob(f(Xn) = 1jh(Xn) = u) = 12 .Consider an algorithm A, predicting f(Xn) from E(Xn) and h(Xn) with success probability greater than 12 + 1nc .Consider the choice of umaximizing Prob(A(E(Xn); u) = f(Xn)), and de�ne Yn such that Prob(Yn=�) = Prob(Xn=�jh(Xn) = u). Note that Yn is not necessarily polynomial-time computable (even in case Xn is). The non-uniformalgorithm, denoted Au, demonstrating that the scheme is not secure even in the restricted sense, is a modi�cation ofA which incorporates u (i.e., Au(E(Yn)) = A(E(Yn); u)). 7



term of \indistinguishability of encryptions". This technical de�nition states that it is infeasibleto �nd pairs of messages for which an e�cient test can distinguish the corresponding encryptions.Loosely speaking, an algorithm A is said to distinguish the random variables Rn and Sn if A\behaves" substantially di�erent in case the input is distributed as Rn and in case the input isdistributed as Sn. Without loss of generality, it su�ces to ask whether Prob(A(Rn) = 1) andProb(A(Sn) = 1) are substantially di�erent4.De�nition 5 : An encryption scheme, (G;E;D), has indistinguishable encryptions if for ev-ery polynomial-time random variable fTn = XnYnZngn2IN (with jXnj = jYnj), every probabilisticpolynomial-time algorithm A, every constant c > 0 and all su�ciently large njProb �A(Zn; EG1(1n)(Xn))=1�� Prob �A(Zn; EG1(1n)(Yn))=1� j < 1ncThe probability in the above terms is taken over the probability space underlying Tn and the internalcoin tosses of algorithms G, E, and A.Remark 10 : Equivalently, we may require that for every c > 0 and all su�ciently large n:Prob(Tn 2 B(c)n )< 1nc , whereB(c)n def= �(�; �; ) : ��Prob �A(; EG1(1n)(�))=1�� Prob �A(; EG1(1n)(�))=1��� > 1nc�A proof of the equivalence with De�nition 5 is given in Appendix B.Remark 11 : The random variable Zn models additional information, on the message space, givento algorithm A which tries to distinguish the encryptions (of Xn and Yn). A special case of interestis when Zn=Xn �Yn. In view of our results (see subsection 3.3), restricting attention to this specialcase (as done in [18]) is equivalent to the general case.Remark 12 : In the non-uniform case, the de�nition is equivalent to requiring that, for all familiesof polynomial-size circuits fCngn2IN, all sequences of pairs f(�n; �n)gn2IN (with j�nj= j�nj), andall c > 0 and all su�ciently large n��Prob �Cn(EG1(1n)(�n))=1�� Prob �Cn(EG1(1n)(�n))=1��� < 1nc(Namely, in this case the a-priori information can be incorporated into the circuit.)Remark 13 : The de�nition presented above corresponds to \private-key" encryption schemes.Again, security de�nitions for \public-key" encryption schemes can be derived by adding the public-key (i.e. the string G1(1n)) as an additional input (and possibly allowing fXng to be computed inprobabilistic polynomial-time from the public-key).4The output of A may be interpreted as a \verdict" that the input is taken from the distribution underlying Rn.For a \verdict" to be meaningful it has to be correlated with the actual situation.8



3.3 Equivalence of the Security De�nitionsThe equivalence of the non-uniform versions of the de�nitions of security has been proved in [18, 23].Goldwasser and Micali proved that indistinguishability of encryptions implies semantic security [18].Their proof carries through also to the uniform case. This implication is very important since itseems easier to prove that a proposed encryption scheme has indistinguishable encryptions (thanto prove directly that it is semantically secure). Micali, Racko� and Sloan proved that semanticsecurity implies indistinguishability of encryptions [23], but their proof seems to use non-uniformityin an essential way. Since our variant of semantic security seems stronger than the uniform variantimplicit in [18] we present here both directions of the proof of equivalence of De�nitions 4 and5. We state and prove our result for \private-key" encryption scheme. A similar result holds for\public-key" encryption schemes.Theorem 1 : An encryption scheme is semantically secure if and only if it has indistinguishableencryptions.Let (G;E;D) be an encryption scheme. We formulate a proposition for each of the directionsof the above theorem. Each proposition is in fact stronger than the corresponding direction (statedin Theorem 1).Proposition 1 : Let (G;E;D) have (the property of) indistinguishable encryptions even in therestricted sense considered in Remark 11 (i.e., for triples Tn=fXnYnZngn2IN, where Zn=XnYn).Then (G;E;D) is semantically secure.Proposition 2 : Let (G;E;D) be semantically secure even in the restricted sense considered inRemarks 5, 6 and 9 (i.e., f is polynomial-time computable, quanti�ers are \reversed" and themessage distribution Mn is such that f(Mn) is equally likely to be 0 or 1 given the value of h(Mn)).Then (G;E;D) has indistinguishable encryptions.Proof of Proposition 1We show that if (G;E;D) is not semantically secure then it has distinguishable encryptions (even inthe restricted sense mentioned in the hypothesis of the proposition). Namely, for every probabilisticpolynomial-time algorithm A, we present a probabilistic polynomial-time algorithm A0. We showthat if for some fXngn2IN, f , and h (as in De�nition 4), A guesses f(Xn) from E(Xn) and h(Xn)better than what A0 does on input jXnj and h(Xn), then we can distinguish the encryptions of Xnand Yn def= 1jXnj (using auxiliary input Zn = XnYn).Let A be a probabilistic polynomial-time algorithm which tries to infer partial information (i.e.,the value f(Xn)) from the encryption of message Xn (and a-priori information h(Xn)). Namely, oninput E(�) and h(�), algorithm A tries to guess f(�). We construct a probabilistic polynomial-time algorithm, A0, which performs as well without getting the input E(�). Algorithm A0 consistsof running the algorithm A on input E(1j�j) and h(�) (recall that A0 gets j�j as input). Indis-tinguishability of encryptions will be used to prove that A0 performs as well as A. Note that theconstruction of A0 does not depend on the functions h and f or on the distribution of messages tobe encrypted. We have to show that (8c9N8n > N)Prob �A(EG1(1n)(Xn); h(Xn); 1n)=f(Xn)� < Prob (A0(jXnj; h(Xn); 1n)=f(Xn)) + 1nc9



Using the de�nition of A0, the above can be rewritten asProb �A(EG1(1n)(Xn); h(Xn); 1n)=f(Xn)� < Prob�A(EG1(1n)(1jXnj); h(Xn); 1n)=f(Xn)�+ 1ncAssuming, to the contradiction that 9c > 0 and in�nitely many n's violating the above inequality,we have Prob(Xn2Bn) � 12nc , where Bn is the set of strings � 2 f0; 1gm satisfyingProb �A(EG1(1n)(�); h(�); 1n)=f(�)� > Prob �A(EG1(1n)(1n); h(�); 1n)=f(�)�+ 12ncClearly, we have Prob(Xn 2Dn) � 12nc , where Dn is the set of strings � 2 f0; 1gm satisfying forsome v� ��Prob �A(EG1(1n)(�); h(�); 1n)=v��� Prob �A(EG1(1n)(1n); h(�); 1n)=v���� > 12nc (1)In the sequel we show that Prob(Xn2Dn) � 12nc implies that encryptions of di�erent messagescan be distinguished, in contradiction to the hypothesis of the proposition. (Hence, contradictionis derived through Dn in which there is no reference to the function f . This may explain the lackof restrictions on the function f .)We de�ne a random variable fZn = Xn � 1jXnjg, and construct an algorithm A2 which (whengiven auxiliary information (Xn; 1m)) distinguishes the encryptions of Xn and 1m, where m= jXnj.The algorithm can be shown to perform well (i.e. distinguish encryptions) when Xn is in Dn.Description of algorithm A2On input �; 1m and Ee() (where e is in the range of G1(1n) and  2 f�; 1mg), algorithm A2proceeds in two phases. Loosely speaking, in the �rst phase the algorithm checks whether � is inDn and in case the answer is a�rmative �nds a \witness" (i.e., v� satisfying Eq. 1) for membershipof � 2 Dn. In the second phase the algorithm \guesses" the identity of  by whether or notA(Ee(); h(�); 1n) equals the witness v� found in phase 1. Details follow.Phase 1: Ignoring Ee(), algorithm A2 �rst gathers statistics on the distribution of the randomvariables A(EG1(1n)(�); h(�); 1n) and A(EG1(1n)(1m); h(�); 1n). To this end, A2 computes h(�) andruns A polynomially many5 times each time feeding A with a randomly computed EG1(1n)(�) (resp.,a randomly computed EG1(1n)(1m)) and the values h(�) and 1n. De�nep�;�(v) def= Prob �A(EG1(1n)(�); h(�); 1n)=v� (2)Let ��;�(v) be a random variable representing the estimator of p�;�(v) obtained by polynomiallymany trials, where the polynomial is determined so that Eq. 3 holds. Note that p�;�(v) is a valuewhile ��;�(v) is a random variable. Fixing � and �, with very high probability (say 1� 2�n), thefollowing holds for every possible value, v:jp�;�(v)� ��;�(v)j < 116n2c (3)Phase 1 is completed with an arbitrary choice of a value v� for whichj��;�(v�)� ��;1m(v�)j > 38nc (4)5The polynomial depends on the desired accuracy and can be determined so that Eq. 3 (below) holds.10



Such a value is found with very high probability if � 2 Dn (since for � 2 Dn we have jp�;��p�;1mj >12nc and by Eq. 3 the �'s are good estimators). In case no such value is found, the algorithm doesnot continue to the second phase but rather halts outputting 1, obliviously of Ee().Phase 2: This phase is performed only if v� has been found satisfying Eq. 4. Without loss ofgenerality, assume ��;�(v�) > ��;1m(v�) + 38nc . Algorithm A2 now runs A(Ee(); h(�); 1n) andoutputs 1 i� A has output the value v� (found in phase 1).Evaluation of algorithm A2We now evaluate the performance of A2 on input Ee(), 1m and �, for  being either � or 1m. Weconsider three casesCase 1: � 2 Dn (i.e., 9v satisfying jp�;�(v) � p�;1m(v)j � 12nc ). In this case, with very highprobability (say 1� 2�n), phase 1 is completed successfully and v� is found satisfying, without lossof generality, p�;�(v�) � p�;1m(v�) + 38nc . Hence, in this caseProb(A2(�; 1m; EG1(1n)(�))=1)� Prob(A2(�; 1m; EG1(1n)(1m))=1) > (1� 2�n) � 38nc � 2�n> 38nc � 132n2cCase 2: � 62 Dn yet there exists v satisfying jp�;�(v)� p�;1m(v)j � 18n2c . In this case, with very highprobability (say 1 � 2�n), one of the two happens: either the algorithm terminates at the end ofphase 1 or for the value v� found the estimator (i.e., ��;�(v)� ��;1m(v)) has the same sign as theactual expression (i.e., p�;�(v)� p�;1m(v)). Hence, in this caseProb(A2(�; 1m; EG1(1n)(�))=1)� Prob(A2(�; 1m; EG1(1n)(1m))=1) > �2�n> � 132n2cCase 3: For every value v, jp�;�(v)�p�;1m(v)j < 18n2c . In this case, no matter whether the estimatorcomputed in phase 1 is correct or not, algorithm A2 behaves essentially the same on E(�) andE(1m). Namely,Prob(A2(�; 1m; EG1(1n)(�))=1)� Prob(A2(�; 1m; EG1(1n)(1m))=1) � � 18n2cWe now analyze the performance of algorithm A2. By accA2(z; t) we denote the event\A2(z; EG1(1n)(t)) = 1" (i.e., A2 \accepts" input z; E(t)). Using the de�nition of A1 and Qn webound the di�erence Prob(accA2(Zn; Xn))� Prob(accA2(Zn; 1m)) byX�2f0;1gmProb(Xn = �) � (Prob(accA2(�1m; �))� Prob(accA2(�1m; 1m)))� Prob(case 1) � � 38nc � 132n2c��Prob(case 2) � 132n2c�Prob(case 3) � 18n2c11



> 12nc � 38nc � 132n2n � 18n2n= 132n2nHence, algorithmA2 distinguishes encryptions of the \halves" (i.e. Xn and 1m) of the polynomial-time random variable Zn. This completes the proof of the proposition. 2Proof of Proposition 2We now show that if (G;E;D) has distinguishable encryptions then it is not semantically secure(not even in the restricted sense mentioned in the hypothesis of the proposition). Namely, weassume that there exists a polynomial-time random variable fTn = XnYnZngn2IN, a probabilisticpolynomial-time algorithm A, and a constant c > 0 such that for in�nitely many n 2 IN, theprobability that Tn 2 B(c)n (where B(c)n is de�ned as in Remark 10) is greater than 1nc . Recall thatB(c)n def= �(�; �; ) : ��Prob �A(; EG1(1n)(�))=1�� Prob �A(; EG1(1n)(�))=1��� > 1nc� (5)We assume, for simplicity, that jXnj = jZnj = n (recall that in general jXnj = jYnj). De�nea random variable fQngn2IN such that Qn = 0nZnXnYn with probability 12 and Qn = 1nZnYnXnotherwise. Note that the di�erence between the two cases is in the �rst block (either 0n or 1n)and in the order of the two last blocks (i.e. either XnYn or YnXn). Clearly, this random variableis polynomial-time. De�ne f : f0; 1g4n 7! f0; 1g such that f(�n�1�2�3) = � (i.e., f returns the�rst bit of its argument). De�ne h : f0; 1g4n 7! f0; 1g3n such that h(0n�1�2�3) = �1�2�3 andh(1n�1�2�3) = �1�3�2, where j�1j = j�2j = j�3j = n (i.e. h returns the string resulting by omittingthe �rst block of its argument if this block equals 0n and omits the �rst block and switches theorder of the last two blocks of its argument if the �rst block equals 1n). Thus, the random variableh(Qn) = ZnXnYn is independent of the random variable f(Qn). Note that both f and h arepolynomial-time computable and are independent of the algorithm A.We now construct a probabilistic polynomial-time algorithm A1 which guesses f(Qn) from h(Qn)and E(Qn). The success probability of algorithm A1 will be shown to be non-negligibly greater than1=2 (hence contradicting semantic security even in the special case mentioned in the hypothesis ofthe proposition).Description of algorithm A1Let � be either of the form 0n�� or of the form 1n��. On input h(�)=�� and Ee(�), algorithmA1 works in two phases. Loosely speaking, in the �rst phase the algorithm tries to estimatethe di�erence between Prob(A(; EG1(1n)(�)) = 1) and Prob(A(; EG1(1n)(�)) = 1), and record itssign. In the second phase the algorithm \guesses" � by computing a def= A(Ee(�3); ��; 1n), where� = �n�1�2�3, and outputs a if the sign of the di�erence (computed in phase 1) is positive and aotherwise. As Conventions 2 and 3 are used, Ee(�3) can be obtained from Ee(�). Details follow.Phase 1: Ignoring Ee(�), algorithm A1 tries to estimate the di�erence�(; �; �) def= Prob �A(; EG1(1n)(�))=1�� Prob �A( EG1(1n)(�))=1� (6)The estimate is computed by sampling polynomially many times so that with very high proba-bility (say 1� 2�n) the estimate does not di�er from the real value by more than 18n2c .12



Phase 2: Without loss of generality, assume that the estimator of Eq. 6 (computed in phase 1) ispositive. Algorithm A1 takes the fourth block of Ee(�) and feeds it together with  to algorithm A.Note that the fourth block of Ee(1n��) equals Ee(�), while the fourth block of Ee(0n��) equalsEe(�). Algorithm A1 outputs 1 if A outputs 1, and outputs 0 otherwise.Evaluation of algorithm A1We now analyze the performance of algorithm A1. By succA1(Qn) we denote the event\A1(EG1(1n)(Qn); h(Qn); 1n)=f(Qn)" (i.e., A1 successfully guesses the value of f(Qn) given E(Qn)and h(Qn)). By the de�nition of A1 and Qn it follows thatProb (succA1(Qn)jh(Qn)=��) = Prob(f(Qn)=1) �Prob (succA1(Qn)jh(Qn)=�� ^ f(Qn)=1)+ Prob(f(Qn)=0) �Prob (succA1(Qn)jh(Qn)=�� ^ f(Qn)=0)= 12 � Prob �A(; EG1(1n)(�))=1�+ 12 � Prob �A(; EG1(1n)(�))=0�= 12 + �(; �; �)2In analyzing the performance of algorithm A1, we consider three cases. We assume, withoutloss of generality, that �(; �; �)� 0.Case 1: (�; �; ) 2 B(c)n (i.e., �(; �; �)� 1nc ). In this case, with very high probability (say 1�2�n),the estimator has the correct sign. Hence, in this caseProb (succA1(Qn)jh(Qn) = ��) � Prob(estimator is correct) � �12 + 12nc�> 12 + 12nc � 12n> 12 + 14ncCase 2: 14n2c � �(; �; �) < 1nc . Also in this case, with very high probability (say 1 � 2�n), theestimator has the correct sign. Hence, in this caseProb (succA1(Qn)jh(Qn) = ��) � Prob(estimator is correct) ��12 + 18n2c�> 12Case 3: �(; �; �) < 14n2c . In this case, no matter whether the estimator has the correct sign ornot, the outcome of A1 is very close to an unbiased guess. NamelyProb (succA1(Qn)jh(Qn) = ��) � 12 � 18n2cCombining the three cases, we get 13



Prob (succA1(Qn)) = Prob(case 1) �Prob (succA1 jcase 1)+ Prob(case 2) �Prob (succA1 jcase 2)+ Prob(case 3) �Prob (succA1 jcase 3)� 1nc � �12 + 14nc�+ �1� 1nc� � �12 � 18n2c�> 12 + 18n2cContradiction follows, and this completes the proof of the proposition. 2Remark 14 : The a-priori information represented by the function h, Convention 2 (regarding\block encryption"), and Convention 3 (regarding \length uniformity"), are essential to the proofpresented above.3.4 Constructions of Secure Encryption SchemesIn this subsection we merely point out that the known methods for constructing secure private-keyand public-key encryption schemes remain valid in the uniform setting. In particular,� Using any (uniform strong) one-way function one can construct pseudorandom generators[13, 21, 20], which in turn can be used to produce (uniformly) secure private-key encryptionschemes (cf. [4]).� Using any (uniform strong) trapdoor one-way permutation one can construct (uniformly)secure public-key encryption schemes [18, 29, 5].3.5 Commitment SchemesCommitment schemes are a basic ingredient in many cryptographic protocols. The security of theseschemes, which is analogous to the security of encryption schemes, is usually de�ned in terms ofnon-uniform complexity. Here we provide a uniform treatment of their security. This treatmentwill be used, in the next section, in the constructions of uniform zero-knowledge proof systems.Loosely speaking, secure commitment schemes are two-party protocols, proceeding in two phasesby which one party, called commiter, commits itself to a value. After the �rst phase, the commiteris committed to a value which is yet unknown (in a strong sense) to the other party. This value(and it only) can be revealed by the commiter in the second phase. Without loss of generality, thesecond phase may consists of the commiter sending its initial input (the committed value) and theoutcome of the coins it (i.e. the commiter) used in the �rst phase. This leads to the followingde�nition, which uses conventions presented in subsection 2.2.De�nition 6 : A (uniformly) secure bit commitment scheme is a pair of probabilistic polynomial-timeinteractive machines, denoted (C;R) (for commiter and receiver), satisfying:1. Input Speci�cation: The common input is an integer n presented in unary (serving as thesecurity parameter). The private input to the commiter is a bit v.14



2. Secrecy: For every probabilistic polynomial-time machine R� interacting with C, the randomvariables R�C(0;1n)(1n) and R�C(1;1n)(1n) are polynomially-indistinguishable. Namely, the re-ceiver (even when deviating arbitrarily from the protocol) cannot distinguish a commitmentto 0 from a commitment to 1.3. Nonambiguousity: We call (a \receiver's history")  = (r;m) a possible �-commitment ifthere exists a string s such that m describes the messages received by R when it uses localcoins r and interacts with machine C which uses local coins s and input (�; 1n). We call ambiguous if it is both a possible 0-commitment and a possible 1-commitment. It is requiredthat for all but a negligible fraction of the r 2 f0; 1gpoly(n) there is no m such that (r;m) isambiguous.Remark 15 : The formulation of the secrecy requirement in the above de�nition is analogousto De�nition 5 (\indistinguishability of encryptions")6. An equivalent formulation analogous toDe�nition 4 (\semantic security") can be presented, but is less useful in typical applications ofcommitment schemes. The nonambiguousity requirement can be relaxed by requiring that it isinfeasible, when interacting with R (which uses random coins r), to �nd m such that (r;m) isambiguous. We choose to present a more conservative (and simpler) formulation since it can beachieved as well using the same complexity assumptions (cf. [24]).Remark 16 : The secrecy requirement refers explicitly to the situation at the end of the �rstphase. On the other hand, the nonambiguousity requirement implicitly assumes (without loss ofgenerality) that the second phase takes the following form: (1) the commiter C sends its initialprivate input, v, and the random coins, s, it has used in the �rst phase; (2) the receiver R veri�esthat v and s (together with r the coin used by R in the �rst phase) indeed yield the messages Rhas received in the �rst phase. Veri�cation is done in polynomial-time (by running the programsC and R).Remark 17 : In the above de�nition, secrecy is with respect to probabilistic polynomial-time ma-chines, while nonambiguousity is absolute (i.e. even with respect to non-uniform machines C� withno time bounds). A dual de�nition, requiring information theoretic secrecy and infeasibility ofcreating ambiguousities, is presented in [8, 10, 6].The following results establish su�cient conditions (which are also necessary) for the existence ofsecure bit commitments.Theorem (Naor [24]): Assuming the existence of (uniformly) pseudorandom generators, there exist(uniformly) secure bit commitment schemes.Theorem (Impagliazzo, Levin and Luby [21] and Hastad [20]): Pseudorandom generators exist ifand only if one-way functions exist.6Here, there is no need to provide R� with polynomial-time generated auxiliary input, since R� can generate itby himself. In the context of De�nition 5, the auxiliary input Zn (e.g. Zn = XnYn) may be dependent on XnYn ina way which does not provide an e�cient algorithm for generating Zn given, for example, that E(Xn) = � (thoughthere is an e�cient sampling algorithm for XnZn). Here Xn is identically 1, so Zn is statistically independent of Xnand the problem does not arise. 15



4 Uniformly Zero-Knowledge Proof SystemsIn this section we provide a uniform complexity treatment of zero-knowledge. Using the conventionspresented in subsection 2.2, we de�ne uniformly zero-knowledge proof systems. Intuitively, these areinteractive proof for which it is infeasible to �nd an instance on which the veri�er gains knowledgefrom the interaction with the prover. More generally, we provide a de�nition of protocols whichare (uniformly) zero-knowledge on a restricted set of inputs (i.e., in the case of interactive proofsthe common input is restricted to the language). Next, we show that uniformly zero-knowledgeprotocols are closed under sequential composition. Finally, we present uniformly zero-knowledgeproof systems for every language in INP (and even IMA).4.1 De�nition of Uniformly Zero-Knowledge ProtocolsIn the following de�nition we decouple the notion of \zero-knowledge" from the (traditional) settingof language recognition.De�nition 7 (zero-knowledge interactive machine): Let S � f0; 1g� � f0; 1g�. A probabilisticpolynomial-time interactive machine A is uniformly zero-knowledge over S if, for every probabilis-tic polynomial-time interactive machine B�, there exists a probabilistic polynomial-time machineM�(called the simulator), such that for every polynomial-time random variable fTn = XnYnZngn2INwith XnYn ranging over S, the random variables B�A(Xn;Yn)(Xn; Zn) and M�(Xn; Zn) are polynomi-ally indistinguishable.Incorporating the de�nition of polynomially indistinguishable random variable, the above re-quires that (for every machine B� there exists a machine M� such that) for every probabilisticpolynomial-time algorithm D (for all c > 0 and all su�ciently large n 2 IN)���Prob�D(B�A(Xn;Yn)(Xn; Zn))=1�� Prob (D(M�(Xn; Zn))=1)��� < 1ncIn the above de�nition, Xn represents the common input, Yn is private input to A whereas Znis private input to B. In the context of interactive proofs, A is the prover (which may use auxiliaryinput Yn, e.g. an NP-witness for Xn being in an NP-language), and B is the veri�er (which hasauxiliary input Zn). Note that Zn may depend on Xn, and that it may not be feasible to generatethe random variable \Zn conditioned on Xn = x", even for a randomly chosen x. Hence, De�nition7 guarantees that no matter what B a-priori \knows", he is not going to \gain knowledge" fromthe interaction with A (see parenthetical subsection below).Remark 18 : An equivalent formulation of De�nition 7 follows: for every probabilistic polynomial-time interactive machine B�, there exists a probabilistic polynomial-time machine M�, such thatfor every polynomial-time random variable fTn = XnYnZngn2IN, for every probabilistic polynomial-time algorithm D, for every c > 0 and all su�ciently large n 2 IN, Prob(Tn 2 B(c)n ) < 1nc , where(x; y; z) 2 B(c)n if (x; y)2S and���Prob�D(B�A(x;y)(x; z))=1�� Prob (D(M�(x; z))=1)��� > 1nc (7)Intuitively, it is infeasible to �nd a triple (x; y; z)2S�f0; 1g� satisfying Eq. 7. (The equivalence toDe�nition 7 is proven in Appendix B.) 16



De�nition 8 (zero-knowledge protocol): A probabilistic polynomial-time protocol � = (A;B) isuniformly zero-knowledge over T � f0; 1g��f0; 1g��f0; 1g� if A is uniformly zero-knowledge overTf1;2g and B is uniformly zero-knowledge over Tf1;3g, where Tfi;jg is the projection of the set oftriples T on coordinates i and j (i.e., for f1; 2; 3g=fi; j; kg, we have (ai; aj)2Tfi;jg if there existsak2f0; 1g� s.t. (a1; a2; a3)2T ).Parenthetical subsection: classi�cation of zero-knowledge formulationsAs many variants of the notion of zero-knowledge have been proposed in the literature (cf.[19, 25, 28]), a classi�cation attempt is indeed called for. We distinguish three parameters:1. Existence or absence of a-priori information for the potential knowledge-receiver (i.e., machineB, or in the context of interactive proof, the veri�er). Such information is captured by anauxiliary input given to the potential knowledge-receiver (in addition to the common input).In De�nition 7, this auxiliary input is denoted by Zn.2. Uniform or non-uniform formalization. De�nition 7 is the �rst (totally) uniform formalizationof zero-knowledge. The original de�nition of zero-knowledge (as appearing in early versionsof [19]) is \semi-uniform": it uses uniform machines (esp., in the roles of B� and D) butquanti�es over all common inputs (i.e., x). In the non-uniform formalization all machinesare modelled by non-uniform polynomial-size circuits, and the auxiliary inputs are arbitrarystrings of polynomial length (i.e., fZngn2IN may be an arbitrary sequence of distributionseach concentrated on a single string).3. Universal (or Black-Box) simulator. De�nition 7 only requires that for every B� there existsa machine M� simulating (A;B�) conversations. A stronger requirement, met in all knowncases, is that there exists a universal machine simulating (A;B�) conversations by using B�as a black-box [25, 17, 12].Following are some remarks concerning the relations among these parameters:� Consider the de�nitions in which a-priori information is given to the potential \knowledge-receiver" in form of an auxiliary input. Both in the uniform and non-uniform formalizations,the order of quanti�ers is of the form \for every B� (interacting with A) there is a simulatorM� such that for every fTngn2IN (the output of the simulator is polynomially indistinguishablefrom the output of B� after interacting with A)". Namely, the simulator must perform well forany admissible choice of the random variable fTngn2IN (and in particular for every admissiblechoice of auxiliary input Zn). Thus, the e�ect of a-priori information (i.e. auxiliary input) isnot captured by the non-uniform formalization. Namely, saying that \for every non-uniformpolynomial-size circuit B� there exists a non-uniform polynomial-size circuit M� such that forevery x; y; z we have M�(x; z) indistinguishable from B�A(x;y)(x; z)" is not the same as saying\for every non-uniform polynomial-size circuit B� there exists a non-uniform polynomial-sizecircuit M� such that for every x we haveM�(x) indistinguishable from B�A(x)(x)". Intuitively,having auxiliary input external to the machine or having it wired into the machine, changesthe power of the machine. Hence, using a non-uniform formalization without introducing anauxiliary input to the machines (and in particular to B�) is not satisfactory.77In fact, even when allowing auxiliary-inputs, the above non-uniform formalization is not satisfactory. Unfor-tunately, this point (justi�ed below) was not made in the original version where the focus was to explain that thee�ect of auxiliary-input is not captured by the non-uniform formalization. As to demonstrating the inadequacy of the17



� Formulating zero-knowledge protocols in a way which allows a-priori information to the par-ties is crucial to all known cryptographic applications of zero-knowledge (cf. [25, 17]). Thispoint is demonstrated by considering the sequential composition of zero-knowledge protocols.As we shall see in the next subsection, the formulation of zero-knowledge with respect to aux-iliary input allows to prove a sequential composition lemma (even for non-constant numberof repetitions). It is not known how to prove an analogous result for the non-uniform for-malization of zero-knowledge without auxiliary inputs (and no universal simulator). Hence,it seems that the �rst two parameters (i.e., items (1) and (2) above) are \orthogonal".� The existence of a universal simulator implies the robustness against auxiliary input (in bothuniform and non-uniform formalizations). Namely, if A is uniformly (resp., non-uniformly)zero-knowledge in the stronger sense described in item (3) above, then A is uniformly (resp.,non-uniformly) zero-knowledge with respect to auxiliary input [25, 17].4.2 Sequential Composition of Uniformly Zero-Knowledge ProtocolsA desired property of zero-knowledge protocols is that their sequential composition is zero-knowledgeas well. It has been showed that non-uniform zero-knowledge with auxiliary input is preserved un-der sequential composition [25, 17]. On the other hand, the \semi-uniform" formalization8 withno auxiliary input is not preserved under sequential composition [12]. Here we demonstrate thatthe auxiliary input is the only essential ingredient in proving preservation of zero-knowledge undersequential composition. NamelyLemma 1 (Sequential Composition Lemma): Let A be a probabilistic polynomial-time interactivemachine which is uniformly zero-knowledge (over S), and Q(�) be a polynomial. Let AQ be aninteractive machine that on input (x; y) proceeds in Q(jxj) phases, each of them consisting of runningA on input (x; y). Then AQ is uniformly zero-knowledge (over S).At �rst glance, the above formalization seems as a special case of the general case in which Ais executed on di�erent inputs at each phase. This impression is changed once one realizes thatthe parties may act \di�erently" (and/or on di�erent parts of their inputs) in the various phases.These changes can be monitored by the other party (e.g., the prescribed B).Proof (following ideas of [25, 17]): Let B� be an arbitrary probabilistic polynomial-time interactivemachine. There exists a probabilistic polynomial-time B�� (a minor modi�cation of B�) so that theinteraction of AQ(x; y) with B�(x; z) (on common input x) can be partitioned into Q(jxj) phases sothat at the ith phase A(x; y) interacts with B��(x; zi�1), where the string z0 equals z and the stringzi is the output of B��(x; zi�1). Since B�� is a probabilistic polynomial-time machine interactingwith A on probabilistic polynomial-time generated inputs and since A is uniformly zero-knowledge,these conversations can be generated by a simulator, denoted M��. For sake of simplicity, assumethat B�� as well as M�� also output the common input x.We construct a probabilistic polynomial-time machineM� (supposed to simulate the interactionof AQ with B�) as follows. On input (x; z), machine M� sets z0 = z and proceeds in Q(jxj) phases.non-uniform formulation, consider the protocol in which A sends the result of applying a very hard predicate (e.g.,an uncomputible one) to the length of the input. Intuitively, such a protocol is not zero-knowledge since B (viewedas a real party) gets something he cannot compute by himself. However, this is not captured by a non-uniform viewof the party B. Speci�cally, a small non-uniform can certainly simulate this exchange (by incorporating the relevantbit). Formally speaking, the above demonstrate that the non-uniform formulation of zero-knowledge does not coverthe original \semi-uniform" formulation of [19]. Text added in Aug. 1998.8Namely, uniform B� and M� but quantifying over all possible inputs x18



In the ith phase, machine M� computes zi = M��(x; zi�1). After Q(jxj) phases were completed,machine M� stops outputting zQ(jxj).We now show that the simulator M�, constructed above, indeed produces output which ispolynomially indistinguishable from the output of B� (after interacting with AQ). Let fTngn2INbe a polynomial-time random variable with XnYn ranging over S, and let m= jXnj. To show thatB�AQ(Xn;Yn)(Xn; Zn) and M�(Xn; Zn) are indistinguishable we use a \hybrid" argument. Considerthe following hybrids: Hi(Xn; Yn; Zn) def= M��Q(m)�i(Xn; Z(i)n ) (8)where Z(i)n def= B��A(Xn;Yn)(Xn; Z(i�1)n ) and Z(0)n def= (Xn; Zn) (9)M��k (x; z) def= M��(x;M��k�1(x; z)) and M��0 (x; z) def= (x; z) (10)Namely, Hk is the distribution obtained by letting B�� interact with A for k phases and theniterating M�� on the output for the remaining Q(m)� k phases. Clearly,HQ(m)(Xn; Yn; Zn) = B�AQ(Xn;Yn)(Xn; Zn) (11)whereas H0(Xn; Yn; Zn) = M�(Xn; Zn) (12)All that is required to complete the proof is to show that every two adjacent hybrids are poly-nomially indistinguishable (as this would imply that the extreme hybrids, HQ(m) and H0, areindistinguishable too). To show that Hi(Xn; Yn; Zn) and Hi�1(Xn; Yn; Zn) are computationallyindistinguishable, we note thatHi(Xn; Yn; Zn) = M��Q(m)�i(B��A(Xn;Yn)(Z(i�1)n )) (13)whereas Hi�1(Xn; Yn; Zn) = M��Q(m)�i(M��(Z(i�1)n )) (14)Hence, if Hi and Hi�1 are polynomially distinguishable on the random variable fTngn2IN thenB��A and M�� are polynomially distinguishable on the random variable fT (i�1)n = XnYnZ(i�1)n gn2IN(incorporateM��Q(m)�i into the distinguisher). Using the de�nition of Z(i)n , and the fact that fTngn2INis polynomial-time9 , we conclude that T (i�1)n is polynomial-time. Contradiction to the hypothesisthat M�� simulates B��A follows. Hence, the hybrids are indeed polynomially indistinguishable andthe lemma follows. 24.3 Uniformly Zero-Knowledge Proof Systems for NP and MAInteractive proof systems were introduced as protocols (games) between in�nitely powerful proversand probabilistic polynomial-time veri�ers [19, 1]. In practical applications it is often the casethat the prover is also a probabilistic polynomial-time interactive machine and that its \compu-tational advantage" over the veri�er is in having a-priori knowledge. Clearly, every language inINP has an interactive proof in which the prover is a probabilistic polynomial-time machine whichgets an NP-witness as an auxiliary input. Goldreich, Micali and Wigderson showed that the exis-tence of non-uniformly secure bit commitment schemes implies that every language in INP has a9We rely on the fact that fXnYnZngn2IN, not merely fZngn2IN, is polynomial-time19



(non-uniformly) zero-knowledge interactive proof in which the prover is a probabilistic polynomial-time machine which gets an NP-witness as an auxiliary input [15]. The fact that the prover isprobabilistic polynomial-time is crucial for the cryptographic applicability of these zero-knowledgeproofs. As our intention is to deal only with settings in which all objects are generated via prob-abilistic polynomial-time means, we restrict our attention to interactive proofs with probabilisticpolynomial-time provers (see De�nition 9 below).Remark: When we talk of restricting the prover to probabilistic polynomial-time we mean onlythat the (prescribed) prover can prove valid theorems e�ciently (i.e. we refer only to the complete-ness condition). The soundness of the proof system does not rely on an intractability assumptionconcerning the party which provides the evidence. This notion should not be confused with the no-tion of an interactive argument (introduced in [8, 10, 6] see also [9]) where the soundness conditionrelies on the assumption that the prover is probabilistic polynomial-time. Though zero-knowledgearguments su�ce for the practical purposes we consider, we stick to the more conservative formu-lation of interactive proof systems (as introduced in [19]), a formulation which we are able to meetas well.De�nition 9 (polynomial-time interactive proofs): A probabilistic polynomial-time protocol (P; V )is called an interactive proof system for a language L � f0; 1g� if for all c > 0 and all su�cientlylarge x the following two conditions hold� Completeness: If x2L then there exists y such that (8z)Prob �VP (x;y)(x; z)=1� > 1� 1jxjc� Soundness: If x 62L then for all y (8z) and for all interactive machines P � (not necessarilyprobabilistic polynomial-time ones)Prob �VP�(x;y)(x; z)=1� < 1jxjcA language L having such a protocol (P; V ) is said to have a probabilistic polynomial-time inter-active proof system.By Convention 5, both prover and veri�er (i.e., machines P and V ) have running time polyno-mial in the common input x. Hence, without loss of generality, y mentioned in the completenesscondition satis�es jyj = poly(jxj).Remark 19 : Probabilistic polynomial-time interactive proofs exist exactly for the languages inthe class IMA de�ned in [1]10. The class IMA seem a conservative extension of INP (in contrastto the class IIP de�ned in [19] and recently shown to equal IPSPACE [26]). However, we are notinterested here in the complexity theoretic aspects of interactive proofs but rather in their utilityin practice.10The class IMA consists of all languages L such that there is an interactive proof for L in which the prover sendsthe �rst and only message. The veri�er in this proof system is allowed to toss coins after receiving the prover'smessage, and is allowed to make errors with probability bounded away from 12 . The probabilistic relaxation of theveri�er's decision is the only additional power that this proof system has over the NP-proof system.20



Remark 20 :De�nition 9 has some \non-uniform" avour; namely, the quanti�cation over all x'srather than requiring that it is infeasible to �nd x's for which either the completeness (resp., thesoundness) condition is violated. Nevertheless, in view of Theorem 2, we see no essential reason topresent more liberal de�nitions here.De�nition 10 (zero-knowledge interactive proof): Let � = (P; V ) be a polynomial-time interactiveproof system for L. The protocol � is called a uniformly zero-knowledge proof for L if there existsR� � f0; 1g�� f0; 1g� such that1. For every c > 0 and all su�ciently large x2L there exists a y such that (x; y)2R� and (forevery z), Prob(VP (x;y)(x; z)=1) > 1� 1jxjc2. � is (uniformly) zero-knowledge over R� � f0; 1g�.Assuming the existence of one-way functions, which in turn imply the existence of uniformlysecure bit commitment (cf. [21, 20, 24]), we derive the main result of this subsection: every languagehaving a probabilistic polynomial-time interactive proof system, also has one which is uniformlyzero-knowledge.Theorem 2 Assuming the existence of uniformly secure bit commitment schemes, every languagein IMA (� INP) has a uniformly zero-knowledge (probabilistic polynomial-time) proof system.We prove Theorem 2 in two steps. We start by proving the claim of Theorem 2 only for languagesin INP (see Proposition 3 below). This is done by showing that the (probabilistic polynomial-time) interactive proof for Graph Colorability (i.e. G3C) presented in [15] is uniformly zero-knowledge11. The proof, which carefully adapts the ideas of [15] to the uniform setting, uses auniform intractability assumption (instead of the non-uniform assumption used in [15]). The proofof Theorem 2 is completed by using a zero-knowledge proof system for INP to prove membershipin languages in IMA (see Proposition 4 below).The interactive proof for Graph Colorability presented in [15] consists of polynomially manysequential applications of the same atomic protocol. Each execution of the atomic protocol adds\stochastic con�dence" towards believing the claim (this statement is given precise meaning inDe�nition 11 below). Demonstrating that the atomic protocol is uniformly zero-knowledge, andusing the Sequential Composition Lemma we complete the �rst step of the proof of Theorem 2.De�nition 11 (weak interactive proofs): A probabilistic polynomial-time protocol (P; V ) is calleda weak interactive proof system for a language L � f0; 1g� if there exist two polynomial-timecomputable functions p; q : IN 7! IR such that the following three conditions hold� Weak completeness: If x2L then there exists y such that (for all z)Prob(VP (x;y)(x; z)=1) � p(jxj)� Weak soundness: If x 62L then for all y (8z) and for all interactive machines P �Prob(VP�(x;y)(x; z)=1) � q(jxj)11We do not know whether the [15] interactive proof can be proven (non-uniformly) zero-knowledge assuming onlya uniform intractability assumption. This holds also for the \semi-uniform" formulation of zero-knowledge in whichnon-uniformity is present only in the universal quanti�cation over all x2G3C. The problem is that the commitmentscheme used may not be non-uniformly secure and might be broken using the input x as an auxiliary (non-uniform)input. 21



� Gap: There exists c > 0 such that all su�ciently large n, we have p(n) > q(n) + 1nc .Proposition 3 : If there exists a uniformly secure bit commitment scheme then there exists auniformly zero-knowledge weak interactive proof for Graph 3-Colorability (G3C).Proposition 4 : Assume that there exists a uniformly secure bit commitment scheme and thatevery language in INP has a uniformly zero-knowledge proof system. Then every language in IMAhas a uniformly zero-knowledge proof system.We conclude this section with the proofs of Proposition 3 and 4. As stated above, the proofof Proposition 3, carefully adapts the ideas of [15] to the uniform setting. In addition we believethat, in its details, the proof appearing here is more elegant than the one appearing in [15]. Theproof of Proposition 4, carefully adapts the ideas of [22] to the uniform setting. It is worthwhilementioning that the alternative ideas of [2] which build on [14] fail here.Proof of Proposition 3The proof follows ideas of [15], but there are some modi�cations in the constructions which are dueto the fact that we cannot use non-uniformity here. The protocol we prove to be a uniformly zero-knowledge weak interactive for Graph 3-Colorability is exactly the basic step in the zero-knowledgeproof system of [15]. For sake of self-containment, we repeat the protocol here.Protocol 1Inputs: The common input is a 3-colorable graph, denoted G(V;E). The auxiliary input to theprescribed prover is a legal 3-colouring of the vertices, denote � :V 7!f1; 2; 3g.Conventions: Let n= jV j, m= jEj, and Sym3 be the symmetric group over f1; 2; 3g. For simplicity,let V = f1; 2; :::; ng. By a2R A we mean that a is chosen uniformly in the set A. Let C(v) be a(probabilistic) commitment to value v and Cr(v) be the commitment to v when the committer usesr as its coin tosses. For simplicity, we assume that the commitment takes place in one round ofcommunication (the argument can easily be extended to the general case).P1) The prover chooses a random permutation of the 3-colouring, colours the graph using this 3-colouring, and commits to these colours. More speci�cally, the prover chooses a permutation�2RSym3, selects uniformly r1; :::; rn2f0; 1gn, computes ci=Cri(�(�(i))), and sends c1; :::; cnto the veri�er.V1) The veri�er chooses at random an edge e2E and sends it to the prover.P2) If e=(u; v) 2 E, then the prover sends (�(�(u)); ru) and (�(�(v)); rv) to the veri�er. If e 62 Ethe prover selects at random (u; v) 2 E and acts as above.V2) Receiving (a; s) and (b; t), the veri�er checks whether the a 6= b, a; b 2 f1; 2; 3g, cu=Cs(a)and cv=Ct(b). The veri�er outputs 1 i� all conditions are satis�ed.It is easy to see that Protocol 1 constitutes a weak interactive proof system (with p(m) = 1 andq(m) = 1 � 1m) for Graph 3-Colorability. To prove that Protocol 1 is uniformly zero-knowledge,we �rst present for every probabilistic polynomial-time interactive machine V �, a probabilisticpolynomial-time simulator M�. We then prove that for all polynomial-time random variablesfXn; Yn; Zngn2IN (with Xn; Yn ranging over pairs (G; �) where G is a simple graph on n verticesand � is a 3-colouring of its vertices) the random variables V �P (Xn ;Yn)(Xn; Zn) and M�(Xn; Zn)22



are polynomially indistinguishable. For sake of simplicity we assume, without loss of generality,that V �, (after interacting with P ) outputs the contents of its input tape, random tape and bothcommunication tapes.Following is a detailed description of M�, which uses V � as a subroutine. On input a graph Gand auxiliary information z, machine M� starts by choosing a random tape r 2R f0; 1gq for V �,where q = poly(jGj) is a bound on the running time of the interactive machine V � on input G.Machine MV � places r on its record tape and repeats the following two steps no more than m2times.S1) Machine M� picks an edge (u; v) 2R E and a pair of integers (a; b) 2R f(i; j) : i 6=j2f1; 2; 3gg.Machine M� chooses random ri's (ri 2R f0; 1gn) and computes ci = Cri(i) for each i2 V ,where i = 0 for i2V � fu; vg, u = a and v = b.S2) Machine M� sets e=V �(G; z; r; (c1; :::; cn)). (Namely, e is the message that V � sends on inputgraph G, auxiliary input z and random tape r, after receiving message (c1; :::; cn).) Withoutloss of generality, e2E (otherwise the simulator selects e 2R E). We consider two cases:Case 1: e = (u; v) (\lucky for M�").Machine M� stops outputting (G; z; r; (c1; :::; cn); (u; v); (a; ru; b; rv)).Case 2: e 6= (u; v) (\unlucky for M�").Machine M� is going to repeat steps (S1) and (S2).If all m2 repetitions were completed (without M� halting) the machine M� halts outputting ?.We now have to prove the validity of the construction. Clearly the simulator M� is probabilisticpolynomial-time. It is left to prove that the output distribution produced by M� on polynomial-time generated inputs is polynomially-indistinguishable from the distribution over V �'s tapes wheninteracting with P on the same input. There is clearly a di�erence between these probabilitydistributions, but, as stated in the Indistinguishability Lemma (below), this di�erence cannot be\detected" in probabilistic polynomial-time.Notations: Let �1; :::; �n 2 f0; 1; 2; 3g. Then C(�1 � � ��n) def= C(�1) � � �C(�n).Indistinguishability Lemma: Let Sn be the set of pairs (G; �), where G is a simple graphon n vertices and � is a 3-colouring of its vertices. For every polynomial-time random variablefXnYnZngn2IN (with Xn; Yn ranging over Sn), the (polynomial-time) random variables M�(Xn; Zn)and V �P (Xn;Yn)(Xn; Zn) are polynomially-indistinguishable.Proof: The proof is by contradiction. We assume that the two random variables can be toldapart by a polynomial-time algorithm, D, and derive a contradiction to the uniform security of thecommitment scheme C. The reader should note that algorithm D receives as input a text of theform (C(a1); :::; C(an)); au; ru; av; rv, where ru and rv are the coin tosses used in the commitmentsto au and av, respectively. The u and v may be determined by the entire sequence. This createsdi�culties that need to be resolved with some care. Details follow.By the contradiction hypothesis we have a polynomial-time random variable fXnYnZngn2INand a probabilistic polynomial-time algorithm D such that (for some c > 0 and in�nitely manyn 2 IN) the following inequality holds���Prob �D(V �P (Xn;Yn)(Xn; Zn))=1�� Prob (D(M�(Xn; Zn))=1)��� > 1nc (15)In the sequel we �x the random variable fXnYnZngn2IN and sometimes omit it from the notation.Let g be a graph on n vertices (and m edges), let � be a 3-colouring of the vertices of g, and z anarbitrary string. We de�ne the following random variables:23



1) The random variable �PV (g; �; z) is de�ned by the following randomized process: select uni-formly an edge (u; v) in the edge-set of g, a permutation � 2R Sym3 and r1; :::; rn 2R f0; 1gn;and set c  Cr1(�(�(1))) � � �Crn(�(�(n))). If V �(g; z; c) = (u; v) then set �PV (g; �; z) to(g; z; c; (u; v); (ru; �(�(u))); (rv; �(�(v)))) else set �PV (g; �; z) to ?. (Note that conditionedon �PV (g; �; z) not being ? the random variable �PV (g; �; z) has the same distribution asV �P (g;�)(g; z).)2) The random variable �M(g; �; z) is de�ned by the following randomized process: select uniformlyan edge (u; v) in the edge-set of g, a pair a 6= b2R f1; 2; 3g and r1; :::; rn 2R f0; 1gn; and setc  Cr1(�1) � � �Crn(�n), where �u= a, �v = b and �w =0 for all w 2 f1; 2; :::; ng� fu; vg. IfV �(g; z; c)=(u; v) then set �M(g; �; z) to (g; z; c; (u; v); (ru; a); (rv; b)) else set �M(g; �; z) to ?.We shall reduce the analysis of the relation between the random variables V �P and M� (which isthe focus of the lemma) to the analysis of the relation between the random variables �PV and �M .First we show that with probability � 1m each of the variables �PV and �M is not assigned ?.Claim 3.1:1. For every g; �; z Prob(�PV (g; �; z) 6= ?) = 1m2. For every su�ciently large n����Prob(�M(Xn; Yn; Zn) 6= ?)� 1m ���� < 1m3Part (2) of the claim does not play a role in our argument and in fact it is implied by the rest ofthe analysis. We state and prove it here only in order to appeal to the reader's intuition.Proof: Part (1) is immediate by de�nition of �PV . Part (2) is proved using the uniform securityof the commitment scheme: If the probability that V � asks to reveal the colours of u and v whenseeing C(0u�1a0v�u�1b0n�v) on its communication tape di�ers substantially from the probabilitythat V � asks so when seeing C(0r�1a0s�r�1b0n�s) on its communication tape, for (r; s) 2R E, thenthese commitments can be told apart (using the auxiliary information (u; v; a; b)). The claim follow.3For every integer t, we now de�ne another two pairs of random variables.3) Let �tPV (g; �; z) denote the random variable obtained by taking a sequence of t independentcopies of �PV (g; �; z). Similarly, de�ne �tM(g; �; z) as the sequence consisting of t independentcopies of �M(g; �; z).4) De�ne a function � which maps a sequence into the �rst element which is not ? and if not suchelement exists then the value is ? (i.e. �(�1; �2; :::; �t)=�i, i� �j=? for all j < i and either�i 6= ? or i = t). In the sequel, we will consider the random variables �(�tPV ) and �(�tM).It is also easy to see thatClaim 3.2:1. �(�m2PV (g; �; z)) is statistically close to V �P (g;�)(g; z). Namely, the statistical di�erence betweenthe two random variables is smaller than 2�m.2. �(�m2M (g; �; z)) has the same distribution as M�(g; z).24



Proof: Part (1) follows by part (1) of Claim 3.1 and by noting that the conditional distribution of�PV (g; �; z)), given it is not ?, is identical to V �P (g;�)(g; z). Part (2) is immediate by the de�nitionsof M�(g; z) and �m2M (g; �; z). 3Using the contradiction hypothesis (i.e., Eq. 15) and Claim 3.2, we getClaim 3.3: There exists a probabilistic polynomial-time algorithm D0 satisfying for in�nitely manyn 2 INjProb (D0(XnYnZn; �PV (Xn; Yn; Zn))=1)� Prob (D0(XnYnZn; �M(Xn; Yn; Zn))=1)j > 12�m2�ncProof: Combining Eq. 15 and Claim 3.2 we conclude that algorithmD distinguishes �(�m2PV (Xn; Yn; Zn))and �(�m2M (Xn; Yn; Zn)) with gap 1nc � 12m > 12nc . The claim follows by a standard hybrid argument:The ith hybrid, hi(g; �; z), consists of i independent copies of �PV (g; �; z) followed by m2 � i inde-pendent copies of �M(g; �; z). Clearly, hm2(Xn; Yn; Zn) = �m2PV (Xn; Yn; Zn) whereas h0(Xn; Yn; Zn) =�m2M (Xn; Yn; Zn). Hence, there exists an i (a random one will do) so thatjProb (D(�(hi(Xn; Yn; Zn)))=1)� Prob (D(�(hi�1(Xn; Yn; Zn)))=1)j > 12nc �m2Incorporating the polynomial-time computable processes �PV and �M and the function � into thedistinguisher D, results in a distinguisher D0 which justi�es the claim: on input (g; �; z) anda string �, the distinguisher D0 selects i 2R f1; :::; m2g, and outputs D(�(�1�2 � � ��m2)), where�j = �PV (g; �; z) for j < i, �i = �, and where �j = �M(g; �; z) for j > i. 3We now use algorithmD0 to construct a polynomial-time algorithm D00 distinguishing commitmentsto string of the form 1n2n3n from commitments to 03n, n 2 IN.Claim 3.4: There exists a probabilistic polynomial-time D00 such that for in�nitely many n 2 IN��Prob (D00(C(1n2n3n))=1)� Prob �D00(C(03n))=1��� > 12m2ncProof: On input �1�2 � � ��3n, where each �i2f0; 1; 2; 3g, algorithmD00 acts as follows. D00 generates(g; �; z)  XnYnZn, picks (u; v) uniformly in the edge-set of the graph g, picks � 2R Sym3 andr; s 2R f0; 1gn, and computes c = c1 � � � cn, where cu = Cr(�(�(u))), cv = Cs(�(�(v))) and cw =�(�(�(w))�1)�n+w for w 2 f1; 2; :::; ng� fu; vg. Algorithm D00 runs V � on input g; z placing c on thecommunication tape of V �.Before continuing with the description of D00 let us examine the string c constructed by thealgorithm D00. Independently of the input, cu and cv are generated by D00 itself so that they are inthe range of C(�(�(u))) and C(�(�(u))), respectively. The other cw's are taken from the input. Inparticular, cw is taken from the �(�(w))th (n-element) block of the input. Hence, if �1�2 � � ��3n isin the range of C(1n2n3n) then cw is in the range of C(�(�(w))), whereas if �1�2 � � ��3n is in therange of C(03n) then cw is in the range of C(0).Continuing with the description of algorithm D00, if V �(g; z; c) equals (u; v) then algorithm D00outputs D0(g; �; z; c; (u; v); (r; �(�(u))); (s; �(�(v)))), else D00 outputs D0(g; �; z;?).The reader can easily verify thatD00(C(03n)) = D0(XnYnZn; �M(Xn; Yn; Zn))D00(C(1n2n3n)) = D0(XnYnZn; �PV (Xn; Yn; Zn))Using Claim 3.3, our claim follows. 3 25



Claim 3.4 constitutes a contradiction to the uniform security of the commitment scheme C, andthe Indistinguishability Lemma follows. 2This completes the proof of Proposition 3. Note that the fact that the random variable fXnYnZngn2INis polynomial-time is crucial to the proof of Claim 3.4. This claim is the heart of the proof thatthe simulator produces conversations which are polynomial indistinguishable from the real conver-sations.Remark 21 : (due to Erez Petrank): A more e�cient simulator can be constructed as follows.On input a graph g and auxiliary input z, the simulator selects r 2 f0; 1gpoly(jgj) and repeats thefollowing steps m times.S1) Machine M� chooses independently and uniformly 1; 2; :::; n 2R f1; 2; 3g. Machine M�chooses random ri's (ri 2R f0; 1gn) and computes ci = Cri(i) for each i2V .S2) Machine M� sets (u; v) = V �(g; z; r; (c1; :::; cn)) (w.l.o.g., (u; v) 2 E). If u 6= v (\lucky forM�"), machine M� stops outputting (g; z; r; (c1; :::; cn); (u; v); (u; ru; v; rv)); otherwise M� isgoing to repeat steps (S1) and (S2).If all m repetitions were completed (without M� halting) then the machine M� halts outputting?. Note that, with probability greater than 1 � 1mO(1) , m repetitions su�ce to produce a conver-sation here, whereas in the simulator used before m repeatinions will produce a conversation withprobability at most (1� 1m )m < 12 .Proof of Proposition 4The proof follows ideas of Impagliazzo and Yung [22], which proved that under non-uniform as-sumptions all languages in IIP have zero-knowledge proof systems. Their proof is in fact a trans-formation of a given interactive proof into a (non-uniformly) zero-knowledge proof for the samelanguage. Here, we use the same transformation, but the proof that the transformation producesa (uniformly) zero-knowledge system is di�erent as we cannot use non-uniformity in the reduc-tions. The ideas in the alternative transformation of [2] (also demonstrating that \all IIP is inzero-knowledge") are not applicable here, since they require �rst to transform IMA to \IMA withno error on yes-instances". However, the transformation of IMA to \IMA with no error on yes-instances" presented in [14] requires powerful provers which are not probabilistic polynomial-timemachines with probabilistic polynomial-time generated auxiliary input.Let L 2 IMA and RL be the probabilistic polynomial-time witness-checking algorithm for L,guaranteed by the de�nition of IMA. Without loss of generality, we assume that algorithm RLhas exponentially vanishing error probability. The (zero-knowledge) interactive proof system for Lproceeds as follows.Protocol 2Inputs: x2L is common input. The prover gets y 2 f0; 1gpoly(jxj), satisfying Prob(RL(x; y)= 1) >1� 2�jxj, as auxiliary input.Conventions: n= jxj. Let m=poly(n) be a bound on the length of y and the number of coin-tossesfor RL. By RL(x; y; r) we denote the output (i.e., either 0 or 1) of algorithm RL on input (x; y) andcoin tosses r. For conventions regarding the commitment scheme C, see the proof of Proposition 3.26



P1) In this step, the prover commits itself to y (commitment c2 below) and starts a subprotocolof \coin-tossing-into-the-well" [3] by committing itself to a randomly chosen string (commit-ment c1 below). Namely, the prover chooses r0 2R f0; 1gm, r1; r2 2R f0; 1gnm, computes thecommitments c1 = Cr1(r0) and c2 = Cr2(y), and sends c1; c2 to the veri�er.V1) The veri�er answers with a uniformly chosen r00 2 f0; 1gm.P2) The prover answers with r0 and r1 (in order to prove that r0 is indeed the value committedto in step P1).V2) The veri�er veri�es that r0 is indeed the value committed to in step P1, by comparing Cr1(r0)and c1. The veri�er continues only if Cr1(r0) = c1.PV) Each of the parties compute r  r0 � r00 (this completes the \coin-tossing-into-the-well").The prover evaluates RL(x; y; r) and continues only if its value is 1 (halting in the unlikelycase that RL(x; y; r) = 0). Using a zero-knowledge proof system, denoted (PNP ; VNP ), theprover proves to the veri�er the following NP-statement concerning (x; r; c2).9r2; y such that c2=Cr2(y) ^ RL(x; y; r)=1 (16)We stress that the prover \knows" r2 (chosen by him in step P1) and y (given as auxiliaryinput), and hence can perform his part in the proof in polynomial-time.The fact that Protocol 2 constitutes an probabilistic polynomial-time interactive proof for L, followsfrom the fact that r is uniformly distributed as long as V follows the protocol and the fact that(PNP ; VNP ) is an interactive proof for the statement in Eq. 16. To show that the prover is uniformlyzero-knowledge, we construct the following simulator (for the conversations of veri�er V � with theabove prover). On input x and z the simulator, denoted M�, proceeds as followsS1) Chooses r0 uniformly in f0; 1gm, and produce using coin tosses r1 and r2, respectively, thecommitments c1 = Cr1(r0) and c2 = Cr2(1m).S2) Produces (\the veri�er's answer") r00  V �(x; z; c1; c2), and sets r r0� r00. Sets z0 to be thecontents of the work tape of V � at this stage.S3) Using the simulatorM�NP , guaranteed for the zero-knowledge subprotocol, M� outputs text  M�NP ((x; r; c2); z0), where (x; r; c2) is the common input to the NP-protocol and z0 is theauxiliary input of the veri�er.Remark: Typically, M� runs the simulator M�NP on a false statement (as 1m, \hidden" in c2, isunlikely to be a witness). Yet the security of the commitment scheme yields that M�NP will not beable to \tell the di�erence".Clearly, the simulator M� works in polynomial-time. To analyze the quality of the texts producedby the simulator, we consider two modi�cations of the simulator M�. The �rst machine, denotedM�1 , gets inputs x; y; z (note that y is not given to M�) and acts as M� except that in step (S1) itcomputes c2 = Cr2(y) (i.e. as the prover does rather then setting c2 = Cr2(1m) as M� does). Thesecond machine, denoted M�2 , gets inputs x; y; z and acts as M�1 except that it executes step (S3) ifand only if RL(x; y; r) = 1 (otherwise it outputs ?). (Note that both M� and M�1 , unlike the realprover, produce a text even if RL(x; y; r) = 0.) Clearly,27



Claim 4.1: All three machines (i.e. M�, M�1 and M�2 ) are probabilistic polynomial-time. 3We now prove, for any polynomial-time random variable fXnYnZngn2IN, the following three claims:Claim 4.2: The random variables M�2 (Xn; Yn; Zn) and V �P (x;y)(x; z) are polynomially indistinguish-able.Proof: Both random variables, V �P (x;y)(x; z) andM�2 (x; y; z), have the form ((x; r; c2; z0); text), wherethe (x; r; c2; z0) part is identically distributed. The only di�erence between these variables is in thetext part produced from (x; r; c2; z0). In V �P (x;y)(x; z) the text is produced by the interaction betweenthe prover PNP ((x; r; c2); (r2; y)) and the veri�er V �NP (x; z0), whereas in M�2 (x; y; z) the text is theoutput of M�NP ((x; r; c2); z0). Note that (x0; y0; z0), where x0 = (x; r; c2), y0 = (r2; y) and z0 is asabove, are computed in probabilistic polynomial-time from (x; y; z). The Claim follows from thezero-knowledge property of the proof system (PNP ; VNP ) (on the input triple (X 0n; Y 0n; Z 0n)). 3Claim 4.3: The random variables M�1 (Xn; Yn; Zn) and M�2 (Xn; Yn; Zn) are polynomially indistin-guishable.Proof Sketch: We will show that the probability that M�2 (Xn; Yn; Zn) does not execute step (S3) isnegligible, and the claim will follow. The proof boils down to showing that V � given x; z; C(y); C(r0),where (x; y; z) XnYnZn and r0 is uniformly chosen, is unlikely to choose r00 such that RL(x; y; r0�r00) 6= 1.Namely, we wish to show that, for every probabilistic polynomial-time algorithm A, for everyc > 0 and all su�ciently large n, Prob(RL(x; y; r0 � A(x; z; C(y); C(r0))) < 1nc . Recall that byde�nition of y, the probability that RL(x; y; r) 6= 1 is smaller than 2�n, where r2R f0; 1gm. Hence,for any random variable r00 independent of r0, we have Prob(RL(x; y; r0 � r00) 6= 1) < 2�n. Inparticular, this holds for r00 = A(x; z; C(y); C(1m)). Hence, there is only a negligible fraction ofr0 2 f0; 1gm for which Prob(RL(x; y; r0 � A(x; z; C(y); C(1m)) 6= 1) > 1nO(1) (here r0 is �xed andthe probability is taken only over the coin tosses of algorithm A). It follows, that there is onlya negligible fraction of r0 2 f0; 1gm for which Prob(RL(x; y; r0 � A(x; z; C(y); C(r0)) 6= 1) > 1nO(1) ,otherwise this yields an e�cient method for �nding pairs (1m; r0) such that C(1m) and C(r0) canbe distinguished (in the presence of auxiliary input x; y; z; r0), in contradiction to the security ofthe commitment scheme C. The claim follows. 3Claim 4.4: The random variables M�(Xn; Zn) and M�1 (Xn; Yn; Zn) are polynomially indistinguish-able.Proof Sketch: Otherwise, one can transform the identical continuations of these programs (i.e. steps(S2) and (S3) of M� and M�1 ) into a distinguisher of C(Yn) from C(1m), in contradiction to thesecurity of the commitment scheme C. 3Combining Claims 4.1 through 4.4, Proposition 4 follows. 2
28



5 DiscussionYao [30] and Goldreich, Micali and Wigderson [16] presented methods for automatically construct-ing (two-party and multi-party) fault-tolerant protocols for any computable game. Here we onlypoint out that if the inputs to the game are generated by probabilistic procedures of complexitycomparable to that of the game, then the constructions of [30, 16] can be carried out using uniformcomplexity assumptions. In particular, we will use uniformly secure public-key encryption anduniformly secure zero-knowledge proof systems for languages in INP.AcknowledgementsI wish to thank Sha� Goldwasser for discussions concerning probabilistic polynomial-time in-teractive proofs, Silvio Micali for discussions concerning the de�nition of security, and RussellImpagliazzo for explanations of his proof (with Yung) that secure bit commitment imply that allIIP languages have zero-knowledge proof systems.Special thanks to the referee who has supplied me with many extremely valuable comments. Iliked some of his/her comments so much that I could not resist the temptation of incorporated theminto the paper without even changing the wording. I'm also grateful to Ran Canetti for pointingout an error in an earlier version of this work, and to Erez Petrank for Remark 21.

29



References[1] Babai, L., \Trading Group Theory for Randomness", Proc. 17th STOC, 1985, pp. 421-429.[2] Ben-Or, M., O. Goldreich, S. Goldwasser, J. Hastad, J. Kilian, S. Micali, and P. Rogaway,\Everything Provable is Provable in Zero-Knowledge", Advances in Cryptology - Crypto 88,Lecture Notes in Computer Science, Vol. 403, Springer-Verlag, New York, 1990, pp. 37-56.[3] Blum, M., \Coin Flipping by Phone", IEEE Spring COMPCOM, pp. 133-137, February1982. See also SIGACT News, Vol. 15, No. 1, 1983.[4] Blum, M., and Micali, S., \How to Generate Cryptographically Strong Sequences of Pseudo-Random Bits", SIAM Jour. on Computing, Vol. 13, 1984, pp. 850-864. Extended abstractin FOCS 82.[5] Blum, M., and S. Goldwasser, \An E�cient Probabilistic Public-Key Encryption Schemewhich hides all partial information", Advances in Cryptology: Proc. of Crypto 84, ed. BBlakely, Springer Verlag Lecture Notes in Computer Science, Vol. 196, pp. 289-302.[6] Brassard, G., D. Chaum, and C. Crepeau, \Minimum Disclosure Proofs of knowledge",JCSS, Vol. 37, No. 2, 1988, pp. 156{189.[7] Brassard, G., and C. Crepeau, \Zero-Knowledge Simulation of Boolean Circuits", Advancesin Cryptology - Crypto86 (proceedings), A.M. Odlyzko (ed.), Springer-Verlag, Lecture Notesin Computer Science, Vol. 263, pp. 223-233, 1987.[8] Brassard, G., and C. Crepeau, \Non-Transitive Transfer of Con�dence: A Perfect Zero-Knowledge Interactive Protocol for SAT and Beyond", Proc. 27th FOCS, pp. 188-195, 1986.[9] Brassard, G., C. Crepeau, and M. Yung, \Everything in NP can be argued in perfectzero-knowledge in a bounded number of rounds", Proc. of the 16th ICALP, July 1989.[10] Chaum, D., \Demonstrating that a Public Predicate can be Satis�ed Without Revealing AnyInformation About How", Advances in Cryptology - Crypto86 (proceedings), A.M. Odlyzko(ed.), Springer-Verlag, Lecture Notes in Computer Science, Vol. 263, pp. 195-199, 1987.[11] Chor, B., and E. Kushilevitz, \Secret Sharing Over In�nite Domains", Crypto89, 1989.[12] Goldreich, O., and H. Krawczyk, \On Sequential and Parallel Composition of Zero-Knowledge Protocols", 17th International Colloquium on Automata Languages and Pro-gramming, Lecture Notes in Computer Science, Vol. 443, Springer-Verlag, New York, 1990,pp. 268{282.[13] Goldreich O., and L.A. Levin, \Hard-core Predicates for any One-Way Function". Proc. ofthe 21th ACM Symp. on Theory of Computing (STOC), pp. 25-32, 1989.[14] Goldreich, O., Y. Mansour, and M. Sipser \Interactive Proof Systems: Provers that NeverFail and Random Selection", 28th FOCS, pp. 449-461, 1987.[15] Goldreich, O., S. Micali, and A. Wigderson, \Proofs that Yield Nothing But their Validityand a Methodology of Cryptographic Protocol Design", To appear in JACM, 1991.30



[16] Goldreich, O., S. Micali, and A. Wigderson, \How to Play any Mental Game or A Com-pleteness Theorem for Protocols with Honest Majority", Proc. of 19th STOC, pp. 218-229,1987.[17] Goldreich, O., and Y. Oren, \De�nitions and Properties of Zero-Knowledge Proof Systems",TR-610, Computer Science Dept., Technion, Haifa, Israel. Submitted to Jour. of Cryptology.[18] Goldwasser, S., and S. Micali, \Probabilistic Encryption", JCSS, Vol. 28, No. 2, 1984, pp.270-299.[19] Goldwasser, S., S. Micali, and C. Racko�, \The Knowledge Complexity of Interactive ProofSystems", SIAM J. on Comput., Vol. 18, No. 1, 1989, pp. 186-208.[20] Hastad, J., \Pseudo-Random Generators under Uniform Assumptions", 22nd STOC, 1990,pp. 395{404.[21] Impagliazzo, R., L.A. Levin, and M. Luby, \Pseudorandom Generation from One-Way Func-tions", 21st STOC, pp. 12{24, 1989.[22] Impagliazzo, R., and M. Yung, \Direct Minimum-Knowledge Computations", Advances inCryptology - Crypto87 (proceedings), C. Pomerance (ed.), Springer-Verlag, Lecture Notes inComputer Science, Vol. 293, 1987, pp. 40-51.[23] Micali, S., C. Racko�, and B. Sloan, \The Notion of Security for Probabilistic Cryptosys-tems", SIAM Jour. of Computing, 1988, Vol. 17, pp. 412-426.[24] M. Naor, \Bit Commitment Using Pseudorandomness", Advances in Cryptology - Crypto89, Lecture Notes in Computer Science, Vol. 435, Springer-Verlag, New York, 1990, pp.128{137.[25] Oren, Y., \On the Cunning Power of Cheating Veri�ers: Some Observations about Zero-Knowledge Proofs", Proc. 28th FOCS, pp. 462-471, 1987.[26] Shamir, A., \IP = PSPACE", Proc. 31st FOCS, pp. 11{15, 1990.[27] Shannon, C.E., \Communication Theory of Secrecy Systems", Bell Sys. Tech. J., 28, pp.656-715, 1949.[28] Tompa, M., and H. Woll, \Random Self-Reducibility and Zero-Knowledge Interactive Proofsof Possession of Information", Proc. 28th FOCS, pp. 472-482, 1987.[29] Yao, A.C., \Theory and Applications of Trapdoor Functions", Proc. of the 23rd IEEE Symp.on Foundation of Computer Science, 1982, pp. 80-91.[30] Yao, A.C., \How to Generate and Exchange Secrets", Proc. 27th FOCS, pp. 162-167, 1986.
31



Appendix A: Encryption schemes cannot hide the plaintext lengthLet (G;E;D) be an encryption scheme which does not necessarily satisfy the length conventionsof Section 2. In particular, the encryption algorithm E is de�ned for every possible key andevery message (not necessarily of the same length). Furthermore, there is no restriction about thedistribution of the length of the ciphertext produced by E (except that the length of the ciphertextmust be, of course, polynomial in the length of the inputs to the E).Let e be an encryption key in the range of G(1n). Consider the random variables Ee(1m)and Ee(1m+1), for some m polynomial in jej. If the encryption hides also the length of thecleartext, then these two random variables must be polynomially indistinguishable. Consideringm = jej; :::; P (2jej)+1, where P (�) is a polynomial bounding the running time of E, we conclude thatEe(1jej) is polynomially indistinguishable from Ee(1P (2jej)+2). Since Prob(jEe(1jej)j�P (2jej)) = 1 itfollows that Prob(jEe(1P (2jej)+2)j�P (2jej)) > 23 . On the other hand, using the fact that the encryp-tion is uniquely decipherable, one can easily see that for at most half of the strings �2f0; 1gP (2jej)+2we have Prob(jEe(�)j � P (2jej) + 2) > 13 . Hence, we can easily �nd � 2 f0; 1gP (2jej)+2 such thatEe(�) and Ee(1P (2jej)+2) are distinguishable (by merely measuring their length!) in polynomialtime.The reader should not be confused by the following suggestion of an encryption schemes whichseems to hide the length of the cleartext. The suggested encryption, when using key e, �rst padsthe message to length P (jej), where P (�) is some �xed polynomial, and then applies some standardencryption scheme to the resulting (padded) string. The problem is how to encrypt strings whichare longer than P (jej). The only way to solve the problem is to assume that, when using key e, oneis never asked to encrypt messages of length greater than P (jej). In other words, the solution boilsdown to postulating that the message space contains only strings of length � P (jej), and treatingall messages as if they have length P (jej). Hence, the problem of leaking the length of the messageis \solved" by assuming that there is nothing to leak! In any case, we note that assuming thatone knows an a-priori bound on the length of the messages to be encrypted (or on the number ofmessages to be encrypted) may severely restrict the applications.Futher investigations of related questions appear in [11].
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Appendix B: Proof of Remarks 10 and 18Text added in July 1998.Proof of Remark 10The easy direction: Suppose �rst that the condition in De�nition 5 is violated. Speci�cally,suppose that for some A and fTng as in the de�nition,jProb �A(Zn; EG1(1n)(Xn))=1�� Prob �A(Zn; EG1(1n)(Yn))=1� j � �(n) (17)Then,X(�;�;)Prob (Tn = (�; �; )) � ��Prob �A(; EG1(1n)(�))=1�� Prob �A(; EG1(1n)(�))=1��� � �(n)(18)It follows that there exist sets Bn so that Prob (Tn 2 Bn) � �(n)2 , and for every (�; �; ) 2 Bn��Prob �A(; EG1(1n)(�))=1�� Prob �A(; EG1(1n)(�))=1��� � �(n)2The opposite direction: On the other hand, suppose that there exists A, fTng and Bn so thatboth Prob (Tn 2 Bn) � �(n), and for every (�; �; ) 2 Bn,��Prob �A(; EG1(1n)(�))=1�� Prob �A(; EG1(1n)(�))=1��� � �(n) (19)Note that if we sum the probability di�erences (rather than the absolute value of these di�erences),over all (�; �; ), then the result may be small (in absolute value) and even zero. Thus, to deriveviolation of the condition in De�nition 5, we may need to modify the random valiables fTng.Ideally, we would like to do the following, where � is a random process de�ned by �(; �) def=A(; EG1(1n)(�)).1. Obtain a sample, denoted (�; �; ), of Tn.2. Test whether Prob(�(; �)=1)� Prob(�(; �)=1).3. If the above inequality holds then output (�; �; ), otherwise output (�; �; ).The problem, o� course, is that we cannot e�ciently implement Step (2). Still a good enoughapproximation would do. For example, using poly(1=�(n)) invocations of �, one may approximateProb(�(; �) = 1) upto an �(n)24 additive error with failure probability less than �(n)28 . This yieldsa modi�ed polynomial-time random variable, fT 0n = X 0nY 0nZ0ng, so thatjProb (�(Z0n; X 0n)=1)� Prob (�(Z 0n; Y 0n)=1) j � �(n) � �(n)� 3�(n)24An alternative (and somewhat more elegant) construction of a modi�ed Tn follows:1. Obtain a sample, denoted (�; �; ), of Tn.2. Invoke � once on (; �) (resp., (; �)), obtaining �  �(; �) and �  �(; �).(a) If � = � then output (�; �; ) with probability 1=2 and (�; �; ) otherwise (also w.p. 1/2).33



(b) If � = 1 and � = 0 then output (�; �; ).(c) If � = 0 and � = 1 then output (�; �; ).Let T 0n = (X 0n; Y 0n; Z 0n) denote the output.Then, conditioned on Case 2a occurring, we haveProb (�(Z 0n; X 0n)=1) = Prob (�(Z0n; Y 0n)=1)= 12 � (Prob (�(Zn; Xn)=1) + Prob (�(Zn; Yn)=1))Conditioning on Case 2b occurring and t def= (�; �; ) being obtained at Step 1, we haveProb (�(Z0n; X 0n)=1jTn= t) � Prob (�(Z0n; Y 0n)=1jTn= t) = p� qwhere p def= Prob(� = 1jTn= t) and q def= Prob(� = 1jTn= t). Likewise, when Case 2c occurs, thedi�erence is q � p. Also, given (�; �; ) being obtained at Step 1, Case 2b occurs with probabilityp � (1� q) and Case 2b occurs with probability q � (1� p). Thus, we haveProb (�(Z0n; X 0n)=1jTn= t) � Prob (�(Z 0n; Y 0n)=1jTn= t)= (p � (1� q)) � (p� q) + (q � (1� p)) � (q � p)= (p� q) � (p � (1� q)� q � (1� p))= (p� q)2Thus, Prob(�(Z0n; X 0n)=1)� Prob(�(Z 0n; Y 0n)=1) � �(n) � �(n)2Proof of Remark 18The easy direction is proved as above. For the opposite direction we employ a third alternativeto the proof presented above (for Remark 10): That is, rather than switching Xn and Yn whennecessary, we trim Tn whenever the desired relation between the two random variables is notsatis�ed. Let us carry this idea in greater detail in the current context.Suppose that for A; S;B�;M� and fTng as in Remark 18 it holds that Prob(Tn 2 Bn) > �(n),with Bn � S � f0; 1g�, and for every (x; y; z) 2 Bn���Prob �D(B�A(x;y)(x; z))=1�� Prob (D(M�(x; z))=1)��� > �(n) (20)Suppose, without loss of generality (by possiblly rede�ning the algorithm D so that D(t) def= 1 �D(t)), that for in�nitely many n's we haveProb �D(B�A(x;y)(x; z))=1� > Prob (D(M�(x; z))=1)+ �(n) (21)We construct a new random variable, T 0n, by \trimming" Tn = XnYnZn as follows.� Let ` def= O(log(1=�(n))).� Repeat the following for at most `=�(n) many times:1. Obtain a sample, denoted (x; y; z), of Tn.34



2. Using poly(1=�(n)) many invocations, estimate the following probabilities upto an �(n)=8deviation (with failure probability bounded by poly(�(n)))p def= Prob �D(B�A(x;y)(x; z))=1�q def= Prob (D(M�(x; z))=1)Let ~p and ~q denote the obtained estimates.3. If ~p > ~q + 3�(n)4 then output (x; y; z) and halt. Otherwise, proceed to the next iteration.� If all iterations were completed without output then output a dummy triplet (e.g., Tn itself).Note that with probability at least 1� �(n)=8 at least one of the iterations obtains a sample in Bn,and with probability at least 1� �(n)=8 all estimates are within �(n)=8 of the correct value. Thus,with probability at least 1� �(n)=4 we output a triplet (x; y; z) so thatProb �D(B�A(x;y)(x; z))=1� > Prob (D(M�(x; z))=1)+ �(n)2and so T 0n = X 0nY 0nZ 0n satis�esProb �D(B�A(X0n ;Y 0n)(X 0n; Z 0n))=1� > Prob (D(M�(X 0n; Z 0n))=1) + �(n)4
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