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Abstract

A Gelfand pair is a pair (G,H) consisting of a group and a subgroup such that the quazi-
regular representation of G acting on the space F (G/H) of functions on G/H “includes”
any irreducible representation of G with multiplicity at most 1. The theory of Gelfand
pairs have various applications in representation theory, harmonic analysis and the theory
of automorphic forms. The main tool for proving the Gelfand property of a given pair is
the Gelfand-Kazhdan method which is based on the analysis of distributions on G which
are invariant with respect to the two-sided action of H.

In this thesis we present the proof of the Gelfand property for various pairs. Most
of these pairs are symmetric pairs. In particular, we proved that the following pairs are
Gelfand pairs:

• (GLn+k(F ), GLn(F )×GLk(F )) for F = R,C. The non-archimedean case was proven
in [JR].

• (GLn(C), GLn(R)). The non-archimedean case was proven in [Fli].

• (On+k(C), On(C)×Ok(C)).

• (GLn(C), On(C)).

• (GL2n(F ), Sp2n(F )) for F = R,C. The non-archimedean case was proven in [HR].

• (GLn+1(F ), (GLn(F ))) is a strong Gelfand pair (i.e. (GLn+1(F ) ×
(GLn(F )),∆(GLn(F ))) is a Gelfand pair) .

The proof is based on various tools that we have developed in order to work with invariant
distributions.

There are other methods for proving the Gelfand property apart from the Gelfand-
Kazhdan method. Most of them are based on deducing the Gelfand property of one pair
from the Gelfand property of another pair. In this thesis there are two examples of such
methods.

The theory of invariant distributions has also different applications in representation
theory, and we will discuss some of these applications, too.

Content of the thesis

In the introduction we discuss the results that appear in the thesis in more details. Chap-
ter 2 consists of the papers which I wrote during my Ph.D. Studies that are discussed in
the introduction. Chapter 3 contains a discussion about possible extensions of the results
discussed in the thesis.
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Chapter 1

Introduction

1.1 Gelfand pairs

Most of the problems in modern harmonic analysis are closely related to the following
class of problems: let X be some space, and F (X) a space of (complex valued) functions
on X of a certain type. Suppose that X possesses some symmetries. Could one find a
basis for F (X) that behaves in a “good” way with respect to those symmetries?

As a first step for solving this class of problems one can look at its following con-
cretization: suppose that there exists a group of symmetries G that acts transitively on
X. How does F (X) decomposes into irreducible representation of G? This question gives
rise to the following notion: a pair (G,H) consisting of a group and a subgroup is said
to be a Gelfand pair if any irreducible representation of G is “included” in F (G/H) with
multiplicity at most 1.

In any given case one should specify what kind of representations and functions we
consider, and what does one mean by “included”. For the case of reductive groups over
local fields, there are several ways to do this (section 2 in [AGS] – see Chapter 2 below).

An overview of the theory of Gelfand pairs can be found, for example, in [vD].
Note that if a pair (G,H) is a Gelfand pair then the “decomposition” of F (G/H) is

unique. By Frobenius reciprocity the Gelfand property is equivalent to the fact that any
irreducible representation of G, when restricted to H, “includes” the trivial representation
with multiplicity at most 1.

One can consider the representation theory of the group G as the harmonic analysis
of the space F (G) with respect to the two-sided action of G×G. From this point of view,
Schur’s lemma is equivalent to the Gelfand property of (G×G,G).

Gelfand pairs have various applications to classical questions of representation theory
and harmonic analysis. These include the classification of representations, and construct-
ing canonical bases for irreducible representations and spaces of functions on homogenous
spaces. More recent applications of Gelfand pairs are in the theory of automorphic forms,
for instance in splitting of automorphic periods and in the relative trace formula. Some
of these applications are described in [Gro].

1.1.1 Strong Gelfand pairs

A stronger version of the notion of a Gelfand pair is the following one:
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A pair (G,H) is said to be a strong Gelfand pair if any irreducible representation of
G, when restricted to H, “includes” any irreducible representation of H with multiplicity
at most 1.

The notion of Gelfand pair and strong Gelfand pair are connected in the following
way: a pair (G,H) is a strong Gelfand pair if and only if the pair (G × H,∆H) is a
Gelfand pair (here ∆H means the diagonal embedding of H in G×H).

In this thesis we prove the Gelfand property and the strong Gelfand property for
various pairs.

1.1.2 Gelfand-Kazhdan criterion

The main tool to prove that a pair (G,H) is a Gelfand pair is the following criterion by
Gelfand and Kazhdan ([GK]). Suppose that there exists an involutive anti-automorphism
σ of G such that any distribution on G which is invariant with respect to the H × H
two-sided action is invariant with respect to σ. Then the pair (G,H) is a Gelfand pair.
This criterion implies an analogous criterion for strong Gelfand pairs.

1.1.3 Symmetric pairs

Most of the results in this thesis are about symmetric pairs. Symmetric pairs are pairs
(G,H) where H is the group of fixed points of some involution on G. For a symmetric
pair there is a simple necessary condition to be a Gelfand pair. In the papers [AG3],
[AG4], [AS] and [Aiz] (see Chapter 2 below) we proved that in many cases this condition
is also sufficient. In particular, we obtain the following results

Theorem 1.1.3.1. The following pairs are Gelfand pairs:

• (GLn+k(F ), GLn(F )×GLk(F )) for F = R,C. The non-archimedean case was proven
in [JR].

• (GLn(C), GLn(R)). The non-archimedean case was proven in [Fli].

• (On+k(C), On(C)×Ok(C)).

• (GLn(C), On(C)).

• (GL2n(F ), Sp2n(F )) for F = R,C. The non-archimedean case was proven in [HR].

These pairs include most of the symmetric pairs over the field of complex numbers.
It is conjectured that all the symmetric pairs over the field of complex numbers are Gelfand
pairs.

1.1.4 The strong Gelfand property of the pair
(GLn+1(F ), GLn(F ))

Another important result in this thesis is the following theorem.
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Theorem 1.1.4.1. Let F be an arbitrary local field of characteristic 0. Let GLn(F ) be
embedded into GLn+1(F ) in the standard way. Let GLn(F ) act on GLn+1(F ) by conjuga-
tion. Then any GLn(F )-invariant distribution on GLn+1(F ) is also invariant with respect
to transposition.

This theorem was conjectured in the 1980-s by Bernstein and Rallis.
We proved this theorem for non-Archimedean F in [AGRS] and for Archimedean F

in [AG5] (see Chapter 2 below). The Archimedean case was done independently in [SZ].
In [Aiz] (see Chapter 2 below), we gave a uniform proof of this theorem for all local fields
of characteristic 0.

This theorem implies that the pair (GLn+1(F ), GLn(F )) is a strong Gelfand pair.
In [AGRS] (see Chapter 2 below) we also proved analogous results for the orthogonal

and the unitary groups over non-Archimedean F . These cases for Archimedean F appears
in [SZ].

For some applications of those theorems, see [GP], [GGP], [Wal].
This theorem also implies Kirillov’s conjecture. Kirillov’s conjecture was proven

before in [Ber] for non-Archimedean F , in [Sah] for the field of the complex numbers and
in [Bar] for any Archimedean F .

1.1.5 General strategy for proving Gelfand property

Here is a brief description of the general strategy for verifying the conditions of Gelfand-
Kazhdan criterion for reductive groups that is used in the works above.

One can easily see that a necessary condition for the Gelfand-Kazhdan criterion to
work is that σ preserve any closed H × H-coset. If this condition holds, then one can
use an inductive argument based on geometric invariant theory (more precisely Luna’s
slice theorem) to reduce the problem to the study of certain equivariant distributions on
a linear space. These distributions are supported in a certain small subset, called the
nilpotent cone. Then we use non-geometric tools based on Fourier transform and various
kinds of “uncertainty principles” in order to prove the vanishing of such distributions. The
“uncertainty principles” that I used in my work were based on the Weil representation
and the integrability theorem (from the theory of D-modules).

1.2 Other methods for proving Gelfand property

1.2.1 Positive characteristic versus zero characteristic

There are many methods that allow one to relate problems over fields of positive charac-
teristic with problems over fields of zero characteristic. Most of these methods are based
on approximating a field of zero characteristic with fields of positive characteristic. How-
ever, there is a different method developed in [Kaz], which is based on approximating a
local field of positive characteristic with local fields of zero characteristic.

In this work the following theorem is proven: let G be a reductive group that splits
over Z. Then the Hecke algebra of compactly supported functions on G(F ) which are
double invariant with respect to a given congruence subgroup K does not change when we
replace F with a “close enough” local field F ′. This theorem means that the representation
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theory of G(F ), when F is a field of positive characteristic, can be approximated by the
representation theory of G(F ′), where F ′ is a field of zero characteristic.

In the work [AAG] (see Chapter 2 below), we prove an analog of this theorem. It
states that for certain pairs (G,H), harmonic analysis over the space G(F )/H(F ), when
F is a field of positive characteristic, can be approximated by harmonic analysis over the
space G(F ′)/H(F ′) where F ′ is a field of zero characteristic. We apply this in order to
deduce the Gelfand property of some pairs over fields of positive characteristic from the
Gelfand property of these pairs over fields of zero characteristic. In particular, we prove
the following theorem:

Theorem 1.2.1.1. Let F be a local field of positive characteristic. Then

• The pair (GLn+1(F ), GLn(F )) is a strong Gelfand pair.

• Suppose that char(F ) 6= 2, then the pair (GL2n(F ), GLn(F )×GLn(F )) is a Gelfand
pair.

Note that the proofs in [AGRS] (see Chapter 2 below) and [JR] of the zero char-
acteristic case cannot be directly applied for the positive characteristic case, since they
heavily rely on Jordan decomposition which is problematic in positive characteristic. The
proof in [AAG] (see Chapter 2 below) relies on the theory of the Bernstein center (see
[BD]) and on certain smoothness analysis of some group schemes over local rings.

1.2.2 Integration of invariant functionals

An important construction in representation theory is an averaging, with respect to the
action of a subgroup H1 ⊂ G, of an H2-invariant functional on a representation of G,
where H2 ⊂ G is another subgroup. Many constructions in representation theory and
automorphic forms (such as intertwining operators, periods of automorphic forms, certain
L-factors, etc.) can be viewed as a special case of the above construction. Note that
often this integral does not converge and one has to regularize it, usually using analytic
continuation. One can use this construction in order to deduce the Gelfand property of
one pair from the Gelfand property of another pair. This was implemented in the work
[AGJ] (see Chapter 2 below), where we proved the uniqueness of Shalika functionals in
the Archimedean case. The non-Archimedean counterpart of this problem was done in
[JR].

1.3 Invariant distributions

As it was mentioned earlier, the main tool to prove the Gelfand property are invariant
distributions. I consider this topic to be interesting in its own right, and not only a tool
to prove the Gelfand property. We studied this subject in the papers [AG1] and [AG2].
Considerable parts of the works [AG3] and [Aiz] and some parts of [AGS] and [AG6] (see
Chapter 2 below) are also devoted to this subject.
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1.3.1 Integrability theorem

An important tool in the theory of invariant distributions over real manifolds is the inte-
grability theorem. The integrability theorem is a theorem from the theory of D−modules
which implies that the characteristic variety of a distribution on a real algebraic manifold
X is a co-isotropic sub-variety of T ∗X. The theory of D−modules is not applicable to
the p-adic case. However, the notion of the characteristic variety still exists in the non-
Archimedean case (to be more precise, the notion of the wave front set, which is an analytic
counterpart of the notion of the characteristic variety exists in the non-Archimedean case).
In [Aiz] (see Chapter 2 below), we introduced a partial analog of the integrability theorem
for the non-Archimedean case. Namely we introduced the notion of “weakly co-isotropic”
sub-variety of T ∗X and proved the following theorem

Theorem 1.3.1.1. Let ξ be a distribution over analytic manifold X over non-archimedean
filed. Then the wave front set of ξ is “weakly co-isotropic” sub-variety of T ∗X.

1.3.2 Matching problems

There are other problems in representation theory that can be solved using invariant
distributions beside determination of Gelfand pairs. One such problem concerns the
comparison of spaces of invariant distributions. Namely, let a group G act on a space X.
The space of invariant (or equivariant) distributions on X can often be described in terms
of the space of functions on the set of regular G-orbits that are obtained by taking the
orbital integrals of smooth (to be precise, Schwartz) functions on X. Suppose we have
another group G′ that acts on a space X ′. Suppose that the set of regular G-orbits on X
coincides with the set of regular G′-orbits on X ′. Sometimes the spaces of functions on the
set of regular orbits that are obtained by taking the orbital integrals also coincide. This
phenomenon is crucial in the trace formula, which is an important tool in the Langlands
program. Note that usually the spaces of functions described above do not coincide, and
one should introduce a matching factor in order to make them identical.

In the work [AG6] (see Chapter 2 below), we establish the following special case of
this phenomenon.

Theorem 1.3.2.1. Let Nn be the group of n× n upper unipotent matrices. Let N(R)×
N(R) act on GLn(R) by (n1, n2)(x) = nt

1xn2. Let A ⊂ GLn be the set of diagonal
matrices. Let Ω̃1 : S(GLn(R))→ C∞(A) be a map defined by

Ω̃1(f)(a) = α(a)

∫

n∈N(R)×N(R)
f(n(a))ψ(n)dn,

where ψ is a “non-degenerate” character of N(R) × N(R) and α is some normalizing
factor. Let Sn be the space of non-degenerate hermitian forms and let N(C) act on it by
n(x) = ntxn. Let Ω̃2 : S(Sn)→ C∞(A) be a map defined similarly to Ω̃1.

Then Im(Ω̃2) = Im(Ω̃1)

The non-Archimedean counterpart of this theorem was done in [Jac].
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Chapter 2

Papers

In this chapter we present the papers [AGS],[AG3],[AG4], [AS], [AGRS] ,[AG5], [AAG],
[AGJ],[AG6]
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(GLn+1(F ),GLn(F )) IS A GELFAND PAIR

FOR ANY LOCAL FIELD F

AVRAHAM AIZENBUD, DMITRY GOUREVITCH, AND EITAN SAYAG

Abstract. Let F be an arbitrary local field. Consider the standard embed-

ding GLn(F ) ↪→ GLn+1(F ) and the two-sided action of GLn(F )×GLn(F ) on
GLn+1(F ).

In this paper we show that any GLn(F ) × GLn(F )-invariant distribution

on GLn+1(F ) is invariant with respect to transposition.
We show that this implies that the pair (GLn+1(F ), GLn(F )) is a Gelfand

pair. Namely, for any irreducible admissible representation (π,E) of GLn+1(F ),

dimHomGLn(F )(E,C) ≤ 1.

For the proof in the archimedean case we develop several tools to study

invariant distributions on smooth manifolds.
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1. Introduction

Let F be an arbitrary local field. Consider the standard imbedding GLn(F ) ↪→
GLn+1(F ). We consider the two-sided action of GLn(F ) × GLn(F ) on GLn+1(F )
defined by (g1, g2)h := g1hg

−1
2 . In this paper we prove the following theorem:

Theorem (A). Any GLn(F ) × GLn(F ) invariant distribution on GLn+1(F ) is
invariant with respect to transposition.

Theorem A has the following consequence in representation theory.

Theorem (B). Let (π,E) be an irreducible admissible representation of GLn+1(F ).
Then

(1) dimHomGLn(F )(E,C) ≤ 1.

Since any character of GLn(F ) can be extended to GLn+1(F ), we obtain

Corollary. Let (π,E) be an irreducible admissible representation of GLn+1(F ) and
let χ be a character of GLn(F ). Then

dimHomGLn(F )(π, χ) ≤ 1.

In the non-archimedean case we use the standard notion of admissible represen-
tation (see [BZ]). In the archimedean case we consider admissible smooth Fréchet
representations (see section 2).

Theorem B has some application to the theory of automorphic forms, more
specifically to the factorizability of certain periods of automorphic forms on GLn

(see [Fli] and [FN]).
We deduce Theorem B from Theorem A using an argument due to Gelfand and

Kazhdan adapted to the archimedean case. In our approach we use two deep results:
the globalization theorem of Casselman-Wallach (see [Wal2]), and the regularity
theorem of Harish-Chandra ([Wal1], chapter 8).

Clearly, Theorem B implies in particular that (1) holds for unitary irreducible
representations of GLn+1(F ). That is, the pair (GLn+1(F ),GLn(F )) is a general-
ized Gelfand pair in the sense of [vD] and [BvD].

The notion of Gelfand pair was studied extensively in the literature both in the
setting of real groups and p-adic groups (e.g. [GK], [vD], [vDP], [BvD], [Gro],
[Pra] and [JR] to mention a few). In [vD], the notion of generalized Gelfand pair is
defined by requiring a condition of the form (1) for irreducible unitary representa-
tions. The definition suggested in [Gro] refers to the non-archimedean case and to
a property satisfied by all irreducible admissible representations. In both cases, the
verification of the said condition is achieved by means of a theorem on invariant
distributions. However, the required statement on invariant distributions needed
to verify condition (1) for unitary representation concerns only positive definite
distributions. We elaborate on these issues in section 2.
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1.1. Related results.
Several existing papers study related problems.
The case of non-archimedean fields of zero characteristic is covered in [AGRS]

(see also [AG2]) where it is proven that the pair (GLn+1(F ), GLn(F )) is a strong
Gelfand pair i.e. dimH(π, σ) ≤ 1 for any irreducible admissible representation π of
G and any irreducible admissible representation σ of H. Here H = GLn(F ) and
G = GLn+1(F ).

In [JR], it is proved that (GLn+1(F ),GLn(F )×GL1(F )) is a Gelfand pair, where
F is a local non-archimedean field of zero characteristic.

In [vDP] it is proved that for n ≥ 2 the pair (SLn+1(R), GLn(R)) is a gener-
alized Gelfand pair and a similar result is obtained in [BvD] for the p-adic case,
for n ≥ 3. We emphasize that these results are proved in the realm of unitary
representations. Another difference between these works and the present paper is
that the embedding GLn(F ) ⊂ GLn+1(F ) studied here does not factor through
the embedding GLn(F ) ↪→ SLn+1(F ) of [vDP]. In particular, (GL2(R), GL1(R))
is a generalized Gelfand pair, and the pair (SL2(R), GL1(R)) is not a generalized
Gelfand pair ([Mol],[vD]).

1.2. Content of the Paper.
We now briefly sketch the structure and content of the paper.
In section 2 we prove that Theorem A implies Theorem B. For this we clar-

ify the relation between the theory of Gelfand pairs and the theory of invariant
distributions both in the setting of [vD] and in the setting of [Gro].

In section 3 we present the proof of theorem A in the non-archimedean case.
This section gives a good introduction to the rest of the paper since it contains
many of the ideas but is technically simpler.

In section 4 we provide several tools to study invariant distributions on smooth
manifolds. We believe that these results are of independent interest. In particular
we introduce an adaption of a trick due to Bernstein which is very useful in the
study of invariant distributions on vector spaces (proposition 4.3.2). These results
partly relay on [AG1].

In section 5 we prove Theorem A in the archimedean case. This is the main
result of the paper. The scheme of the proof is similar to the non-archimedean
case. However, it is complicated by the fact that distributions on real manifolds do
not behave as nicely as distributions on `-spaces (see [BZ]).

We now explain briefly the main difference between the study of distributions
on `-spaces and distributions on real manifolds.

The space of distributions on an `-space X supported on a closed subset Z ⊂ X
coincides with the space of distributions on Z. In the presence of group action on
X, one can frequently use this property to reduce the study of distributions on X
to distributions on orbits, that is on homogenous spaces. Although this property
fails for distributions on real manifolds, one can still reduce problems to orbits. In
the case of finitely many orbits this is studied in [Bru], [CHM], [AG1].

We mention that unlike the p-adic case, after the reduction to the orbits one
needs to analyze generalized sections of symmetric powers of the normal bundles to
the orbits, and not just distributions on those orbits. Here we employ a trick, propo-
sition 4.3.1, which allows us to recover this information from a study of invariant
distributions on a larger space.
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In section A we provide the proof for the Frobenius reciprocity. The proof follows
the proof in [Bar] (section 3).

In section B we prove the rest of the statements of section 4.
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2. Generalized Gelfand pairs and invariant distributions

In this section we show that Theorem A implies Theorem B. When F is non-
archimedean this is a well known argument of Gelfand and Kazhdan (see [GK,
Pra]). When F is archimedean and the representations in question are unitary
such a reduction is due to [Tho]. We wish to consider representations which are not
necessarily unitary and present here an argument which is valid in the generality
of admissible smooth Fréchet representations. Our treatment is close in spirit to
[Sha] (where multiplicity one result of Whittaker model is obtained for unitary
representation) but at a crucial point we need to use the globalization theorem of
Casselman-Wallach.

2.1. Smooth Fréchet representations.
The theory of representations in the context of Fréchet spaces is developed in

[Cas2] and [Wal2]. We present here a well-known slightly modified version of that
theory.

Definition 2.1.1. Let V be a complete locally convex topological vector space.
A representation (π, V,G) is a continuous map G × V → V . A representation is
called Fréchet if there exists a countable family of semi-norms ρi on V defining
the topology of V and such that the action of G is continuous with respect to each
ρi. We will say that V is smooth Fréchet representation if, for any X ∈ g the
differentiation map v 7→ π(X)v is a continuous linear map from V to V .

An important class of examples of smooth Fréchet representations is obtained
from continuous Hilbert representations (π,H) by considering the subspace of
smooth vectors H∞ as a Fréchet space (see [Wal1] section 1.6 and [Wal2] 11.5).

We will consider mostly smooth Fréchet representations.

Remark 2.1.2. In the language of [Wal2] and [Cas] the representations above are
called smooth Fréchet representations of moderate growth.

Recall that a smooth Fréchet representation is called admissible if it is finitely
generated and its underlying (g,K)-module is admissible. In what follows admis-
sible representation will always refer to admissible smooth Fréchet representation.
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For a smooth admissible Fréchet representation (π,E) we denote by (π̃, Ẽ) the
smooth contragredient of (π,E).

We will require the following corollary of the globalization theorem of Casselman
and Wallach (see [Wal2] , chapter 11).

Theorem 2.1.3. Let E be an admissible Fréchet representation, then there exists
a continuous Hilbert space representation (π,H) such that E = H∞.

This theorem follows easily from the embedding theorem of Casselman combined
with Casselman-Wallach globalization theorem.

Fréchet representations ofG can be lifted to representations of S(G), the Schwartz
space of G. This is a space consisting of functions on G which, together with all
their derivatives, are rapidly decreasing (see [Cas]. For an equivalent definition see
section 4.1).

For a Fréchet representation (π,E) of G, the algebra S(G) acts on E through

(2) π(φ) =

∫

G

φ(g)π(g)dg

(see [Wal1], section 8.1.1).
The following lemma is straitforward:

Lemma 2.1.4. Let (π,E) be an admissible Fréchet representation of G and let

λ ∈ E∗. Then φ→ π(φ)λ is a continuous map S(G) → Ẽ.

The following proposition follows from Schur’s lemma for (g,K) modules (see
[Wal1] page 80) in light of Casselman-Wallach theorem.

Proposition 2.1.5. Let G be a real reductive group. LetW be a Fréchet representation
of G and let E be an irreducible admissible representation of G. Let T1, T2 :W ↪→ E
be two embeddings of W into E. Then T1 and T2 are proportional.

We need to recall the basic properties of characters of representations.

Proposition 2.1.6. Assume that (π,E) is admissible Fréchet representation. Then
π(φ) is of trace class, and the assignment φ → trace(π(φ)) defines a continu-
ous functional on S(G) i.e. a Schwartz distribution. Moreover, the distribution
χπ(φ) = trace(π(φ)) is given by a locally integrable function on G.

The result is well known for continuous Hilbert representations (see [Wal1] chap-
ter 8). The case of admissible Fréchet representation follows from the case of Hilbert
space representation and theorem 2.1.3.

Another useful property of the character (see loc. cit.) is the following proposi-
tion:

Proposition 2.1.7. If two irreducible admissible representations have the same
character then they are isomorphic.

Proposition 2.1.8. Let (π,E) be an admissible representation. Then
˜̃
E ∼= E.

For proof see pages 937-938 in [GP].

2.2. Three notions of Gelfand pair.
Let G be a real reductive group and H ⊂ G be a subgroup. Let (π,E) be an

admissible Fréchet representation of G as in the previous section. We are interested
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in representations (π,E) which admit a continuous H-invariant linear functional.
Such representations of G are called H-distinguished.

Put differently, let HomH(E,C) be the space of continuous functionals λ : E →
C satisfying

∀e ∈ E,∀h ∈ H : λ(he) = λ(e)

The representation (π,E) is called H-distinguished if HomH(E,C) is non-zero.
We now introduce three notions of Gelfand pair and study their inter-relations.

Definition 2.2.1. Let H ⊂ G be a pair of reductive groups.

• We say that (G,H) satisfy GP1 if for any irreducible admissible represen-
tation (π,E) of G we have

dimHomH(E,C) ≤ 1

• We say that (G,H) satisfy GP2 if for any irreducible admissible represen-
tation (π,E) of G we have

dimHomH(E,C) · dimHomH(Ẽ,C) ≤ 1

• We say that (G,H) satisfy GP3 if for any irreducible unitary representa-
tion (π,W ) of G on a Hilbert space W we have

dimHomH(W∞,C) ≤ 1

Property GP1 was established by Gelfand and Kazhdan in certain p-adic cases
(see [GK]). Property GP2 was introduced by [Gro] in the p-adic setting. Prop-
erty GP3 was studied extensively by various authors under the name generalized
Gelfand pair both in the real and p-adic settings (see e.g. [vDP], [BvD]).

We have the following straitforward proposition:

Proposition 2.2.2. GP1 ⇒ GP2 ⇒ GP3.

2.3. Gelfand pairs and invariant distributions.
The theory of generalized Gelfand pairs as developed in [vDP] and [Tho] provides

the following criterion to verify GP3.

Theorem 2.3.1. Let τ be an involutive anti-automorphism of G such that τ(H) =
H. Suppose τ(T ) = T for all bi H-invariant positive definite distributions T on G.
Then (G,H) satisfies GP3.

This is a slight reformulation of Criterion 1.2 of [vD], page 583.
We now consider an analogous criterion which allows the verification of GP2.

This is inspired by the famous Gelfand-Kazhdan method in the p-adic case.

Theorem 2.3.2. Let τ be an involutive anti-automorphism of G and assume that
τ(H) = H. Suppose τ(T ) = T for all bi H-invariant distributions 1 on G. Then
(G,H) satisfies GP2.

Proof. Let (π,E) be an irreducible admissible Fréchet representation. If E or Ẽ
are not distinguished by H we are done. Thus we can assume that there exists
a non-zero λ : E → C which is H-invariant. Now let `1, `2 be two non-zero H-

invariant functionals on Ẽ. We wish to show that they are proportional. For this
we define two distributions D1, D2 as follows

Di(φ) = `i(π(φ)λ)

1In fact it is enough to check this only for Schwartz distributions.
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for i = 1, 2. Here φ ∈ S(G). Note that Di are also Schwartz distributions. Both
distributions are bi-H-invariant and hence, by the assumption, both distributions
are τ invariant. Now consider the bilinear forms on S(G) defined by

Bi(φ1, φ2) = Di(φ1 ∗ φ2).
Since E is irreducible, the right kernel of B1 is equal to the right kernel of B2. We
now use the fact that Di are τ invariant. Denote by Ji the left kernels of Bi. Then
J1 = J2 which we denote by J . Consider the Fréchet representation W = S(G)/J
and define the maps Ti : S(G) → ˜̃

E ∼= E by Ti(φ) = π(φ)`i. These are well
defined by Lemma 2.1.4 and we use the same letters to denote the induced maps
Ti :W → E. By proposition 2.1.5, T1 and T2 are proportional and hence `1 and `2
are proportional and the proof is complete. �

2.4. Archimedean analogue of Gelfand-Kazhdan’s theorem.
To finish the proof that Theorem A implies Theorem B we will show that in

certain cases, the property GP1 is equivalent to GP2.

Proposition 2.4.1. Let H < GLn(F ) be a transposition invariant subgroup. Then
GP1 is equivalent to GP2 for the pair (GLn(F ),H).

For the proof we need the following notation. For a representation (π,E) of
GLn(F ) we let (π̂, E) be the representation of GLn(F ) defined by π̂ = π ◦ θ, where
θ is the (Cartan) involution θ(g) = g−1

t
. Since

HomH(π,C) = HomH(π̂,C)
the following analogue of Gelfand-Kazhdan theorem is enough.

Theorem 2.4.2. Let (π,E) be an irreducible admissible representation of GLn(F ).
Then π̂ is isomorphic to π̃.

Remark 2.4.3. This theorem is due to Gelfand and Kazhdan in the p-adic case (they
show that any distribution which is invariant to conjugation is transpose invariant,
in particular this is valid for the character of an irreducible representation) and due
to Shalika for unitary representations which are generic ([Sha]). We give a proof in
complete generality based on Harish-Chandra regularity theorem (see chapter 8 of
[Wal1]).

Proof of theorem 2.4.2. Consider the characters χeπ and χbπ. These are locally in-
tegrable functions on G that are invariant with respect to conjugation. Clearly,

χbπ(g) = χπ(g
−1t)

and

χeπ(g) = χπ(g
−1).

But for g ∈ GLn(F ), the elements g−1 and g−1
t
are conjugate. Thus, the characters

of π̂ and π̃ are identical. Since both are irreducible, Theorem 8.1.5 in [Wal1], implies
that π̂ is isomorphic to π̃. �

Corollary 2.4.4. Theorem A implies Theorem B.

Remark 2.4.5. The above argument proves also that Theorem B follows from a
weaker version of Theorem A, where only Schwartz distributions are considered
(these are continuous functionals on the space S(G) of Schwartz functions).
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Remark 2.4.6. The non-archimedean analogue of theorem 2.3.2 is a special case
of Lemma 4.2 of [Pra]. The rest of the argument in the non-archimedean case is
identical to the above.

3. Non-archimedean case

In this section F is a non-archimedean local field of arbitrary characteristic. We
will use the standard terminology of l-spaces introduced in [BZ], section 1. We
denote by S(X) the space of Schwartz functions on an l-space X, and by S∗(X)
the space of distributions on X equipped with the weak topology.

We fix a nontrivial additive character ψ of F .

3.1. Preliminaries.

Definition 3.1.1. Let V be a finite dimensional vector space over F . A subset
C ⊂ V is called a cone if it is homothety invariant.

Definition 3.1.2. Let V be a finite dimensional vector space over F . Note that
F× acts on V by homothety. This gives rise to an action ρ of F× on S∗(V ). Let α
be a character of F×.

We call a distribution ξ ∈ S∗(V ) homogeneous of type α if for any t ∈ F×,
we have ρ(t)(ξ) = α−1(t)ξ. That is, for any function f ∈ S(V ), ξ(ρ(t−1)(f)) =
α(t)ξ(f), where ρ(t−1)(f)(v) = f(tv).

Let LsubsetF be a subfield. We will call a distribution ξ ∈ S∗(V ) L-homogeneous
of type α if for any t ∈ L×, we have ρ(t)(ξ) = α−1(t)ξ.

Example 3.1.3. A Haar measure on V is homogeneous of type | · |dimV . The Dirac’s
δ-distribution is homogeneous of type 1.

The following proposition is straightforward.

Proposition 3.1.4. Let a l-group G act on an l-space X. Let X =
⋃l

i=0Xi be a
G-invariant stratification of X. Let χ be a character of G. Suppose that for any
i = 1 . . . l, S∗(Xi)

G,χ = 0. Then S∗(X)G,χ = 0.

Proposition 3.1.5. Let Hi ⊂ Gi be l-groups acting on l-spaces Xi for i = 1 . . . n.
Suppose that S∗(Xi)

Hi = S∗(Xi)
Gi for all i. Then S∗(∏Xi)

Q
Hi = S∗(∏Xi)

Q
Gi .

Proof. It is enough to prove the proposition for the case n = 2. Let ξ ∈ S∗(X1 ×
X1)

H1×H2 . Fix f1 ∈ S(X1) and f2 ∈ S(X1). It is enough to prove that for any
g1 ∈ G1 and g2 ∈ G2 , we have ξ(g1(f1)⊗ g2(f2)) = ξ(f1 ⊗ f2). Let ξ1 ∈ S∗(X1) be
the distribution defined by ξ1(f) := ξ(f ⊗ f2). It is H1-invariant. Hence also G1-
invariant. Thus ξ(f1 ⊗ f2) = ξ(g1(f1)⊗ f2). By the same reasons ξ(g1(f1)⊗ f2) =
ξ(g1(f1)⊗ g2(f2)). �

We will use the following important theorem proven in [Ber1], section 1.5.

Theorem 3.1.6 (Frobenius reciprocity). Let a unimodular l-group G act transi-
tively on an l-space Z. Let ϕ : X → Z be a G-equivariant continuous map. Let
z ∈ Z. Suppose that its stabilizer StabG(z) is unimodular. Let Xz be the fiber
of z. Let χ be a character of G. Then S∗(X)G,χ is canonically isomorphic to
S∗(Xz)

StabG(z),χ.

The next proposition formalizes an idea from [Ber2]. The key tool used in its
proof is Fourier Transform.



(GLn+1(F ),GLn(F )) IS A GELFAND PAIR 9

Proposition 3.1.7. Let G be an l-group. Let V be a finite dimensional represen-
tation of G over F . Suppose that the action of G preserves some non-degenerate

bilinear form on V . Let V =
n⋃

i=1

Ci be a stratification of V by G-invariant cones.

Let X be a set of characters of F× such that the set X · X does not contain the
character | · |dimV . Let χ be a character of G. Suppose that for any i, the space
S∗(Ci)

G,χ consists of homogeneous distributions of type α for some α ∈ X. Then
S∗(V )G,χ = 0.

In section B.3 we prove an archimedean analog of this proposition, and the same
proof is applicable in this case.

3.2. Proof of Theorem A for non-archimedean F .
We need some further notations.

Notation 3.2.1. Denote H := Hn := GLn := GLn(F ). Denote

G := Gn := {(h1, h2) ∈ GLn ×GLn| det(h1) = det(h2)}.
We consider H to be diagonally embedded to G.

Consider the action of the 2-element group S2 on G given by the involution

(h1, h2) 7→ (h−12

t
, h−11

t
). It defines a semidirect product G̃ := G̃n := G o S2.

Denote also H̃ := H̃n := Hn o S2.
Let V = Fn and X := Xn := gln(F )× V × V ∗.
The group G̃ acts on X by

(h1, h2)(A, v, φ) := (h1Ah
−1
2 , h1v, h

−1
2

t
φ) and

σ(A, v, φ) := (At, φt, vt)

where (h1, h2) ∈ G and σ is the generator of S2. Note that G̃ acts separately on

gln and on V × V ∗. Define a character χ of G̃ by χ(g, s) := sign(s).

We will show that the following theorem implies Theorem A.

Theorem 3.2.2. S∗(X)
eG,χ = 0.

3.2.1. Proof that theorem 3.2.2 implies theorem A.
We will divide this reduction to several propositions.

Consider the action of G̃n on GLn+1 and on gln+1, where Gn acts by the two-sided
action and the generator of S2 acts by transposition.

Proposition 3.2.3. If S∗(GLn+1)
eGn,χ = 0 then theorem A holds.

The proof is straightforward.

Proposition 3.2.4. If S∗(gln+1)
eGn,χ = 0 then S∗(GLn+1)

eGn,χ = 0.

Proof.2 Let ξ ∈ S∗(GLn+1)
eGn,χ. We have to prove ξ = 0. Assume the contrary.

Take p ∈ Supp(ξ). Let t = det(p). Let f ∈ S(F ) be such that f vanishes in a
neighborhood of zero and f(t) 6= 0. Consider the determinant map det : GLn+1 →
F . Consider ξ′ := (f ◦ det) · ξ. It is easy to check that ξ′ ∈ S∗(GLn+1)

eGn,χ and

p ∈ Supp(ξ′). However, we can extend ξ′ by zero to ξ′′ ∈ S∗(gln+1)
eGn,χ, which is

zero by the assumption. Hence ξ′ is also zero. Contradiction. �

2This proposition is an adaption of a statement in [Ber1], section 2.2.
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Proposition 3.2.5. If S∗(Xn)
eGn,χ = 0 then S∗(gln+1)

eGn,χ = 0.

Proof. Note that gln+1 is isomorphic as a G̃n-equivariant l-space to Xn × F where
the action on F is trivial. This isomorphism is given by(

An×n vn×1
φ1×n t

)
7→ ((A, v, φ), t).

The proposition now follows from proposition 3.1.5. �
This finishes the proof that theorem 3.2.2 implies Theorem A.

3.2.2. Proof of theorem 3.2.2.
We will now stratify X(= gln × V × V ∗) and deal with each strata separately.

Notation 3.2.6. Denote W := Wn := Vn ⊕ V ∗n . Denote by Qi := Qi
n ⊂ gln the set

of all matrices of rank i. Denote Zi := Zi
n := Qi

n ×Wn.

Note that X =
⋃
Zi. Hence by proposition 3.1.4, it is enough to prove the

following proposition.

Proposition 3.2.7. S∗(Zi)
eG,χ = 0 for any i = 0, 1, ..., n.

We will use the following key lemma.

Lemma 3.2.8 (Non-archimedean Key Lemma). S∗(W )
eH,χ = 0.

For proof see section 3.3 below.

Corollary 3.2.9. Proposition 3.2.7 holds for i = n.

Proof. Clearly, one can extend the actions of G̃ on Qn and on Zn to actions of
˜GLn ×GLn := (GLn ×GLn)o S2 in the obvious way.

Step 1. S∗(Zn)
˜GLn×GLn,χ = 0.

Consider the projection on the first coordinate from Zn to the transitive ˜GLn ×GLn-

space Qn = GLn. Choose the point Id ∈ Qn. Its stabilizer is H̃ and its fiber is W .

Hence by Frobenius reciprocity (theorem 3.1.6), S∗(Zn)
˜GLn×GLn,χ ∼= S∗(W )

eH,χ

which is zero by the key lemma.

Step 2. S∗(Zn)
eG,χ = 0.

Consider the space Y := Zn × F× and let the group GLn × GLn act on it
by (h1, h2)(z, λ) := ((h1, h2)z,deth1 deth

−1
2 λ). Extend this action to action of

˜GLn ×GLn by σ(z, λ) := (σ(z), λ). Consider the projection Zn × F× → F×. By
Frobenius reciprocity (theorem 3.1.6),

S∗(Y )
˜GLn×GLn,χ ∼= S∗(Zn)

eG,χ.

Let Y ′ be equal to Y as an l-space and let ˜GLn ×GLn act on Y ′ by (h1, h2)(z, λ) :=

((h1, h2)z, λ) and σ(z, λ) := (σ(z), λ). Now Y is isomorphic to Y ′ as a ˜GLn ×GLn

space by ((A, v, φ), λ) 7→ ((A, v, φ), λ detA−1).

Since S∗(Zn)
˜GLn×GLn,χ = 0, proposition 3.1.5 implies that S∗(Y ′) ˜GLn×GLn,χ =

0 and hence S∗(Y )
˜GLn×GLn,χ = 0 and thus S∗(Zn)

eGn,χ = 0. �
Corollary 3.2.10. We have

S∗(Wi ×Wn−i)
Hi×Hn−i = S∗(Wi ×Wn−i)

eHi× eHn−i .
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Proof. It follows from the key lemma and proposition 3.1.5. �

Now we are ready to prove proposition 3.2.7.

Proof of proposition 3.2.7. Fix i < n. Consider the projection pr1 : Zi → Qi. It is

easy to see that the action of G̃ on Qi is transitive. We are going to use Frobenius
reciprocity.

Denote

Ai :=

(
Idi×i 0
0 0

)
∈ Qi.

Denote by GAi := StabG(Ai) and G̃Ai := Stab eG(Ai).
It is easy to check by explicit computation that

• GAi and G̃Ai are unimodular.
• Hi ×Gn−i can be canonically embedded into GAi .
• W is isomorphic to Wi ×Wn−i as Hi ×Gn−i-spaces.

By Frobenius reciprocity (theorem 3.1.6),

S∗(Zi)
eG,χ = S∗(W )

eGAi ,χ.

Hence it is enough to show that S∗(W )GAi = S∗(W )
eGAi . Let ξ ∈ S∗(W )GAi . By

the previous corollary, ξ is H̃i × H̃n−i-invariant. Since ξ is also GAi-invariant, it is

G̃Ai-invariant. �

3.3. Proof of the key lemma (lemma 3.2.8).
Our key lemma is proved in section 10.1 of [RS]. The proof below is slightly

different and more convenient to adapt to the archimedean case.

Proposition 3.3.1. It is enough to prove the key lemma for n = 1.

Proof. Consider the subgroup Tn ⊂ Hn consisting of diagonal matrices, and T̃n :=

Tn o S2 ⊂ H̃n. It is enough to prove S∗(Wn)
eTn,χ = 0.

Now, by proposition 3.1.5 it is enough to prove S∗(W1)
eH1,χ = 0. �

From now on we fix n := 1, H := H1, H̃ := H̃1 and W := W1. Note that
H = F× and W = F 2. The action of H is given by ρ(λ)(x, y) := (λx, λ−1y) and

extended to the action of H̃ by the involution σ(x, y) = (y, x).
Let Y := {(x, y) ∈ F 2|xy = 0} ⊂W be the cross and Y ′ := Y \ {0}.
By proposition 3.1.7, it is enough to prove the following proposition.

Proposition 3.3.2.

(i) S∗({0}) eH,χ = 0.

(ii) Any distribution ξ ∈ S∗(Y ′) eH,χ is homogeneous of type 1.

(iii) S∗(W \ Y )
eH,χ = 0.

Proof. (i) and (ii) are trivial.

(iii) Denote U :=W \ Y . We have to show S∗(U)
eH,χ = 0. Consider the coordinate

change U ∼= F××F× given by (x, y) 7→ (xy, x/y). It is an isomorphism of H̃-spaces

where the action of H̃ on F× × F× is only on the second coordinate, and given by

λ(w) = λ2w and σ(w) = w−1. Clearly, S∗(F×) eH,χ = 0 and hence by proposition

3.1.5 S∗(F× × F×) eH,χ = 0. �
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4. Preliminaries on equivariant distributions in the archimedean case

From now till the end of the paper F denotes an archimedean local field, that is
R or C. Also, the word smooth means infinitely differentiable.

4.1. Notations.

4.1.1. Distributions on smooth manifolds.
Here we present basic notations on smooth manifolds and distributions on them.

Definition 4.1.1. Let X be a smooth manifold. Denote by C∞c (X) the space of
complex-valued test functions on X, that is smooth compactly supported functions,
with the standard topology, i.e. the topology of inductive limit of Fréchet spaces.

Denote D(X) := C∞c (X)∗ equipped with the weak topology.
For any vector bundle E over X we denote by C∞c (X,E) the complexification

of space of smooth compactly supported sections of E and by D(X,E) its dual
space. Also, for any finite dimensional real vector space V we denote C∞c (X,V ) :=
C∞c (X,X × V ) and D(X,V ) := D(X,X × V ), where X × V is a trivial bundle.

Definition 4.1.2. Let X be a smooth manifold and let Z ⊂ X be a closed subset.
We denote DX(Z) := {ξ ∈ D(X)|Supp(ξ) ⊂ Z}.

For locally closed subset Y ⊂ X we denote DX(Y ) := DX\(Y \Y )(Y ). In the

same way, for any bundle E on X we define DX(Y,E).

Notation 4.1.3. Let X be a smooth manifold and Y be a smooth submanifold. We
denote by NX

Y := (TX |Y )/TY the normal bundle to Y in X. We also denote by
CNX

Y := (NX
Y )∗ the conormal bundle. For a point y ∈ Y we denote by NX

Y,y the

normal space to Y in X at the point y and by CNX
Y,y the conormal space.

We will also use notions of a cone in a vector space and of homogeneity type of a
distribution defined in the same way as in non-archimedean case (definitions 3.1.1
and 3.1.2).

4.1.2. Schwartz distributions on Nash manifolds.
Our proof of Theorem A uses a trick (proposition 4.3.2) involving Fourier Trans-

form which cannot be directly applied to distributions. For this we require a theory
of Schwartz functions and distributions as developed in [AG1]. This theory is devel-
oped for Nash manifolds. Nash manifolds are smooth semi-algebraic manifolds but
in the present work only smooth real algebraic manifolds are considered (section B
is a minor exception). Therefore the reader can safely replace the word Nash by
smooth real algebraic.

Schwartz functions are functions that decay, together with all their derivatives,
faster than any polynomial. On Rn it is the usual notion of Schwartz function. For
precise definitions of those notions we refer the reader to [AG1]. We will use the
following notations.

Notation 4.1.4. Let X be a Nash manifold. Denote by S(X) the Fréchet space of
Schwartz functions on X.

Denote by S∗(X) := S(X)∗ the space of Schwartz distributions on X.
For any Nash vector bundle E overX we denote by S(X,E) the space of Schwartz

sections of E and by S∗(X,E) its dual space.
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Definition 4.1.5. Let X be a smooth manifold, and let Y ⊂ X be a locally closed
(semi-)algebraic subset. Let E be a Nash bundle over X. We define S∗X(Y ) and
S∗X(Y,E) in the same way as DX(Y ) and DX(Y,E).

Remark 4.1.6. All the classical bundles on a Nash manifold are Nash bundles.
In particular the normal and conormal bundle to a Nash submanifold of a Nash
manifold are Nash bundles. For proof see e.g. [AG1], section 6.1.

Remark 4.1.7. For any Nash manifold X, we have C∞c (X) ⊂ S(X) and S∗(X) ⊂
D(X).

Remark 4.1.8. Schwartz distributions have the following two advantages over gen-
eral distributions:
(i) For a Nash manifold X and an open Nash submanifold U ⊂ X, we have the
following exact sequence

0 → S∗X(X \ U) → S∗(X) → S∗(U) → 0.

(see Theorem B.2.2 in Appendix B).
(ii) Fourier transform defines an isomorphism F : S∗(Rn) → S∗(Rn).

4.2. Basic tools.
We present here basic tools on equivariant distributions that we will use in this

paper. All the proofs are given in the appendices.

Theorem 4.2.1. Let a real reductive group G act on a smooth affine real algebraic

variety X. Let X =
⋃l

i=0Xi be a smooth G-invariant stratification of X. Let χ be
an algebraic character of G. Suppose that for any k ∈ Z≥0 and any 0 ≤ i ≤ l we
have D(Xi, Sym

k(CNX
Xi

))G,χ = 0. Then D(X)G,χ = 0.

For proof see appendix B.2.

Proposition 4.2.2. Let Hi ⊂ Gi be Lie groups acting on smooth manifolds Xi

for i = 1 . . . n. Let Ei → Xi be (finite dimensional) Gi-equivariant vector bundles.
Suppose that D(Xi, Ei)

Hi = D(Xi, Ei)
Gi for all i. Then D(

∏
Xi,�Ei)

Q
Hi =

D(
∏
Xi,�Ei)

Q
Gi , where � denotes the external product of vector bundles.

The proof of this proposition is the same as of its non-archimedean analog (propo-
sition 3.1.5).

Theorem 4.2.3 (Frobenius reciprocity). Let a unimodular Lie group G act tran-
sitively on a smooth manifold Z. Let ϕ : X → Z be a G-equivariant smooth map.
Let z0 ∈ Z. Suppose that its stabilizer StabG(z0) is unimodular. Let Xz0 be the
fiber of z0. Let χ be a character of G. Then D(X)G,χ is canonically isomorphic to
D(Xz0)

StabG(z0),χ. Moreover, for any G-equivariant bundle E on X and a closed
StabG(z0)-invariant subset Y ⊂ Xz0 , the space DX(GY,E)G,χ is canonically iso-
morphic to DXz0

(Y,E|Xz0 )StabG(z0),χ.

In section A we formulate and prove a more general version of this theorem.
The next theorem shows that in certain cases it is enough to show that there are

no equivariant Schwartz distributions. This will allow us to use Fourier transform.
We will need the following theorem from [AG3], Theorem 4.0.2.

Theorem 4.2.4. Let a real reductive group G act on a smooth affine real algebraic
variety X. Let V be a finite-dimensional algebraic representation of G. Suppose
that

S∗(X,V )G = 0.
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Then

D(X,V )G = 0.

For proof see [AG3], Theorem 4.0.2.

4.3. Specific tools.
We present here tools on equivariant distributions which are more specific to our

problem. All the proofs are given in Appendix B.

Proposition 4.3.1. Let a Lie group G act on a smooth manifold X. Let V be
a real finite dimensional representation of G. Suppose that G preserves the Haar
measure on V . Let U ⊂ V be an open non-empty G-invariant subset. Let χ be a
character of G. Suppose that D(X × U)G,χ = 0. Then D(X,Symk(V ))G,χ = 0.

For proof see section B.4.

Proposition 4.3.2. Let G be a Nash group. Let V be a finite dimensional repre-
sentation of G over F . Suppose that the action of G preserves some non-degenerate

bilinear form B on V . Let V =
n⋃

i=1

Si be a stratification of V by G-invariant Nash

cones.
Let X be a set of characters of F× such that the set X · X does not contain the

character | · |dimR V . Let χ be a character of G. Suppose that for any i and k, the
space S∗(Si, Sym

k(CNV
Si
))G,χ consists of homogeneous distributions of type α for

some α ∈ X. Then S∗(V )G,χ = 0.

For proof see section B.3.
In order to prove homogeneity of invariant distributions we will use the following

corollary of Frobenius reciprocity.

Proposition 4.3.3 (Homogeneity criterion). Let G be a Lie group. Let V be a finite
dimensional representation of G over F . Let C ⊂ V be a G-invariant G-transitive
smooth cone. Consider the actions of G× F× on V , C and CNV

C , where F× acts
by homotheties. Let χ be a character of G. Let α be a character of F×. Consider
the character χ′ := χ × α−1 of G × F×. Let x0 ∈ C and denote H := StabG(x0)
and H ′ := StabG×F×(x0). Suppose that G,H,H ′ are unimodular. Fix k ∈ Z≥0.

Then the space D(C,Symk(CNV
C ))G,χ consists of homogeneous distributions of

type α if and only if

(Symk(NV
C,x0

)⊗R C)H,χ = (Symk(NV
C,x0

)⊗R C)H
′,χ′

.

5. Proof of Theorem A for archimedean F

We will use the same notations as in the non-archimedean case (see notation 3.2.1).
Again, the following theorem implies Theorem A.

Theorem 5.0.1. D(X)
eG,χ = 0.

The implication is proven exactly in the same way as in the non-archimedean
case (subsection 3.2.1).
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5.1. Proof of theorem 5.0.1.
We will now stratify X(= gln × V × V ∗) and deal with each strata separately.

Notation 5.1.1. Denote W := Wn := Vn ⊕ V ∗n . Denote by Qi := Qi
n ⊂ gln the set

of all matrices of rank i. Denote Zi := Zi
n := Qi

n ×Wn.

Note that X =
⋃
Zi. Hence by theorem 4.2.1, it is enough to prove the following

proposition.

Proposition 5.1.2. D(Zi, Symk(CNX
Zi))

eG,χ = 0 for any k and i.

We will use the following key lemma.

Lemma 5.1.3 (Key Lemma). D(W )
eH,χ = 0.

For proof see subsection 5.2 below.

Corollary 5.1.4. Proposition 5.1.2 holds for i = n.

The proof is the same as in the non-archimedean case (corollary 3.2.9).

Corollary 5.1.5. D(Wn, Sym
k(gl∗n))

eG,χ = 0.

Proof. Consider the Killing form K : gl∗n → gln. Let U := K−1(Qn
n). In the same

way as in the previous corollary one can show that D(Wn × U)
eG,χ = 0. Hence by

proposition 4.3.1, D(Wn, Sym
k(gl∗n))

eG,χ = 0. �

Corollary 5.1.6. We have

D(Wi×Wn−i, Sym
k(0×gl∗n−i))

Hi×Gn−i = D(Wi×Wn−i, Sym
k(0×gl∗n−i))

eHi× eGn−i .

Proof. It follows from the key lemma, the last corollary and proposition 4.2.2. �

Now we are ready to prove proposition 5.1.2.

Proof of proposition 5.1.2. Fix i < n. Consider the projection pr1 : Zi → Qi. It is

easy to see that the action of G̃ on Qi is transitive. Denote

Ai :=

(
Idi×i 0
0 0

)
∈ Qi.

Denote by GAi := StabG(Ai) and G̃Ai := Stab eG(Ai). Note that they are unimod-
ular. By Frobenius reciprocity (theorem 4.2.3),

D(Zi, Symk(CNX
Zi))

eG,χ = D(W,Symk(CN
gln
Qi,Ai

))
eGAi ,χ.

Hence it is enough to show that

D(W,Symk(CN
gln
Qi,Ai

))GAi = D(W,Symk(CN
gln
Qi,Ai

))
eGAi .

It is easy to check by explicit computation that

• Hi ×Gn−i is canonically embedded into GAi ,
• W is isomorphic to Wi ×Wn−i as Hi ×Gn−i-spaces
• CN

gln
Qi,Ai

is isomorphic to 0× gl∗n−i as Hi ×Gn−i representations.

Let ξ ∈ D(W,Symk(CN
gln
Qi,Ai

))GAi . By the previous corollary, ξ is H̃i × G̃n−i-

invariant. Since ξ is also GAi-invariant, it is G̃Ai-invariant. �
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5.2. Proof of the key lemma (lemma 5.1.3).
As in the non-archimedean case, it is enough to prove the key lemma for n = 1

(see proposition 3.3.1).

From now on we fix n := 1, H := H1, H̃ := H̃1 and W := W1. Note that
H = F× and W = F 2. The action of H is given by ρ(λ)(x, y) := (λx, λ−1y) and

extended to the action of H̃ by the involution σ(x, y) = (y, x).
Let Y := {(x, y) ∈ F 2|xy = 0} ⊂W be the cross and Y ′ := Y \ {0}.

Lemma 5.2.1. Every (H̃, χ)-equivariant distribution on W is supported inside the
cross Y .

The proof of this lemma is identical to the proof of proposition 3.3.2, (iii).
To apply proposition 4.3.2 (which uses Fourier transform) we need to restrict our

consideration to Schwartz distributions. By theorem 4.2.4, in order to show that

DW (Y )
eH,χ = 0 it is enough to show that S∗(W )

eH,χ = 0 3. By proposition 4.3.2, it
is enough to prove the following proposition.

Proposition 5.2.2.

(i) S∗(W \ Y )
eH,χ = 0.

(ii) For all k ∈ Z≥0, any distribution ξ ∈ S∗(Y ′, Symk(CNW
Y ′ ))

eH,χ is R-homogeneous
of type αk where αk(λ) := λ−2k.

(iii) S∗({0}, Symk(CNW
{0}))

eH,χ = 0.

Proof. We have proven (i) in the proof of the previous lemma.
(ii) Fix x0 := (1, 0) ∈ Y ′. Now we want to use the homogeneity criterion (propo-
sition 4.3.3). Note that Stab eH(x0) is trivial and Stab eH×R×(x0) ∼= R×. Note that

NW
Y ′,x0

∼= F and Stab eH×R×(x0) acts on it by ρ(λ)a = λ2a. So we have

Symk(NW
Y ′,x0

) = Symk(NW
Y ′,x0

)R
×,α−1

k .

So by the homogeneity criterion any distribution ξ ∈ S∗(Y ′, Symk(CNW
Y ′ ))

eH,χ is
R-homogeneous of type αk.
(iii) is a simple computation. Also, it can be deduced from (i) using proposition
4.3.1. �

Appendix A. Frobenius reciprocity

In this section we obtain a slight generalization of Frobenius reciprocity proven
in [Bar] (section 3). The proof will go along the same lines and is included for the
benefit of the reader. To simplify the formulation and proof of Frobenius reciprocity
we pass from distributions to generalized functions. Note that the space of smooth
functions embeds canonically into the space of generalized functions but there is no
canonical embedding of smooth functions to the space of distributions.

Notation A.0.1. Let X be a smooth manifold. We denote by DX the bundle of
densities on X. For a point x ∈ X we denote by DX,x its fiber in the point x. If X
is a Nash manifold then the bundle DX has a natural structure of a Nash bundle.
For its description see [AG1], section 6.1.1.

3Alternatively, one can show that any H-invariant distribution on W supported at Y is a

Schwartz distribution since Y has finite number of orbits.
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Notation A.0.2. Let X be a smooth manifold. We denote by C−∞(X) the space
C−∞(X) := D(X,DX) of generalized functions on X. Let E be a vector bundle
on X. We also denote by C−∞(X,E) the space C−∞(X,E) := D(X,DX ⊗E∗) of
generalized sections of E. For a locally closed subset Y ⊂ X we denote C−∞X (Y ) :=

DX(Y,DX) and C−∞X (Y,E) := DX(Y,DX ⊗ E∗).

We will prove the following version of Frobenius reciprocity.

Theorem A.0.3 (Frobenius reciprocity). Let a Lie group G act transitively on a
smooth manifold Z. Let ϕ : X → Z be a G-equivariant smooth map. Let z0 ∈ Z.
Denote by Gz0 the stabilizer of z0 in G and by Xz0 the fiber of z0. Let E be
a G-equivariant vector bundle on X. Then there exists a canonical isomorphism
Fr : C−∞(Xz0 , E|Xz0 )Gz0 → C−∞(X,E)G. Moreover, for any closed Gz-invariant

subset Y ⊂ Xz0 , Fr maps C−∞Xz0
(Y,E|Xz0 )Gz0 to C−∞X (GY,E)G.

First we will need the following version of Harish-Chandra’s submersion principle.

Theorem A.0.4 (Harish-Chandra’s submersion principle). Let X,Y be smooth
manifolds. Let E → X be a vector bundle. Let ϕ : Y → X be a submersion.
Then the map ϕ∗ : C∞(X,E) → C∞(Y, ϕ∗(E)) extends to a continuous map ϕ∗ :
C−∞(X,E) → C−∞(Y, ϕ∗(E)).

Proof. By partition of unity it is enough to show for the case of trivial E. In this
case it can be easily deduced from [Wal1], 8.A.2.5. �

Also we will need the following fact that can be easily deduced from [Wal1],
8.A.2.9.

Proposition A.0.5. Let E → Z be a vector bundle and G be a Lie group. Then
there is a canonical isomorphism C−∞(Z,E) → C−∞(Z × G,pr∗(E))G, where
pr : Z ×G→ Z is the standard projection and the action of G on Z× G is the left
action on the G coordinate.

The last two statements give us the following corollary.

Corollary A.0.6. Let a Lie group G act on a smooth manifold X. Let E be a G-
equivariant bundle over X. Let Z ⊂ X be a submanifold such that the action map
G×Z → X is submersive. Then there exists a canonical map HC : C−∞(X,E)G →
C−∞(Z,E|Z).

Now we can prove Frobenius reciprocity (Theorem A.0.3).

Proof of Frobenius reciprocity. We construct the map Fr : C−∞(Xz0 , E|Xz0 )Gz0 →
C−∞(X,E)G in the same way like in [Ber1] (1.5). Namely, fix a set-theoretic section
ν : Z → G. It gives us in any point z ∈ Z an identification between Xz and Xz0 .
Hence we can interpret a generalized function ξ ∈ C−∞(Xz0 , E|Xz0 ) as a functional
ξz : C∞c (Xz, E

∗|Xz ⊗DXz ) → C, or as a map ξz : C∞c (Xz, (E
∗ ⊗DX)|Xz ) → DZ,z.

Now define

Fr(ξ)(f) :=

∫

z∈Z
ξz(f |Xz ).

It is easy to see that Fr is well-defined.
It is easy to see that the map HC : C−∞(X,E)G → C−∞(Xz0 , E|Xz0 ) described

in the last corollary gives the inverse map.
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The fact that for any closedGz-invariant subset Y ⊂ Xz0 , Fr maps C−∞Xz0
(Y,E|Xz0 )Gz0

to C−∞X (GY,E)G follows from the fact that Fr commutes with restrictions to open
sets. �

Corollary A.0.7. Theorem 4.2.3 holds.

Proof. Without loss of generality we can assume that χ is trivial, since we can twist
E by χ−1. We have

D(X,E)G ∼= C−∞(X,E∗ ⊗DX)G ∼= C−∞(Xz0 , (E
∗ ⊗DX)|Xz0 )

Gz0 ∼=
(D(Xz0 , E

∗|Xz0 )⊗DZ,z0)
Gz0 .

It is easy to see that in case that G and Gz0 are unimodular, the action of Gz0 on
DZ,z0 is trivial. �

Remark A.0.8. For a Nash manifold X one can introduce the space of generalized
Schwartz functions by G(X) := S∗(X,DX). Given a Nash bundle E one may
consider the generalized Schwartz sections G(X,E) := S∗(X,DX ⊗E∗). Frobenius
reciprocity in the Nash setting is obtained by restricting Fr and yields

Fr : G(X,E)G ∼= G(Xz, E|Xz )Gz .
The proof goes along the same lines, but one has to prove that the corresponding
integrals converge. We will not give the proof here since we will not use this fact.

Appendix B. Filtrations on spaces of distributions

B.1. Filtrations on linear spaces.
In what follows, a filtration on a vector space is always increasing and exhaustive.

We make the following definition:

Definition B.1.1. Let V be a vector space. Let I be a well ordered set. Let F i

be a filtration on V indexed by i ∈ I. We denote Gri(V ) := F i/(
⋃

j<i F
j).

The following lemma is obvious.

Lemma B.1.2. Let V be a representation of an abstract group G. Let I be a well
ordered set. Let F i be a filtration of V by G invariant subspaces indexed by i ∈ I.
Suppose that for any i ∈ I we have Gri(V )G = 0. Then V G = 0. An analogous
statement also holds if we replace the group G by a Lie algebra g.

B.2. Filtrations on spaces of distributions.

Theorem B.2.1. Let X be a Nash manifold. Let E be a Nash bundle on X. Let
Z ⊂ X be a Nash submanifold. Then the space S∗X(Z,E) has a natural filtration
F k := F k(S∗X(Z,E)) such that F k/F k−1 ∼= S∗(Z,E|Z ⊗ Symk(CNX

Z )).

For proof see [AG1], corollary 5.5.4.
We will also need the following important theorem

Theorem B.2.2. Let X be a Nash manifold, U ⊂ X be an open Nash submanifold
and E be a Nash bundle over X. Then we have the following exact sequence

0 → S∗X(X \ U,E) → S∗(X,E) → S∗(U,E|U ) → 0.

Proof. The only non-trivial part is to show that the restriction map S∗(X,E) →
S∗(U,E|U ) → 0 is onto. It is done in [AG1], corollary 5.4.4. �
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Now we obtain the following corollary of theorem B.2.1 using the exact sequence
from theorem B.2.2.

Corollary B.2.3. Let X be a Nash manifold. Let E be Nash bundle over X. Let

Y ⊂ X be locally closed subset. Let Y =
⋃l

i=0 Yi be a Nash stratification of Y .
Then the space S∗X(Y,E) has a natural filtration F ik(S∗X(Y,E)) such that

Grik(S∗X(Y,E)) ∼= S∗(Yi, E|Yi ⊗ Symk(CNX
Yi ))

for all i ∈ {1...l} and k ∈ Z≥0.

Corollary B.2.4. Let X be a Nash manifold. Let E be Nash bundle over X. Let

Y ⊂ X be locally closed subset. Let Y =
⋃l

i=0 Yi be a Nash stratification of Y .
Suppose that for any 0 ≤ i ≤ l and any k ∈ Z≥0, we have

S∗(Yi, E|Yi ⊗ Symk(CNX
Yi ))

G = 0.

Then S∗X(Y,E)G = 0.

By theorem 4.2.4, this corollary implies theorem 4.2.1.

B.3. Fourier transform and proof of proposition 4.3.2.

Notation B.3.1 (Fourier transform). Let V be a finite dimensional vector space over
F . Let B be a non-degenerate bilinear form on V . We denote by FB : S∗(V ) →
S∗(V ) the Fourier transform defined using B and the self-dual measure on V .

We will use the following well known fact.

Proposition B.3.2. Let V be a finite dimensional vector space over F . Let B be
a non-degenerate bilinear form on V . Consider the homothety action ρ of F× on
S∗(V ). Then for any λ ∈ F× we have

ρ(λ) ◦ FB = |λ|− dimR V FB ◦ ρ(λ−1).
Notation B.3.3. Let (ρ, E) be a complex representation of F×. We denote by
JH(ρ, E) the subset of characters of F× which are subquotients of (ρ, E).

We will use the following straightforward lemma.

Lemma B.3.4. Let (ρ, E) be a complex representation of F×. Let χ be a character
of F×. Suppose that there exists an invertible linear operator A : E → E such that
for any λ ∈ F×, ρ(λ) ◦A = χ(λ)A ◦ ρ(λ−1). Then JH(E) = χ

JH(E) .

We will also use the following standard lemma.

Lemma B.3.5. Let (ρ, E) be a complex representation of F× of countable dimen-
sion.
(i) If JH(E) = ∅ then E = 0.
(ii) Let I be a well ordered set and F i be a filtration on E indexed by i ∈ I by
subrepresentations. Then JH(E) = ⋃

i∈I JH(Gri(E)).
Now we will prove proposition 4.3.2. First we remind its formulation.

Proposition B.3.6. Let G be a Nash group. Let V be a finite dimensional repre-
sentation of G over F . Suppose that the action of G preserves some non-degenerate

bilinear form B on V . Let V =
n⋃

i=1

Si be a stratification of V by G-invariant Nash

cones.
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Let X be a set of characters of F× such that the set X · X does not contain the
character | · |dimR V . Let χ be a character of G. Suppose that for any i and k, the
space S∗(Si, Sym

k(CNV
Si
))G,χ consists of homogeneous distributions of type α for

some α ∈ X. Then S∗(V )G,χ = 0.

Proof. Consider S∗(V )G,χ as a representation of F×. It has a canonical filtration

given by corollary B.2.3. It is easy to see that Grik(S∗(V )G,χ) is canonically imbed-

ded into (Grik(S∗(V ))G,χ. Therefore by the previous lemma JH(S∗(V )G,χ) ⊂ X−1.
On the other hand G preserves B and hence we have FB : S∗(V )G,χ → S∗(V )G,χ.
Therefore by lemma B.3.4 we have

JH(S∗(V )G,χ) ⊂ | · |−dimR V X.

Hence JH(S∗(V )G,χ) = ∅. Thus S∗(V )G,χ = 0. �
B.4. Proof of proposition 4.3.1.

The following proposition clearly implies proposition 4.3.1.

Proposition B.4.1. Let X be a smooth manifold. Let V be a real finite dimensional
vector space. Let U ⊂ V be an open non-empty subset. Let E be a vector bundle over
X. Then for any k ≥ 0 there exists a canonical embedding D(X,E ⊗Symk(V )) ↪→
D(X × U,E �DV ).

Proof. It is enough to construct a continuous linear epimorphism

π : C∞c (X × U,E �DV ) � C∞c (X,E ⊗ Symk(V )).

By partition of unity it is enough to do it for trivial E. Let w ∈ C∞c (X×U,DV )
and x ∈ X we have to define π(w)(x) ∈ Symk(V ). Consider the space Symk(V ) as
the space of linear functionals on the space of homogeneous polynomials on V of
degree k. Define

π(w)(x)(p) :=

∫

y∈V
p(y)w(x, y).

It is easy to check that π(w) ∈ C∞c (X,Symk(V )) and π is continuous linear epi-
morphism. �
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GENERALIZED HARISH-CHANDRA DESCENT, GELFAND PAIRS AND AN

ARCHIMEDEAN ANALOG OF JACQUET-RALLIS’ THEOREM

AVRAHAM AIZENBUD AND DMITRY GOUREVITCH

with Appendix D by Avraham Aizenbud, Dmitry Gourevitch and Eitan Sayag

Abstract. In the first part of the paper we generalize a descent technique due to Harish-Chandra to

the case of a reductive group acting on a smooth affine variety both defined over an arbitrary local field
F of characteristic zero. Our main tool is the Luna Slice Theorem.

In the second part of the paper we apply this technique to symmetric pairs. In particular we prove

that the pairs (GLn+k(F ),GLn(F ) × GLk(F )) and (GLn(E),GLn(F )) are Gelfand pairs for any local
field F and its quadratic extension E. In the non-Archimedean case, the first result was proven earlier

by Jacquet and Rallis and the second by Flicker.

We also prove that any conjugation invariant distribution on GLn(F ) is invariant with respect to
transposition. For non-Archimedean F the latter is a classical theorem of Gelfand and Kazhdan.
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1. Introduction

Harish-Chandra developed a technique based on Jordan decomposition that allows to reduce certain
statements on conjugation invariant distributions on a reductive group to the set of unipotent elements,
provided that the statement is known for certain subgroups (see e.g. [HC99]).

In this paper we generalize an aspect of this technique to the setting of a reductive group acting on a
smooth affine algebraic variety, using the Luna Slice Theorem. Our technique is oriented towards proving
Gelfand property for pairs of reductive groups.

Our approach is uniform for all local fields of characteristic zero – both Archimedean and non-
Archimedean.

1.1. Main results.
The core of this paper is Theorem 3.1.1:

Theorem. Let a reductive group G act on a smooth affine variety X, both defined over a local field F of
characteristic zero. Let χ be a character of G(F ).

Suppose that for any x ∈ X(F ) with closed orbit there are no non-zero distributions on the normal
space at x to the orbit G(F )x which are (G(F )x, χ)-equivariant, where Gx denotes the stabilizer of x.

Then there are no non-zero (G(F ), χ)-equivariant distributions on X(F ).

In fact, a stronger version based on this theorem is given in Corollary 3.2.2. This stronger version
is based on an inductive argument. It shows that it is enough to prove that there are no non-zero
equivariant distributions on the normal space to the orbit G(F )x at x under the assumption that all such
distributions are supported in a certain closed subset which is the analog of the nilpotent cone.

We apply this stronger version to problems of the following type. Let a reductive group G act on a
smooth affine variety X, and τ be an involution of X which normalizes the image of G in Aut(X). We
want to check whether any G(F )-invariant distribution on X(F ) is also τ -invariant. Evidently, there is
the following necessary condition on τ :
(*) Any closed orbit in X(F ) is τ -invariant.
In some cases this condition is also sufficient. In these cases we call the action of G on X tame.
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This is a weakening of the property called ”density” in [RR96]. However, it is sufficient for the purpose
of proving Gelfand property for pairs of reductive groups.

In §6 we give criteria for tameness of actions. In particular, we introduce the notion of ”special” action
in order to show that certain actions are tame (see Theorem 6.0.5 and Proposition 7.3.5). Also, in many
cases one can verify that an action is special using purely algebraic-geometric means.

In the second part of the paper we restrict our attention to the case of symmetric pairs. We transfer
the terminology on actions to terminology on symmetric pairs. For example, we call a symmetric pair
(G,H) tame if the action of H ×H on G is tame.

In addition we introduce the notion of a ”regular” symmetric pair (see Definition 7.4.2), which also
helps to prove Gelfand property. Namely, we prove Theorem 7.4.5.

Theorem. Let G be a reductive group defined over a local field F and let θ be an involution of G. Let
H := Gθ and let σ be the anti-involution defined by σ(g) := θ(g−1). Consider the symmetric pair (G,H).

Suppose that all its ”descendants” (including itself, see Definition 7.2.2) are regular. Suppose also that
any closed H(F )-double coset in G(F ) is σ-invariant.

Then every bi-H(F )-invariant distribution on G(F ) is σ-invariant. In particular, by Gelfand-Kazhdan
criterion, the pair (G,H) is a Gelfand pair (see §8).

Also, we formulate an algebraic-geometric criterion for regularity of a pair (Proposition 7.3.7). We
sum up the various properties of symmetric pairs and their interrelations in a diagram in Appendix E.

As an application and illustration of our methods we prove in §7.7 that the pair (GLn+k,GLn×GLk)
is a Gelfand pair by proving that it is regular, along with its descendants. In the non-Archimedean case
this was proven in [JR96] and our proof is along the same lines. Our technique enabled us to streamline
some of the computations in the proof of [JR96] and to extend it to the Archimedean case.

We also prove (in §7.6) that the pair (G(E), G(F )) is tame for any reductive group G over F and a
quadratic field extension E/F . This implies that the pair (GLn(E),GLn(F )) is a Gelfand pair. In the
non-Archimedean case this was proven in [Fli91]. Also we prove that the adjoint action of a reductive
group on itself is tame. This is a generalization of a classical theorem by Gelfand and Kazhdan, see
[GK75].

In general, we conjecture that any symmetric pair is regular. This would imply the van Dijk conjecture:

Conjecture (van Dijk). Any symmetric pair (G,H) over C such that G/H is connected is a Gelfand
pair.

1.2. Related work.
This paper was inspired by the paper [JR96] by Jacquet and Rallis where they prove that the pair
(GLn+k(F ),GLn(F )×GLk(F )) is a Gelfand pair for any non-Archimedean local field F of characteristic
zero. Our aim was to see to what extent their techniques generalize.

Another generalization of Harish-Chandra descent using the Luna Slice Theorem has been carried out
in the non-Archimedean case in [RR96]. In that paper Rader and Rallis investigated spherical characters
of H-distinguished representations of G for symmetric pairs (G,H) and checked the validity of what they
call the ”density principle” for rank one symmetric pairs. They found out that the principle usually
holds, but also found counterexamples.

In [vD86], van-Dijk investigated rank one symmetric pairs in the Archimedean case and classified the
Gelfand pairs among them. In [BvD94], van-Dijk and Bosman studied the non-Archimedean case and
obtained results for most rank one symmetric pairs. We hope that the second part of our paper will
enhance the understanding of this question for symmetric pairs of higher rank.

1.3. Structure of the paper.
In §2 we introduce notation and terminology which allows us to speak uniformly about spaces of points
of smooth algebraic varieties over Archimedean and non-Archimedean local fields, and equivariant distri-
butions on those spaces.

In §§2.3 we formulate a version of the Luna Slice Theorem for points over local fields (Theorem 2.3.17).
In §§2.5 we formulate results on equivariant distributions and equivariant Schwartz distributions. Most
of those results are borrowed from [BZ76], [Ber84], [Bar03] and [AGS08], and the rest are proven in
Appendix B.
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In §3 we formulate and prove the Generalized Harish-Chandra Descent Theorem and its stronger
version.

§4 is of interest only in the Archimedean case. In that section we prove that in the cases at hand if
there are no equivariant Schwartz distributions then there are no equivariant distributions at all. Schwartz
distributions are discussed in Appendix B.

In §5 we formulate a homogeneity Theorem which helps us to check the conditions of the Generalized
Harish-Chandra Descent Theorem. In the non-Archimedean case this theorem had been proved earlier
(see e.g. [JR96], [RS07] or [AGRS07]). We provide the proof for the Archimedean case in Appendix C.

In §6 we introduce the notion of tame actions and provide tameness criteria.
In §7 we apply our tools to symmetric pairs. In §§7.3 we provide criteria for tameness of a symmetric

pair. In §§7.4 we introduce the notion of a regular symmetric pair and prove Theorem 7.4.5 alluded
to above. In §§7.5 we discuss conjectures about the regularity and the Gelfand property of symmet-
ric pairs. In §§7.6 we prove that certain symmetric pairs are tame. In §§7.7 we prove that the pair
(GLn+k(F ),GLn(F )×GLk(F )) is regular.

In §8 we recall basic facts on Gelfand pairs and their connections to invariant distributions. We also
prove that the pairs (GLn+k(F ),GLn(F ) × GLk(F )) and (GLn(E),GLn(F )) are Gelfand pairs for any
local field F and its quadratic extension E.

We start Appendix A by discussing different versions of the Inverse Function Theorem for local fields.
Then we prove a version of the Luna Slice Theorem for points over local fields (Theorem 2.3.17). For
Archimedean F this was done by Luna himself in [Lun75].

Appendices B and C are of interest only in the Archimedean case.
In Appendix B we discuss Schwartz distributions on Nash manifolds. We prove Frobenius reciprocity

for them and construct the pullback of a Schwartz distribution under a Nash submersion. Also we
prove that G-invariant distributions which are (Nashly) compactly supported modulo G are Schwartz
distributions.

In Appendix C we prove the Archimedean version of the Homogeneity Theorem discussed in §5.
In Appendix D we formulate and prove a version of Bernstein’s Localization Principle (Theorem

4.0.1). This appendix is of interest only for Archimedean F since for l-spaces a more general version of
this principle had been proven in [Ber84]. This appendix is used in §4.

In [AGS09] we formulated Localization Principle in the setting of differential geometry. Admittedly,
we currently do not have a proof of this principle in such a general setting. However, in Appendix D we
present a proof in the case of a reductive group G acting on a smooth affine variety X. This generality is
sufficiently wide for all applications we encountered up to now, including the one considered in [AGS09].

Finally, in Appendix E we present a diagram that illustrates the interrelations of various properties of
symmetric pairs.

1.4. Acknowledgements. We would like to thank our teacher Joseph Bernstein for our mathematical
education.

We also thank Vladimir Berkovich, Joseph Bernstein, Gerrit van Dijk, Stephen Gelbart,
Maria Gorelik, Herve Jacquet, David Kazhdan, Erez Lapid, Shifra Reif, Eitan Sayag, David
Soudry, Yakov Varshavsky and Oksana Yakimova for fruitful discussions, and Sun Binyong and
the referees for useful remarks.

Finally we thank Anna Gourevitch for the graphical design of Appendix E.
Both authors are partially supported by BSF grant, GIF grant, and ISF Center of excellency grant.

Part 1. Generalized Harish-Chadra descent

2. Preliminaries and notation

2.1. Conventions.

• Henceforth we fix a local field F of characteristic zero. All the algebraic varieties and algebraic
groups that we will consider will be defined over F .

• For a group G acting on a set X we denote by XG the set of fixed points of X. Also, for an
element x ∈ X we denote by Gx the stabilizer of x.
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• By a reductive group we mean a (non-necessarily connected) algebraic reductive group.
• We consider an algebraic variety X defined over F as an algebraic variety over F together with

action of the Galois group Gal(F/F ). On X we only consider the Zariski topology. On X(F ) we
only consider the analytic (Hausdorff) topology. We treat finite-dimensional linear spaces defined
over F as algebraic varieties.

• The tangent space of a manifold (algebraic, analytic, etc.) X at x will be denoted by TxX.
• Usually we will use the letters X,Y, Z,∆ to denote algebraic varieties and the letters G,H to

denote reductive groups. We will usually use the letters V,W,U,K,M,N,C,O, S, T to denote
analytic spaces (such as F -points of algebraic varieties) and the letter K to denote analytic
groups. Also we will use the letters L, V,W to denote vector spaces of all kinds.

2.2. Categorical quotient.

Definition 2.2.1. Let an algebraic group G act on an algebraic variety X. A pair consisting of an
algebraic variety Y and a G-invariant morphism π : X → Y is called the quotient of X by the action
of G if for any pair (π′, Y ′), there exists a unique morphism φ : Y → Y ′ such that π′ = φ ◦ π. Clearly,
if such pair exists it is unique up to a canonical isomorphism. We will denote it by (πX , X/G).

Theorem 2.2.2 (cf. [Dre00]). Let a reductive group G act on an affine variety X. Then the quotient
X/G exists, and every fiber of the quotient map πX contains a unique closed orbit. In fact, X/G :=
SpecO(X)G.

2.3. Algebraic geometry over local fields.

2.3.1. Analytic manifolds.
In this paper we consider distributions over l-spaces, smooth manifolds and Nash manifolds. l-spaces are
locally compact totally disconnected topological spaces and Nash manifolds are semi-algebraic smooth
manifolds.

For basic facts on l-spaces and distributions over them we refer the reader to [BZ76, §1].
For basic facts on Nash manifolds and Schwartz functions and distributions over them see Appendix

B and [AG08a]. In this paper we consider only separated Nash manifolds.
We now introduce notation and terminology which allows a uniform treatment of the Archimedean

and the non-Archimedean cases.
We will use the notion of an analytic manifold over a local field (see e.g. [Ser64, Part II, Chapter III]).

When we say ”analytic manifold” we always mean analytic manifold over some local field. Note that
an analytic manifold over a non-Archimedean field is in particular an l-space and an analytic manifold
over an Archimedean field is in particular a smooth manifold.

Definition 2.3.1. A B-analytic manifold is either an analytic manifold over a non-Archimedean local
field, or a Nash manifold.

Remark 2.3.2. If X is a smooth algebraic variety, then X(F ) is a B-analytic manifold and (TxX)(F ) =
Tx(X(F )).

Notation 2.3.3. Let M be an analytic manifold and S be an analytic submanifold. We denote by NM
S :=

(TM |Y )/TS the normal bundle to S in M . The conormal bundle is defined by CNM
S := (NM

S )∗.
Denote by Symk(CNM

S ) the k-th symmetric power of the conormal bundle. For a point y ∈ S we denote
by NM

S,y the normal space to S in M at the point y and by CNM
S,y the conormal space.

2.3.2. G-orbits on X and G(F )-orbits on X(F ).

Lemma 2.3.4 (see Appendix A.1). Let G be an algebraic group and let H ⊂ G be a closed subgroup.
Then G(F )/H(F ) is open and closed in (G/H)(F ).

Corollary 2.3.5. Let an algebraic group G act on an algebraic variety X. Let x ∈ X(F ). Then

NX
Gx,x(F )

∼= N
X(F )
G(F )x,x.
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Proposition 2.3.6. Let an algebraic group G act on an algebraic variety X. Suppose that S ⊂ X(F ) is
a non-empty closed G(F )-invariant subset. Then S contains a closed orbit.

Proof. The proof is by Noetherian induction on X. Choose x ∈ S. Consider Z := Gx−Gx.
If Z(F )∩S is empty then Gx(F )∩S is closed and hence G(F )x∩S is closed by Lemma 2.3.4. Therefore

G(F )x is closed.
If Z(F ) ∩ S is non-empty then Z(F ) ∩ S contains a closed orbit by the induction assumption. �

Corollary 2.3.7. Let an algebraic group G act on an algebraic variety X. Let U be an open G(F )-
invariant subset of X(F ). Suppose that U contains all closed G(F )-orbits. Then U = X(F ).

Theorem 2.3.8 ([RR96], §2 fact A, pages 108-109). Let a reductive group G act on an affine variety X.
Let x ∈ X(F ). Then the following are equivalent:
(i) G(F )x ⊂ X(F ) is closed (in the analytic topology).
(ii) Gx ⊂ X is closed (in the Zariski topology).

Definition 2.3.9. Let a reductive group G act on an affine variety X. We call an element x ∈ X
G-semisimple if its orbit Gx is closed.

In particular, in the case where G acts on itself by conjugation, the notion of G-semisimplicity coincides
with the usual one.

Notation 2.3.10. Let V be an F -rational finite-dimensional representation of a reductive group G. We
set

QG(V ) := Q(V ) := (V/V G)(F ).

Since G is reductive, there is a canonical embedding Q(V ) ↪→ V (F ). Let π : V (F ) → (V/G)(F ) be the
natural map. We set

ΓG(V ) := Γ(V ) := π−1(π(0)).

Note that Γ(V ) ⊂ Q(V ). We also set

RG(V ) := R(V ) := Q(V )− Γ(V ).

Notation 2.3.11. Let a reductive group G act on an affine variety X. For a G-semisimple element
x ∈ X(F ) we set

Sx := {y ∈ X(F ) |G(F )y 3 x}.
Lemma 2.3.12. Let V be an F -rational finite-dimensional representation of a reductive group G. Then
Γ(V ) = S0.

This lemma follows from [RR96, fact A on page 108] for non-Archimedean F and [Brk71, Theorem
5.2 on page 459] for Archimedean F .

Example 2.3.13. Let a reductive group G act on its Lie algebra g by the adjoint action. Then Γ(g) is
the set of nilpotent elements of g.

Proposition 2.3.14. Let a reductive group G act on an affine variety X. Let x, z ∈ X(F ) be G-
semisimple elements which do not lie in the same orbit of G(F ). Then there exist disjoint G(F )-invariant
open neighborhoods Ux of x and Uz of z.

For the proof of this Proposition see [Lun75] for Archimedean F and [RR96, fact B on page 109] for
non-Archimedean F .

Corollary 2.3.15. Let a reductive group G act on an affine variety X. Suppose that x ∈ X(F ) is a
G-semisimple element. Then the set Sx is closed.

Proof. Let y ∈ Sx. By Proposition 2.3.6, G(F )y contains a closed orbit G(F )z. If G(F )z = G(F )x
then y ∈ Sx. Otherwise, choose disjoint open G-invariant neighborhoods Uz of z and Ux of x. Since
z ∈ G(F )y, Uz intersects G(F )y and hence contains y. Since y ∈ Sx, this means that Uz intersects Sx.

Let t ∈ Uz ∩ Sx. Since Uz is G(F )-invariant, G(F )t ⊂ Uz. By the definition of Sx, x ∈ G(F )t and hence
x ∈ Uz. Hence Uz intersects Ux – contradiction! �
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2.3.3. Analytic Luna slices.

Definition 2.3.16. Let a reductive group G act on an affine variety X. Let π : X(F ) → (X/G)(F ) be the
natural map. An open subset U ⊂ X(F ) is called saturated if there exists an open subset V ⊂ (X/G)(F )
such that U = π−1(V ).

We will use the following corollary of the Luna Slice Theorem:

Theorem 2.3.17 (see Appendix A.2). Let a reductive group G act on a smooth affine variety X. Let
x ∈ X(F ) be G-semisimple. Consider the natural action of the stabilizer Gx on the normal space NX

Gx,x.
Then there exist
(i) an open G(F )-invariant B-analytic neighborhood U of G(F )x in X(F ) with a G-equivariant B-analytic
retract p : U → G(F )x and
(ii) a Gx-equivariant B-analytic embedding ψ : p−1(x) ↪→ NX

Gx,x(F ) with an open saturated image such

that ψ(x) = 0.

Definition 2.3.18. In the notation of the previous theorem, denote S := p−1(x) and N := NX
Gx,x(F ).

We call the quintuple (U, p, ψ, S,N) an analytic Luna slice at x.

Corollary 2.3.19. In the notation of the previous theorem, let y ∈ p−1(x). Denote z := ψ(y). Then
(i) (G(F )x)z = G(F )y

(ii) N
X(F )
G(F )y,y

∼= NN
G(F )xz,z

as G(F )y-spaces

(iii) y is G-semisimple if and only if z is Gx-semisimple.

2.4. Vector systems. 1

In this subsection we introduce the term ”vector system”. This term allows to formulate statements
in wider generality.

Definition 2.4.1. For an analytic manifoldM we define the notions of a vector system and a B-vector
system over it.

For a smooth manifold M , a vector system over M is a pair (E,B) where B is a smooth locally trivial
fibration over M and E is a smooth (finite-dimensional) vector bundle over B.

For a Nash manifold M , a B-vector system over M is a pair (E,B) where B is a Nash fibration over
M and E is a Nash (finite-dimensional) vector bundle over B.

For an l-space M , a vector system over M (or a B-vector system over M) is a sheaf of complex linear
spaces.

In particular, in the case where M is a point, a vector system over M is either a C-vector space
if F is non-Archimedean, or a smooth manifold together with a vector bundle in the case where F is
Archimedean. The simplest example of a vector system over a manifold M is given by the following.

Definition 2.4.2. Let V be a vector system over a point pt. Let M be an analytic manifold. A constant
vector system with fiber V is the pullback of V with respect to the map M → pt. We denote it by VM .

2.5. Distributions.

Definition 2.5.1. Let M be an analytic manifold over F . We define C∞c (M) in the following way.
If F is non-Archimedean then C∞c (M) is the space of locally constant compactly supported complex

valued functions on M . We do not consider any topology on C∞c (M).
If F is Archimedean then C∞c (M) is the space of smooth compactly supported complex valued functions

on M , endowed with the standard topology.
For any analytic manifold M , we define the space of distributions D(M) by D(M) := C∞c (M)∗. We

consider the weak topology on it.

1Subsection 2.4 and in particular the notion of ”vector system” along with the results at the end of §§3.1 and §§3.2 are
not essential for the rest of the paper. They are merely included for future reference.
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Definition 2.5.2. Let M be a B-analytic manifold. We define S(M) in the following way.
If M is an analytic manifold over non-Archimedean field, S(M) := C∞c (M).
If M is a Nash manifold, S(M) is the space of Schwartz functions on M , namely smooth functions

which are rapidly decreasing together with all their derivatives. See [AG08a] for the precise definition.
We consider S(M) as a Fréchet space.

For any B-analytic manifold M , we define the space of Schwartz distributions S∗(M) by S∗(M) :=
S(M)∗. Clearly, S(M)∗ is naturally embedded into D(M).

Notation 2.5.3. Let M be an analytic manifold. For a distribution ξ ∈ D(M) we denote by Supp(ξ)
the support of ξ.

For a closed subset N ⊂M we denote

DM (N) := {ξ ∈ D(M)|Supp(ξ) ⊂ N}.
More generally, for a locally closed subset N ⊂M we denote

DM (N) := DM\(N\N)(N).

Similarly if M is a B-analytic manifold and N is a locally closed subset we define S∗M (N) in a similar
vein. 2

Definition 2.5.4. Let M be an analytic manifold over F and E be a vector system over M . We define
C∞c (M, E) in the following way.

If F is non-Archimedean then C∞c (M, E) is the space of compactly supported sections of E.
If F is Archimedean and E = (E,B) where B is a fibration over M and E is a vector bundle over B,

then C∞c (M, E) is the complexification of the space of smooth compactly supported sections of E over B.
If V is a vector system over a point then we denote C∞c (M,V) := C∞c (M,VM ).

We define D(M, E), DM (N, E), S(M, E), S∗(M, E) and S∗M (N, E) in the natural way.

Theorem 2.5.5. Let an l-group K act on an l-spaceM . LetM =
⋃l
i=0Mi be a K-invariant stratification

of M . Let χ be a character of K. Suppose that S∗(Mi)
K,χ = 0. Then S∗(M)K,χ = 0.

This theorem is a direct corollary of [BZ76, Corollary 1.9].
For the proof of the next theorem see e.g. [AGS08, §B.2].

Theorem 2.5.6. Let a Nash group K act on a Nash manifold M . Let N be a locally closed subset. Let

N =
⋃l
i=0Ni be a Nash K-invariant stratification of N . Let χ be a character of K. Suppose that for any

k ∈ Z≥0 and 0 ≤ i ≤ l,

S∗(Ni,Symk(CNM
Ni))

K,χ = 0.

Then S∗M (N)K,χ = 0.

Theorem 2.5.7 (Frobenius reciprocity). Let an analytic group K act on an analytic manifold M . Let
N be an analytic manifold with a transitive action of K. Let φ :M → N be a K-equivariant map.

Let z ∈ N be a point and Mz := φ−1(z) be its fiber. Let Kz be the stabilizer of z in K. Let ∆K and
∆Kz be the modular characters of K and Kz.

Let E be a K-equivariant vector system over M . Then
(i) there exists a canonical isomorphism

Fr : D(Mz, E|Mz
⊗∆K |Kz ·∆−1Kz )

Kz ∼= D(M, E)K .
In particular, Fr commutes with restrictions to open sets.

(ii) For B-analytic manifolds Fr maps S∗(Mz, E|Mz
⊗∆K |Kz ·∆−1Kz )Kz to S∗(M, E)K .

For the proof of (i) see [Ber84, §§1.5] and [BZ76, §§2.21 - 2.36] for the case of l-spaces and [AGS08,
Theorem 4.2.3] or [Bar03] for smooth manifolds. For the proof of (ii) see Appendix B.

We will also use the following straightforward proposition.

2In the Archimedean case, locally closed is considered with respect to the restricted topology – cf. Appendix B.
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Proposition 2.5.8. Let Ki be analytic groups acting on analytic manifolds Mi for i = 1 . . . n. Let
Ωi ⊂ Ki be analytic subgroups. Let Ei →Mi be Ki-equivariant vector systems. Suppose that

D(Mi, Ei)
Ωi = D(Mi, Ei)

Ki

for all i. Then

D(
∏

Mi,�Ei)
Q

Ωi = D(
∏

Mi,�Ei)
Q
Ki ,

where � denotes the external product.
Moreover, if Ωi, Ki, Mi and Ei are B-analytic then the analogous statement holds for Schwartz

distributions.

For the proof see e.g. [AGS08, proof of Proposition 3.1.5].

3. Generalized Harish-Chandra descent

3.1. Generalized Harish-Chandra descent.
In this subsection we will prove the following theorem.

Theorem 3.1.1. Let a reductive group G act on a smooth affine variety X. Let χ be a character of
G(F ). Suppose that for any G-semisimple x ∈ X(F ) we have

D(NX
Gx,x(F ))

G(F )x,χ = 0.

Then
D(X(F ))G(F ),χ = 0.

Remark 3.1.2. In fact, the converse is also true. We will not prove it since we will not use it.

For the proof of this theorem we will need the following lemma

Lemma 3.1.3. Let a reductive group G act on a smooth affine variety X. Let χ be a character of G(F ).
Let U ⊂ X(F ) be an open saturated subset. Suppose that D(X(F ))G(F ),χ = 0. Then D(U)G(F ),χ = 0.

Proof. Consider the quotient X/G. It is an affine algebraic variety. Embed it in an affine space An. This
defines a map π : X(F ) → Fn. Since U is saturated, there exists an open subset V ⊂ (X/G)(F ) such
that U = π−1(V ). Clearly there exists an open subset V ′ ⊂ Fn such that V ′ ∩ (X/G)(F ) = V .

Let ξ ∈ D(U)G(F ),χ. Suppose that ξ is non-zero. Let x ∈ Suppξ and let y := π(x). Let g ∈ C∞c (V ′)
be such that g(y) = 1. Consider ξ′ ∈ D(X(F )) defined by ξ′(f) := ξ(f · (g ◦ π)). Clearly, Supp(ξ′) ⊂ U
and hence we can interpret ξ′ as an element in D(X(F ))G(F ),χ. Therefore ξ′ = 0. On the other hand,
x ∈ Supp(ξ′). Contradiction. �
Proof of Theorem 3.1.1. Let x be a G-semisimple element. Let (Ux,px,ψx, Sx,Nx) be an analytic Luna
slice at x.

Let ξ′ = ξ|Ux . Then ξ′ ∈ D(Ux)
G(F ),χ. By Frobenius reciprocity it corresponds to ξ′′ ∈ D(Sx)

Gx(F ),χ.
The distribution ξ′′ corresponds to a distribution ξ′′′ ∈ D(ψx(Sx))

Gx(F ),χ.
However, by the previous lemma the assumption implies that D(ψx(Sx))

Gx(F ),χ = 0. Hence ξ′ = 0.
Let S ⊂ X(F ) be the set of all G-semisimple points. Let U =

⋃
x∈S Ux. We saw that ξ|U = 0. On the

other hand, U includes all the closed orbits, and hence by Corollary 2.3.7 U = X. �
The following generalization of this theorem is proven in the same way.

Theorem 3.1.4. Let a reductive group G act on a smooth affine variety X. Let K ⊂ G(F ) be an open
subgroup and let χ be a character of K. Suppose that for any G-semisimple x ∈ X(F ) we have

D(NX
Gx,x(F ))

Kx,χ = 0.

Then
D(X(F ))K,χ = 0.

Now we would like to formulate a slightly more general version of this theorem concerning K-
equivariant vector systems. 3

3Subsection 2.4 and in particular the notion of ”vector system” along with the results at the end of §§3.1 and §§3.2 are

not essential for the rest of the paper. They are merely included for future reference.



10 AVRAHAM AIZENBUD AND DMITRY GOUREVITCH

Definition 3.1.5. Let a reductive group G act on a smooth affine variety X. Let K ⊂ G(F ) be an open
subgroup. Let E be a K-equivariant vector system on X(F ). Let x ∈ X(F ) be G-semisimple. Let E ′ be
a Kx-equivariant vector system on NX

Gx,x(F ). We say that E and E ′ are compatible if there exists an

analytic Luna slice (U, p, ψ, S,N) such that E|S = ψ∗(E ′).
Note that if E and E ′ are constant with the same fiber then they are compatible.
The following theorem is proven in the same way as Theorem 3.1.1.

Theorem 3.1.6. Let a reductive group G act on a smooth affine variety X. Let K ⊂ G(F ) be an
open subgroup and let E be a K-equivariant vector system on X(F ). Suppose that for any G-semisimple
x ∈ X(F ) there exists a K-equivariant vector system E ′ on NX

Gx,x(F ), compatible with E such that

D(NX
Gx,x(F ), E ′)Kx = 0.

Then

D(X(F ), E)K = 0.

If E and E ′ are B-vector systems and K is an open B-analytic subgroup4 of G(F ) then the theorem
also holds for Schwartz distributions. Namely, if S∗(NX

Gx,x(F ), E ′)Kx = 0 for any G-semisimple x ∈ X(F )

then S∗(X(F ), E)K = 0. The proof is the same.

3.2. A stronger version.
In this section we provide means to validate the conditions of Theorems 3.1.1, 3.1.4 and 3.1.6 based on
an inductive argument.

More precisely, the goal of this section is to prove the following theorem.

Theorem 3.2.1. Let a reductive group G act on a smooth affine variety X. Let K ⊂ G(F ) be an open
subgroup and let χ be a character of K. Suppose that for any G-semisimple x ∈ X(F ) such that

D(RGx(N
X
Gx,x))

Kx,χ = 0

we have

D(QGx(N
X
Gx,x))

Kx,χ = 0.

Then for any G-semisimple x ∈ X(F ) we have

D(NX
Gx,x(F ))

Kx,χ = 0.

Together with Theorem 3.1.4, this theorem gives the following corollary.

Corollary 3.2.2. Let a reductive group G act on a smooth affine variety X. Let K ⊂ G(F ) be an open
subgroup and let χ be a character of K. Suppose that for any G-semisimple x ∈ X(F ) such that

D(R(NX
Gx,x))

Kx,χ = 0

we have

D(Q(NX
Gx,x))

Kx,χ = 0.

Then D(X(F ))K,χ = 0.

From now till the end of the section we fix G, X, K and χ. Let us introduce several definitions and
notation.

Notation 3.2.3. Denote

• T ⊂ X(F ) the set of all G-semisimple points.
• For x, y ∈ T we say that x > y if Gx % Gy.
• T0 := {x ∈ T | D(Q(NX

Gx,x))
Kx,χ = 0} = {x ∈ T | D((NX

Gx,x))
Kx,χ = 0}.

4In fact, any open subgroup of a B-analytic group is B-analytic.
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Proof of Theorem 3.2.1. We have to show that T = T0. Assume the contrary.
Note that every chain in T with respect to our ordering has a minimum. Hence by Zorn’s lemma every

non-empty set in T has a minimal element. Let x be a minimal element of T −T0. To get a contradiction,
it is enough to show that D(R(NX

Gx,x))
Kx,χ = 0.

Denote R := R(NX
Gx,x). By Theorem 3.1.4, it is enough to show that for any y ∈ R we have

D(NR
G(F )xy,y

)(Kx)y,χ = 0.

Let (U, p, ψ, S,N) be an analytic Luna slice at x.
Since ψ(S) is open and contains 0, we can assume, upon replacing y by λy for some λ ∈ F×, that

y ∈ ψ(S). Let z ∈ S be such that ψ(z) = y. By Corollary 2.3.19, G(F )z = (G(F )x)y $ G(F )x and
NR
G(F )xy,y

∼= NX
Gz,z(F ). Hence (Kx)y = Kz and therefore

D(NR
G(F )xy,y

)(Kx)y,χ ∼= D(NX
Gz,z(F ))

Kz,χ.

However z < x and hence z ∈ T0 which means that D(NX
Gz,z(F ))

Kz,χ = 0. �

Remark 3.2.4. One can rewrite this proof such that it will use Zorn’s lemma for finite sets only, which
does not depend on the axiom of choice.

Remark 3.2.5. As before, Theorem 3.2.1 and Corollary 3.2.2 also hold for Schwartz distributions, with
a similar proof.

Again, we can formulate a more general version of Corollary 3.2.2 concerning vector systems. 5

Theorem 3.2.6. Let a reductive group G act on a smooth affine variety X. Let K ⊂ G(F ) be an open
subgroup and let E be a K-equivariant vector system on X(F ).

Suppose that for any G-semisimple x ∈ X(F ) satisfying
(*) for any Kx×F×-equivariant vector system E ′ on R(NX

Gx,x) (where F
× acts by homothety) compatible

with E we have D(R(NX
Gx,x), E ′)Kx = 0,

the following holds
(**) there exists a Kx × F×-equivariant vector system E ′ on Q(NX

Gx,x) compatible with E such that

D(Q(NX
Gx,x), E ′)Kx = 0.

Then D(X(F ), E)K = 0.

The proof is the same as the proof of Theorem 3.2.1 using the following lemma which follows from the
definitions.

Lemma 3.2.7. Let a reductive group G act on a smooth affine variety X. Let K ⊂ G(F ) be an open
subgroup and let E be a K-equivariant vector system on X(F ). Let x ∈ X(F ) be G-semisimple. Let
(U, p, ψ, S,N) be an analytic Luna slice at x.

Let E ′ be a Kx-equivariant vector system on N compatible with E. Let y ∈ S be G-semisimple, and
let z := ψ(y). Let E ′′ be a (Kx)z-equivariant vector system on NN

Gxz,z
compatible with E ′. Consider the

isomorphism NN
Gxz,z

(F ) ∼= NX
Gy,y(F ) and let E ′′′ be the corresponding Ky-equivariant vector system on

NX
Gy,y(F ).

Then E ′′′ is compatible with E.

Again, if E and E ′ are B-vector systems then the theorem holds also for Schwartz distributions.

5Subsection 2.4 and in particular, the notion of ”vector system” along with the results at the end of §§3.1 and §§3.2 are
not essential for the rest of the paper. They are merely included for future reference.
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4. Distributions versus Schwartz distributions

In this section F is Archimedean. The tools developed in the previous section enable us to prove the
following version of the Localization Principle.

Theorem 4.0.1 (Localization Principle). Let a reductive group G act on a smooth algebraic variety
X. Let Y be an algebraic variety and φ : X → Y be an affine algebraic G-invariant map. Let χ be
a character of G(F ). Suppose that for any y ∈ Y (F ) we have DX(F )((φ

−1(y))(F ))G(F ),χ = 0. Then

D(X(F ))G(F ),χ = 0.

For the proof see Appendix D.
In this section we use this theorem to show that if there are no G(F )-equivariant Schwartz distributions

on X(F ) then there are no G(F )-equivariant distributions on X(F ).

Theorem 4.0.2. Let a reductive group G act on a smooth affine variety X. Let V be a finite-dimensional
algebraic representation of G(F ). Suppose that

S∗(X(F ), V )G(F ) = 0.

Then

D(X(F ), V )G(F ) = 0.

For the proof we will need the following definition and theorem.

Definition 4.0.3.
(i) Let a topological group K act on a topological space M . We call a closed K-invariant subset C ⊂M

compact modulo K if there exists a compact subset C ′ ⊂M such that C ⊂ KC ′.
(ii) Let a Nash group K act on a Nash manifold M . We call a closed K-invariant subset C ⊂ M

Nashly compact modulo K if there exist a compact subset C ′ ⊂ M and semi-algebraic closed subset
Z ⊂M such that C ⊂ Z ⊂ KC ′.

Remark 4.0.4. Let a reductive group G act on a smooth affine variety X. Let K := G(F ) and M :=
X(F ). Then it is easy to see that the notions of compact modulo K and Nashly compact modulo K
coincide.

Theorem 4.0.5. Let a Nash group K act on a Nash manifold M . Let E be a K-equivariant Nash bundle
over M . Let ξ ∈ D(M,E)K be such that Supp(ξ) is Nashly compact modulo K. Then ξ ∈ S∗(M,E)K .

The statement and the idea of the proof of this theorem are due to J. Bernstein. For the proof see
Appendix B.4.

Proof of Theorem 4.0.2. Fix any y ∈ (X/G)(F ) and denote M := π−1X (y)(F ).
By the Localization Principle (Theorem 4.0.1 and Remark D.0.4), it is enough to prove that

S∗X(F )(M,V )G(F ) = DX(F )(M,V )G(F ).

Choose ξ ∈ DX(F )(M,V )G(F ). M has a unique closed stable G-orbit and hence a finite number of
closed G(F )-orbits. By Theorem 4.0.5, it is enough to show that M is Nashly compact modulo G(F ).
Clearly M is semi-algebraic. Choose representatives xi of the closed G(F )-orbits in M . Choose compact
neighborhoods Ci of xi. Let C

′ :=
⋃
Ci. By Corollary 2.3.7, G(F )C ′ ⊃M . �

5. Applications of Fourier transform and the Weil representation

Let G be a reductive group and V be a finite-dimensional F -rational representation of G. Let χ be
a character of G(F ). In this section we provide some tools to verify that S∗(Q(V ))G(F ),χ = 0 provided
that S∗(R(V ))G(F ),χ = 0.
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5.1. Preliminaries.
For this subsection let B be a non-degenerate bilinear form on a finite-dimensional vector space V over
F . We also fix an additive character κ of F . If F is Archimedean we take κ(x) := e2πi Re(x).

Notation 5.1.1. We identify V and V ∗ via B and endow V with the self-dual Haar measure with respect
to ψ. Denote by FB : S∗(V ) → S∗(V ) the Fourier transform. For any B-analytic manifold M over F
we also denote by FB : S∗(M × V ) → S∗(M × V ) the partial Fourier transform.

Notation 5.1.2. Consider the homothety action of F× on V given by ρ(λ)v := λ−1v. It gives rise to
an action ρ of F× on S∗(V ).

Let | · | denote the normalized absolute value. Recall that for F = R, |λ| is equal to the classical absolute
value but for F = C, |λ| = (Reλ)2 + (Imλ)2.

Notation 5.1.3. We denote by γ(B) the Weil constant. For its definition see e.g. [Gel76, §2.3] for
non-Archimedean F and [RS78, §1] for Archimedean F .

For any t ∈ F× denote δB(t) = γ(B)/γ(tB).

Note that γ(B) is an 8-th root of unity and if dimV is odd and F 6= C then δB is not a multiplicative
character.

Notation 5.1.4. We denote

Z(B) := {x ∈ V | B(x, x) = 0}.
Theorem 5.1.5 (non-Archimedean homogeneity). Suppose that F is non-Archimedean. Let M be a
B-analytic manifold over F . Let ξ ∈ S∗V×M (Z(B)×M) be such that FB(ξ) ∈ S∗V×M (Z(B)×M). Then

for any t ∈ F×, we have ρ(t)ξ = δB(t)|t|dimV/2ξ and ξ = γ(B)−1FB(ξ). In particular, if dimV is odd
then ξ = 0.

For the proof see e.g. [RS07, §§8.1] or [JR96, §§3.1].
For the Archimedean version of this theorem we will need the following definition.

Definition 5.1.6. Let M be a B-analytic manifold over F . We say that a distribution ξ ∈ S∗(V ×M)
is adapted to B if either
(i) for any t ∈ F× we have ρ(t)ξ = δ(t)|t|dimV/2ξ and ξ is proportional to FBξ or
(ii) F is Archimedean and for any t ∈ F× we have ρ(t)ξ = δ(t)t|t|dimV/2ξ.

Note that if dimV is odd and F 6= C then every B-adapted distribution is zero.

Theorem 5.1.7 (Archimedean homogeneity). Let M be a Nash manifold. Let L ⊂ S∗V×M (Z(B) ×M)
be a non-zero subspace such that for all ξ ∈ L we have FB(ξ) ∈ L and B · ξ ∈ L (here B is viewed as a
quadratic function).

Then there exists a non-zero distribution ξ ∈ L which is adapted to B.

For Archimedean F we prove this theorem in Appendix C. For non-Archimedean F it follows from
Theorem 5.1.5.

We will also use the following trivial observation.

Lemma 5.1.8. Let a B-analytic group K act linearly on V and preserving B. Let M be a B-analytic
K-manifold over F . Let ξ ∈ S∗(V ×M) be a K-invariant distribution. Then FB(ξ) is also K-invariant.

5.2. Applications.
The following two theorems easily follow form the results of the previous subsection.

Theorem 5.2.1. Suppose that F is non-Archimedean. Let G be a reductive group. Let V be a finite-
dimensional F -rational representation of G. Let χ be character of G(F ). Suppose that S∗(R(V ))G(F ),χ =
0. Let V = V1 ⊕ V2 be a G-invariant decomposition of V . Let B be a G-invariant symmetric non-
degenerate bilinear form on V1. Consider the action ρ of F× on V by homothety on V1.

Then any ξ ∈ S∗(Q(V ))G(F ),χ satisfies ρ(t)ξ = δB(t)|t|dimV1/2ξ and ξ = γ(B)FBξ. In particular, if
dimV1 is odd then ξ = 0.
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Theorem 5.2.2. Let G be a reductive group. Let V be a finite-dimensional F -rational representation

of G. Let χ be character of G(F ). Suppose that S∗(R(V ))G(F ),χ = 0. Let Q(V ) = W ⊕ (
⊕k

i=1 Vi) be a
G-invariant decomposition of Q(V ). Let Bi be G-invariant symmetric non-degenerate bilinear forms on
Vi. Suppose that any ξ ∈ S∗Q(V )(Γ(V ))G(F ),χ which is adapted to each Bi is zero.

Then S∗(Q(V ))G(F ),χ = 0.

Remark 5.2.3. One can easily generalize Theorems 5.2.2 and 5.2.1 to the case of constant vector systems.

6. Tame actions

In this section we consider problems of the following type. A reductive group G acts on a smooth
affine variety X, and τ is an automorphism of X which normalizes the image of G in Aut(X). We want
to check whether any G(F )-invariant Schwartz distribution on X(F ) is also τ -invariant.

Definition 6.0.1. Let π be an action of a reductive group G on a smooth affine variety X. We say that
an algebraic automorphism τ of X is G-admissible if
(i) τ normalizes π(G(F )) and τ2 ∈ π(G(F )).
(ii) For any closed G(F )-orbit O ⊂ X(F ), we have τ(O) = O.

Proposition 6.0.2. Let π be an action of a reductive group G on a smooth affine variety X. Let τ be a

G-admissible automorphism of X. Let K := π(G(F )) and let K̃ be the group generated by π(G(F )) and

τ . Let x ∈ X(F ) be a point with closed G(F )-orbit. Let τ ′ ∈ K̃x −Kx. Then dτ ′|NXGx,x is Gx-admissible.

Proof. Let G̃ denote the group generated by π(G) and τ . We check that the two properties of Gx-
admissibility hold for dτ ′|NXGx,x . The first one is obvious. For the second, let y ∈ NX

Gx,x(F ) be an element

with closed Gx-orbit. Let y′ = dτ ′(y). We have to show that there exists g ∈ Gx(F ) such that gy = y′.
Let (U, p, ψ, S,N) be an analytic Luna slice at x with respect to the action of G̃. We can assume that
there exists z ∈ S such that y = ψ(z). Let z′ = τ ′(z). By Corollary 2.3.19, z is G-semisimple. Since
τ is admissible, this implies that there exists g ∈ G(F ) such that gz = z′. Clearly, g ∈ Gx(F ) and
gy = y′. �

Definition 6.0.3. We call an action of a reductive group G on a smooth affine variety X tame if for
any G-admissible τ : X → X, we have S∗(X(F ))G(F ) ⊂ S∗(X(F ))τ .

Definition 6.0.4. We call an F -rational representation V of a reductive group G linearly tame if for
any G-admissible linear map τ : V → V , we have S∗(V (F ))G(F ) ⊂ S∗(V (F ))τ .

We call a representation weakly linearly tame if for any G-admissible linear map τ : V → V , such
that S∗(R(V ))G(F ) ⊂ S∗(R(V ))τ we have S∗(Q(V ))G(F ) ⊂ S∗(Q(V ))τ .

Theorem 6.0.5. Let a reductive group G act on a smooth affine variety X. Suppose that for any G-
semisimple x ∈ X(F ), the action of Gx on NX

Gx,x is weakly linearly tame. Then the action of G on X is
tame.

The proof is rather straightforward except for one minor complication: the group of automorphisms
of X(F ) generated by the action of G(F ) is not necessarily a group of F -points of any algebraic group.

Proof. Let τ : X → X be an admissible automorphism.

Let G̃ ⊂ Aut(X) be the algebraic group generated by the actions of G and τ . Let K ⊂ Aut(X(F ))

be the B-analytic group generated by the action of G(F ). Let K̃ ⊂ Aut(X(F )) be the B-analytic group

generated by the actions of G and τ . Note that K̃ ⊂ G̃(F ) is an open subgroup of finite index. Note

that for any x ∈ X(F ), x is G̃-semisimple if and only if it is G-semisimple. If K = K̃ we are done, so we

will assume K 6= K̃. Let χ be the character of K̃ defined by χ(K) = {1}, χ(K̃ −K) = {−1}.
It is enough to prove that S∗(X)

eK,χ = 0. By Generalized Harish-Chandra Descent (Corollary 3.2.2)
it is enough to prove that for any G-semisimple x ∈ X such that

S∗(R(NX
Gx,x))

eKx,χ = 0
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we have

S∗(Q(NX
Gx,x))

eKx,χ = 0.

Choose any automorphism τ ′ ∈ K̃x −Kx. Note that τ ′ and Kx generate K̃x. Denote

η := dτ ′|NXGx,x(F ).

By Proposition 6.0.2, η is Gx-admissible. Note that

S∗(R(NX
Gx,x))

Kx = S∗(R(NX
Gx,x))

G(F )x and S∗(Q(NX
Gx,x))

Kx = S∗(Q(NX
Gx,x))

G(F )x .

Hence we have

S∗(R(NX
Gx,x))

G(F )x ⊂ S∗(R(NX
Gx,x))

η.

Since the action of Gx is weakly linearly tame, this implies that

S∗(Q(NX
Gx,x))

G(F )x ⊂ S∗(Q(NX
Gx,x))

η

and therefore S∗(Q(NX
Gx,x))

eKx,χ = 0. �

Definition 6.0.6. We call an F -rational representation V of a reductive group G special if there is no
non-zero ξ ∈ S∗Q(V )(Γ(V ))G(F ) such that for any G-invariant decomposition Q(V ) = W1 ⊕W2 and any

two G-invariant symmetric non-degenerate bilinear forms Bi on Wi the Fourier transforms FBi(ξ) are
also supported in Γ(V ).

Proposition 6.0.7. Every special representation V of a reductive group G is weakly linearly tame.

The proposition follows immediately from the following lemma.

Lemma 6.0.8. Let V be an F -rational representation of a reductive group G. Let τ be an admissible
linear automorphism of V . Let V =W1⊕W2 be a G-invariant decomposition of V and Bi be G-invariant
symmetric non-degenerate bilinear forms on Wi. Then Wi and Bi are also τ -invariant.

This lemma follows in turn from the following one.

Lemma 6.0.9. Let V be an F -rational representation of a reductive group G. Let τ be an admissible
automorphism of V . Then O(V )G ⊂ O(V )τ .

Proof. Consider the projection π : V → V/G. We have to show that τ acts trivially on V/G and
let x ∈ π(V (F )). Let X := π−1(x). By Proposition 2.3.6 G(F ) has a closed orbit in X(F ). The
automorphism τ preserves this orbit and hence preserves x. Thus τ acts trivially on π(V (F )), which is
Zariski dense in V/G. Hence τ acts trivially on V/G. �

Now we introduce a criterion that allows to prove that a representation is special. It follows immediately
from Theorem 5.1.7.

Lemma 6.0.10. Let V be an F -rational representation of a reductive group G. Let Q(V ) =
⊕
Wi be

a G-invariant decomposition. Let Bi be symmetric non-degenerate G-invariant bilinear forms on Wi.
Suppose that any ξ ∈ S∗Q(V )(Γ(V ))G(F ) which is adapted to all Bi is zero. Then V is special.

Part 2. Symmetric and Gelfand pairs

7. Symmetric pairs

In this section we apply our tools to symmetric pairs. We introduce several properties of symmetric
pairs and discuss their interrelations. In Appendix E we present a diagram that illustrates the most
important ones.
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7.1. Preliminaries and notation.

Definition 7.1.1. A symmetric pair is a triple (G,H, θ) where H ⊂ G are reductive groups, and θ is
an involution of G such that H = Gθ. We call a symmetric pair connected if G/H is connected.

For a symmetric pair (G,H, θ) we define an antiinvolution σ : G→ G by

σ(g) := θ(g−1),

denote g := LieG, h := LieH. Let θ and σ act on g by their differentials and denote

gσ := {a ∈ g | σ(a) = a} = {a ∈ g | θ(a) = −a}.
Note that H acts on gσ by the adjoint action. Denote also

Gσ := {g ∈ G | σ(g) = g}
and define a symmetrization map s : G→ Gσ by

s(g) := gσ(g).

We will consider the action of H ×H on G by left and right translation and the conjugation action of
H on Gσ.

Definition 7.1.2. Let (G1,H1, θ1) and (G2,H2, θ2) be symmetric pairs. We define their product to be
the symmetric pair (G1 ×G2,H1 ×H2, θ1 × θ2).

Theorem 7.1.3. For any connected symmetric pair (G,H, θ) we have O(G)H×H ⊂ O(G)σ.

Proof. Consider the multiplication map H × Gσ → G. It is étale at 1 × 1 and hence its image HGσ

contains an open neighborhood of 1 in G. Hence the image of HGσ in G/H is dense. Thus HGσH is
dense in G. Clearly O(HGσH)H×H ⊂ O(HGσH)σ and hence O(G)H×H ⊂ O(G)σ. �

Corollary 7.1.4. For any connected symmetric pair (G,H, θ) and any closed H ×H orbit ∆ ⊂ G, we
have σ(∆) = ∆.

Proof. Denote Υ := H ×H. Consider the action of the 2-element group (1, τ) on Υ given by τ(h1, h2) :=

(θ(h2), θ(h1)). This defines the semi-direct product Υ̃ := (1, τ)nΥ. Extend the two-sided action of Υ to

Υ̃ by the antiinvolution σ. Note that the previous theorem implies that G/Υ = G/Υ̃. Let ∆ be a closed

Υ-orbit. Let ∆̃ := ∆ ∪ σ(∆). Let a := πG(∆̃) ⊂ G/Υ̃. Clearly, a consists of one point. On the other

hand, G/Υ̃ = G/Υ and hence π−1G (a) contains a unique closed G-orbit. Therefore ∆ = ∆̃ = σ(∆). �

Corollary 7.1.5. Let (G,H, θ) be a connected symmetric pair. Let g ∈ G(F ) be H × H-semisimple.
Suppose that the Galois cohomology H1(F, (H ×H)g) is trivial. Then σ(g) ∈ H(F )gH(F ).

For example, if (H × H)g is a product of general linear groups over some field extensions then
H1(F, (H ×H)g) is trivial.

Definition 7.1.6. A symmetric pair (G,H, θ) is called good if for any closed H(F )×H(F ) orbit O ⊂
G(F ), we have σ(O) = O.

Corollary 7.1.7. Any connected symmetric pair over C is good.

Definition 7.1.8. A symmetric pair (G,H, θ) is called a GK-pair if

S∗(G(F ))H(F )×H(F ) ⊂ S∗(G(F ))σ.
We will see later in §8 that GK-pairs satisfy a Gelfand pair property that we call GP2 (see Definition

8.1.2 and Theorem 8.1.5). Clearly every GK-pair is good and we conjecture that the converse is also true.
We will discuss it in more detail in §§7.5.
Lemma 7.1.9. Let (G,H, θ) be a symmetric pair. Then there exists a G-invariant θ-invariant non-
degenerate symmetric bilinear form B on g. In particular, g = gσ ⊕ h is an orthogonal direct sum with
respect to B.
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Proof.
Step 1. Proof for semisimple g.

Let B be the Killing form on g. Since it is non-degenerate, it is enough to show that h is orthogonal
to gσ. Let A ∈ h and C ∈ gσ. We have to show Tr(ad(A) ad(C)) = 0. This follows from the fact that
ad(A) ad(C)(h) ⊂ gσ and ad(A) ad(C)(gσ) ⊂ h.

Step 2. Proof in the general case.
Let g = g′ ⊕ z such that g′ is semisimple and z is the center. It is easy to see that this decomposition
is invariant under Aut(g) and hence θ-invariant. Now the proposition easily follows from the previous
case. �
Remark 7.1.10. Let (G,H, θ) be a symmetric pair. Let U(G) be the set of unipotent elements in G(F )
and N (g) the set of nilpotent elements in g(F ). Then the exponent map exp : N (g) → U(G) is σ-
equivariant and intertwines the adjoint action with conjugation.

Lemma 7.1.11. Let (G,H, θ) be a symmetric pair. Let x ∈ gσ be a nilpotent element. Then there exists
a group homomorphism φ : SL2 → G such that

dφ(

(
0 1
0 0

)
) = x, dφ(

(
0 0
1 0

)
) ∈ gσ and φ(

(
t 0
0 t−1

)
) ∈ H.

In particular 0 ∈ Ad(H)(x).

This lemma was essentially proven for F = C in [KR73]. The same proof works for any F and we
repeat it here for the convenience of the reader.

Proof. By the Jacobson-Morozov Theorem (see [Jac62, Chapter III, Theorems 17 and 10]) we can com-

plete x to an sl2-triple (x−, s, x). Let s′ := s+θ(s)
2 . It satisfies [s′, x] = 2x and lies in the ideal [x, g] and

hence by the Morozov Lemma (see [Jac62, Chapter III, Lemma 7]), x and s′ can be completed to an

sl2 triple (x−, s′, x). Let x′− := x−−θ(x−)
2 . Note that (x′−, s

′, x) is also an sl2-triple. Exponentiating this
sl2-triple to a map SL2 → G we get the required homomorphism. �
Notation 7.1.12. In the notation of the previous lemma we denote

Dt(x) := φ(

(
t 0
0 t−1

)
) ∈ H and d(x) := dφ(

(
1 0
0 −1

)
) ∈ h.

These elements depend on the choice of φ. However, whenever we use this notation, nothing will depend
on their choice.

7.2. Descendants of symmetric pairs. Recall that for a symmetric pair (G,H, θ) we consider the
H ×H action on G by left and right translation and the conjugation action of H on Gσ.

Proposition 7.2.1. Let (G,H, θ) be a symmetric pair. Let g ∈ G(F ) be H×H-semisimple. Let x = s(g).
Then
(i) x is semisimple (both as an element of G and with respect to the H-action).
(ii) Hx

∼= (H ×H)g and (gx)
σ ∼= NG

HgH,g as Hx-spaces.

Proof.
(i) Since the symmetrization map is closed, it is clear that the H-orbit of x is closed. This means that

x is semisimple with respect to the H-action. Now we have to show that x is semisimple as an element of
G . Let x = xsxu be the Jordan decomposition of x. The uniqueness of the Jordan decomposition implies
that both xu and xs belong to Gσ. To show that xu = 1 it is enough to show that Ad(H)(x) 3 xs. We
will do that in several steps.

Step 1. Proof for the case when xs = 1.
It follows immediately from Remark 7.1.10 and Lemma 7.1.11.

Step 2. Proof for the case when xs ∈ Z(G).
This case follows from Step 1 since conjugation acts trivially on Z(G).

Step 3. Proof in the general case.
Note that x ∈ Gxs and Gxs is θ-invariant. The statement follows from Step 2 for the group Gxs .
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(ii) The symmetrization map gives rise to an isomorphism (H × H)g ∼= Hx. Let us now show that
(gx)

σ ∼= NG
HgH,g. First of all, NG

HgH,g
∼= g/(h + Ad(g)h). Let θ′ be the involution of G defined by

θ′(y) = xθ(y)x−1. Note that Ad(g)h = gθ
′
. Fix a non-degenerate G-invariant symmetric bilinear form B

on g as in Lemma 7.1.9. Note that B is also θ′-invariant and hence

(Ad(g)h)⊥ = {a ∈ g|θ′(a) = −a}.
Now

NG
HgH,g

∼= (h+Ad(g)h)⊥ = h⊥ ∩Ad(g)h⊥ = {a ∈ g|θ(a) = θ′(a) = −a} = (gx)
σ.

�
It is easy to see that the isomorphism NG

HgH,g
∼= (gx)

σ is independent of the choice of B.

Definition 7.2.2. In the notation of the previous proposition we will say that the pair (Gx,Hx, θ|Gx) is
a descendant of (G,H, θ).

7.3. Tame symmetric pairs.

Definition 7.3.1. We call a symmetric pair (G,H, θ)
(i) tame if the action of H ×H on G is tame.
(ii) linearly tame if the action of H on gσ is linearly tame.
(iii) weakly linearly tame if the action of H on gσ is weakly linearly tame.

Remark 7.3.2. Evidently, any good tame symmetric pair is a GK-pair.

The following theorem is a direct corollary of Theorem 6.0.5.

Theorem 7.3.3. Let (G,H, θ) be a symmetric pair. Suppose that all its descendants (including itself)
are weakly linearly tame. Then (G,H, θ) is tame and linearly tame.

Definition 7.3.4. We call a symmetric pair (G,H, θ) special if gσ is a special representation of H (see
Definition 6.0.6).

The following proposition follows immediately from Proposition 6.0.7.

Proposition 7.3.5. Any special symmetric pair is weakly linearly tame.

Using Lemma 7.1.9 it is easy to prove the following proposition.

Proposition 7.3.6. A product of special symmetric pairs is special.

Now we would like to give a criterion of speciality for symmetric pairs. Recall the notation d(x) of
7.1.12.

Proposition 7.3.7 (Speciality criterion). Let (G,H, θ) be a symmetric pair. Suppose that for any nilpo-
tent x ∈ gσ either
(i) Tr(ad(d(x))|hx) < dim gσ or
(ii) F is non-Archimedean and Tr(ad(d(x))|hx) 6= dim gσ.

Then the pair (G,H, θ) is special.

For the proof we will need the following auxiliary results.

Lemma 7.3.8. Let (G,H, θ) be a symmetric pair. Then Γ(gσ) is the set of all nilpotent elements in
Q(gσ).

This lemma is a direct corollary from Lemma 7.1.11.

Lemma 7.3.9. Let (G,H, θ) be a symmetric pair. Let x ∈ gσ be a nilpotent element. Then all the
eigenvalues of ad(d(x))|gσ/[x,h] are non-positive integers.

This lemma follows from the existence of a natural surjection g/[x, g] � gσ/[x, h] (given by the de-
composition g = h⊕ gσ)

using the following straightforward lemma.
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Lemma 7.3.10. Let V be a representation of an sl2 triple (e, h, f). Then all the eigenvalues of h|V/e(V )

are non-positive integers.

Now we are ready to prove the speciality criterion.

Proof of Proposition 7.3.7. We will give a proof in the case where F is Archimedean. The case of non-
Archimedean F is done in the same way but with less complications.

By Lemma 6.0.10 and the definition of adapted it is enough to prove

S∗Q(gσ)(Γ(g
σ))H(F )×F×,(1,χ) = 0

for any character χ of F× of the form χ(λ) = u(λ)|λ|dim gσ/2 or χ(λ) = u(λ)|λ|dim gσ/2+1 , where u is
some unitary character.

The set Γ(gσ) has a finite number of H(F )-orbits (it follows from Lemma 7.3.8 and the introduction
of [KR73]). Hence it is enough to show that for any x ∈ Γ(gσ) we have

S∗(Ad(H(F ))x, Symk(CNgσ

Ad(H(F ))x))
H(F )×F×,(1,χ) = 0 for any k.

Let K := {(Dt(x), t
2)|t ∈ F×} ⊂ (H(F )× F×)x.

Note that
∆(H(F )×F×)x((Dt(x), t

2)) = |det(Ad(Dt(x))|gσx )| = |t|Tr(ad(d(x))|hx ).
By Lemma 7.3.9 the eigenvalues of the action of (Dt(x), t

2) on (Symk(gσ/[x, h])) are of the form tl

where l is a non-positive integer.
Now by Frobenius reciprocity (Theorem 2.5.7) we have

S∗
(
(H(F ))x, Symk(CNgσ

Ad(H(F ))x)
)H(F )×F×,(1,χ)

=

= S∗
(
{x},Symk(CNgσ

Ad(H(F ))x,x)⊗∆H(F )×F× |(H(F )×F×)x ·∆−1(H(F )×F×)x
⊗ (1, χ)

)(H(F )×F×)x
=

=
(
Symk(gσ/[x, h])⊗∆(H(F )×F×)x ⊗ (1, χ)−1 ⊗R C

)(H(F )×F×)x
⊂

⊂
(
Symk(gσ/[x, h])⊗∆(H(F )×F×)x ⊗ (1, χ)−1 ⊗R C

)K

which is zero since all the absolute values of the eigenvalues of the action of any (Dt(x), t
2) ∈ K on

Symk(gσ/[x, h])⊗∆(H(F )×F×)x ⊗ (1, χ)−1

are of the form |t|l where l < 0. �
7.4. Regular symmetric pairs.
In this subsection we will formulate a property which is weaker than weakly linearly tame but still enables
us to prove the GK property for good pairs.

Definition 7.4.1. Let (G,H, θ) be a symmetric pair. We call an element g ∈ G(F ) admissible if
(i) Ad(g) commutes with θ (or, equivalently, s(g) ∈ Z(G)) and
(ii) Ad(g)|gσ is H-admissible.

Definition 7.4.2. We call a symmetric pair (G,H, θ) regular if for any admissible g ∈ G(F ) such that
S∗(R(gσ))H(F ) ⊂ S∗(R(gσ))Ad(g) we have

S∗(Q(gσ))H(F ) ⊂ S∗(Q(gσ))Ad(g).

Remark 7.4.3. Clearly, every weakly linearly tame pair is regular.

Proposition 7.4.4. Let (G1,H1, θ1) and (G2,H2, θ2) be regular symmetric pairs. Then their product
(G1 ×G2,H1 ×H2, θ1 × θ2) is also a regular pair.

Proof. This follows from Proposition 2.5.8, since a product of admissible elements is admissible, and
R(gσ2

1 )×R(gσ2
2 ) is an open saturated subset of R((g1 × g2)

σ1×σ2). �
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The goal of this subsection is to prove the following theorem.

Theorem 7.4.5. Let (G,H, θ) be a good symmetric pair such that all its descendants are regular. Then
it is a GK-pair.

We will need several definitions and lemmas.

Definition 7.4.6. Let (G,H, θ) be a symmetric pair. An element g ∈ G is called normal if g commutes
with σ(g).

Note that if g is normal then

gσ(g)−1 = σ(g)−1g ∈ H.

The following lemma is straightforward.

Lemma 7.4.7. Let (G,H, θ) be a symmetric pair. Then any σ-invariant H(F ) × H(F )-orbit in G(F )
contains a normal element.

Proof.
Let g′ ∈ O. We know that σ(g′) = h1g

′h2 where h1, h2 ∈ H(F ). Let g := g′h1. Then

σ(g)g = h−11 σ(g′)g′h1 = h−11 σ(g′)σ(σ(g′))h1 =

= h−11 h1g
′h2σ(h1g

′h2))h1 = g′σ(g′) = g′h1h
−1
1 σ(g′) = gσ(g).

Thus g in O is normal. �

Notation 7.4.8. Let (G,H, θ) be a symmetric pair. We denote

H̃ ×H := H ×H o {1, σ}
where

σ · (h1, h2) = (θ(h2), θ(h1)) · σ.
The two-sided action of H ×H on G is extended to an action of H̃ ×H in the natural way. We denote

by χ the character of H̃ ×H defined by

χ(H̃ ×H −H ×H) = {−1}, χ(H ×H) = {1}.
Proposition 7.4.9. Let (G,H, θ) be a good symmetric pair. Let O ⊂ G(F ) be a closed H(F ) ×H(F )-
orbit.

Then for any g ∈ O there exist τ ∈ (H̃ ×H)g(F ) − (H × H)g(F ) and g′ ∈ Gs(g)(F ) such that

Ad(g′) commutes with θ on Gs(g) and the action of τ on NG
O,g corresponds via the isomorphism given by

Proposition 7.2.1 to the adjoint action of g′ on gσs(g).

Proof. Clearly, if the statement holds for some g ∈ O then it holds for all g ∈ O.
Let g ∈ O be a normal element. Let h := gσ(g)−1. Recall that h ∈ H(F ) and gh = hg = σ(g). Let

τ := (h−1, 1) ·σ. Evidently, τ ∈ (H̃ ×H)g(F )−(H×H)g(F ). Consider dτg : TgG→ TgG. It corresponds
via the identification dg : g ∼= TgG to some A : g → g. Clearly, A = da where a : G → G is defined by
a(α) = g−1h−1σ(gα). However, g−1h−1σ(gα) = θ(g)σ(α)θ(g)−1. Hence A = Ad(θ(g)) ◦ σ. By Lemma
7.1.9, there exists a non-degenerate G-invariant σ-invariant symmetric bilinear form B on g. By Theorem
7.1.3, A preserves B. Therefore τ corresponds to A|gσ

s(g)
via the isomorphism given by Proposition 7.2.1.

However, σ is trivial on gσs(g) and hence A|gσ
s(g)

= Ad(θ(g))|gσ
s(g)

. Since g is normal, θ(g) ∈ Gs(g). It is

easy to see that Ad(θ(g)) commutes with θ on Gs(g). Hence we take g′ := θ(g). �

Now we are ready to prove Theorem 7.4.5.

Proof of Theorem 7.4.5. We have to show that S∗(G(F ))H̃×H,χ = 0. By Theorem 3.2.2 it is enough to
show that for any H ×H-semisimple x ∈ G(F ) such that

D(R(NG
HxH,x))

˜(H(F )×H(F ))x,χ = 0
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we have

D(Q(NG
HxH,x))

˜(H(F )×H(F ))x,χ = 0.

This follows immediately from the regularity of the pair (Gx,Hx) using the last proposition. �
7.5. Conjectures.

Conjecture 1 (van Dijk). If F = C then any connected symmetric pair is a Gelfand pair (GP3, see
Definition 8.1.2 below).

By Theorem 8.1.5 this would follow from the following stronger conjecture.

Conjecture 2. If F = C then any connected symmetric pair is a GK-pair.

By Corollary 7.1.7 this in turn would follow from the following more general conjecture.

Conjecture 3. Every good symmetric pair is a GK-pair.

which in turn follows (by Theorem 7.4.5) from the following one.

Conjecture 4. Any symmetric pair is regular.

Remark 7.5.1. In the next two subsections we prove this conjecture for certain symmetric pairs. In
subsequent works [AG08c, Say08a, AS08, Say08b, Aiz08] this conjecture was verified for most classical
symmetric pairs and several exceptional ones.

Remark 7.5.2. An indirect evidence for this conjecture is that every GK-pair is regular. One can easily
show this by analyzing a Luna slice for an orbit of an admissible element.

Remark 7.5.3. It is well known that if F is Archimedean, G is connected and H is compact then the
pair (G,H, θ) is good, Gelfand (GP1, see Definition 8.1.2 below) and in fact also GK. See e.g. [Yak04].

Remark 7.5.4. In general, not every symmetric pair is good. For example, (SL2(R), T ) where T is the
split torus. Also, it is not a Gelfand pair (not even GP3, see Definition 8.1.2 below).

Remark 7.5.5. It seems unlikely that every symmetric pair is special. However, in the next two subsec-
tions we will prove that certain symmetric pairs are special.

7.6. The pairs (G×G,∆G) and (GE/F , G) are tame.

Notation 7.6.1. Let E be a quadratic extension of F . Let G be an algebraic group defined over F . We
denote by GE/F the restriction of scalars from E to F of G viewed as a group over E. Thus, GE/F is
an algebraic group defined over F and GE/F (F ) = G(E).

In this section we will prove the following theorem.

Theorem 7.6.2. Let G be a reductive group.
(i) Consider the involution θ of G × G given by θ((g, h)) := (h, g). Its fixed points form the diagonal
subgroup ∆G. Then the symmetric pair (G×G,∆G, θ) is tame.
(ii) Let E be a quadratic extension of F . Consider the involution γ of GE/F given by the nontrivial
element of Gal(E/F ). Its fixed points form G. Then the symmetric pair (GE/F , G, γ) is tame.

Corollary 7.6.3. Let G be a reductive group. Then the adjoint action of G on itself is tame. In
particular, every conjugation invariant distribution on GLn(F ) is transposition invariant 6.

For the proof of the theorem we will need the following straightforward lemma.

Lemma 7.6.4.
(i) Every descendant of (G×G,∆G, θ) is of the form (H ×H,∆H, θ) for some reductive group H.
(ii) Every descendant of (GE/F , G, γ) is of the form (HE/F ,H, γ) for some reductive group H.

Now in view of Theorem 7.4.5, Theorem 7.6.2 follows from the following theorem.

6In the non-Archimedean case, the latter is a classical result of Gelfand and Kazhdan, see [GK75].
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Theorem 7.6.5. The pairs (G×G,∆G, θ) and (GE/F , G, γ) are special for any reductive group G.

By the speciality criterion (Proposition 7.3.7) this theorem follows from the following lemma.

Lemma 7.6.6. Let g be a semisimple Lie algebra. Let {e, h, f} ⊂ g be an sl2 triple. Then Tr(ad(h)|ge)
is an integer smaller than dim g.

Proof. Consider g as a representation of sl2 via the triple (e, h, f). Decompose it into irreducible repre-
sentations g =

⊕
Vi. Let λi be the highest weights of Vi. Clearly

Tr(ad(h)|ge) =
∑

λi while dim g =
∑

(λi + 1).

�
7.7. The pair (GLn+k,GLn ×GLk) is a GK pair.

Notation 7.7.1. We define an involution θn,k : GLn+k → GLn+k by θn,k(x) = εxε where ε =(
In 0
0 −Ik

)
. Note that (GLn+k,GLn×GLk, θn,k) is a symmetric pair. If there is no ambiguity we

will denote θn,k simply by θ.

Theorem 7.7.2. The pair (GLn+k,GLn×GLk, θn,k) is a GK-pair.

By Theorem 7.4.5 it is enough to prove that our pair is good and all its descendants are regular.
In §§§7.7.1 we compute the descendants of our pair and show that the pair is good.
In §§§7.7.2 we prove that all the descendants are regular.

7.7.1. The descendants of the pair (GLn+k,GLn×GLk).

Theorem 7.7.3. All the descendants of the pair (GLn+k,GLn×GLk, θn,k) are products of pairs of the
types

(i) ((GLm)E/F × (GLm)E/F ,∆(GLm)E/F , θ) for some field extension E/F
(ii) ((GLm)E/F , (GLm)L/F , γ) for some field extension L/F and its quadratic extension E/L
(iii) (GLm+l,GLm×GLl, θm,l).

Proof. Let x ∈ GLσn+k(F ) be a semisimple element. We have to compute Gx and Hx. Since x ∈ Gσ, we

have εxε = x−1. Let V = Fn+k. Decompose V :=
⊕s

i=1 Vi such that the minimal polynomial of x|Vi is
irreducible. Now Gx(F ) decomposes as a product of GLEi(Vi), where Ei is the extension of F defined by
the minimal polynomial of x|Vi and the Ei-vector space structure on Vi is given by x.

Clearly, ε permutes the Vi’s. Now we see that V is a direct sum of spaces of the following two types
A. W1 ⊕W2 such that the minimal polynomials of x|Wi are irreducible and ε(W1) =W2.
B. W such that the minimal polynomial of x|W is irreducible and ε(W ) =W .

It is easy to see that in case A we get the symmetric pair (i).
In case B there are two possibilities: either x = x−1 or x 6= x−1. It is easy to see that these cases

correspond to types (iii) and (ii) respectively. �
Corollary 7.7.4. The pair (GLn+k,GLn×GLk) is good.

Proof. Theorem 7.7.3 implies that for any (GLn×GLk) × (GLn×GLk)-semisimple element x ∈
GLn+k(F ), the stabilizer ((GLn×GLk) × (GLn×GLk))x is a product of groups of types (GLm)E/F
for some extensions E/F . Hence H1(F, ((GLn×GLk) × (GLn×GLk))x) = 0 and hence by Corollary
7.1.5 the pair (GLn+k,GLn×GLk) is good. �
7.7.2. All the descendants of the pair (GLn+k,GLn×GLk) are regular.
Clearly, for any field extension E/F , if a pair (G,H, θ) is regular as a symmetric pair over E then the
pair (GE/F ,HE/F , θ) is regular. Therefore by Theorem 7.7.3 and Theorem 7.6.2 it is enough to prove
that the pair (GLn+k,GLn×GLk, θn,k) is regular as a symmetric pair over F .

In the case n 6= k this follows from the definition since in this case the normalizer of GLn×GLk in
GLk+n is GLn×GLk and hence, any admissible g ∈ GLn+k lies in GLn×GLk.

So we can assume n = k > 0. Hence by Proposition 7.3.7 it suffices to prove the following Key Lemma.
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Lemma 7.7.5 (Key Lemma). 7 Let x ∈ glσ2n(F ) be a nilpotent element and d := d(x). Then

Tr(ad(d)|(gln(F )×gln(F ))x) < 2n2.

We will need the following definition and lemmas.

Definition 7.7.6. We fix a grading on sl2(F ) given by h ∈ sl2(F )0 and e, f ∈ sl2(F )1 where (e, h, f) is
the standard sl2-triple. A graded representation of sl2 is a representation of sl2 on a graded vector
space V = V0 ⊕ V1 such that sl2(F )i(Vj) ⊂ Vi+j where i, j ∈ Z/2Z.

The following lemma is standard.

Lemma 7.7.7.
(i) Every irreducible graded representation of sl2 is irreducible (as a usual representation of sl2).
(ii) Every irreducible representation V of sl2 admits exactly two gradings. In one grading the highest
weight vector lies in V0 and in the other grading it lies in V1.

Notation 7.7.8. Denote by V wλ be the irreducible graded representation of sl2 with highest weight λ and
highest weight vector of parity w ∈ Z/2Z.

Lemma 7.7.9. 8 Consider Hom((V w1

λ1
, V w2

λ2
)e)0 - the even part of the space of e-equivariant linear maps

V w1

λ1
→ V w2

λ2
. Let ri := dimV wiλi

= λi + 1 and let

m := Tr(h|(Hom((V
w1
λ1

,V
w2
λ2

)e)0
) + Tr(h|Hom((V

w2
λ2

,V
w1
λ1

)e)0
)− r1r2.

Then

m =





−min(r1, r2), if r1 6= r2 (mod 2);
−2min(r1, r2), if r1 ≡ r2 ≡ 0 (mod 2) and w1 = w2;
0, if r1 ≡ r2 ≡ 0 (mod 2) and w1 6= w2;
|r1 − r2| − 1, if r1 ≡ r2 ≡ 1 (mod 2) and w1 = w2;
−(r1 + r2 − 1), if r1 ≡ r2 ≡ 1 (mod 2) and w1 6= w2;

This lemma follows by a direct computation from the following straightforward lemma.

Lemma 7.7.10. One has

Tr(h|((V wλ )e)0) =

{
λ, if w = 0
0, if w = 1

(1)

(V wλ )∗ = V w+λ
λ(2)

V w1

λ1
⊗ V w2

λ2
=

min(λ1,λ2)⊕

i=0

V w1+w2+i
λ1+λ2−2i.(3)

Proof of the Key Lemma. Let V0 := V1 := Fn. Let V := V0 ⊕ V1 be a Z/2Z-graded vector space. We
consider gl2n(F ) as the Z/2Z-graded Lie algebra End(V ). Note that gln(F )× gln(F ) is the even part of
End(V ) with respect to this grading. Consider V as a graded representation of the sl2 triple (x, d, x−).
Decompose V into graded irreducible representations Wi. Let ri := dimWi and wi be the parity of the
highest weight vector of Wi. Note that if ri is even then dim(Wi ∩ V0) = dim(Wi ∩ V1). If ri is odd then
dim(Wi ∩ V0) = dim(Wi ∩ V1) + (−1)wi . Since dimV0 = dimV1, we get that the number of indices i such
that ri is odd and wi = 0 is equal to the number of indices i such that ri is odd and wi = 1. We denote
this number by l. Now

Tr(ad(d)|(gln(F )×gln(F ))x)− 2n2 = Tr(d|(Hom(V,V )x)0)− 2n2 =
1

2

∑

i,j

mij ,

where
mij := Tr(d|(Hom(Wi,Wj)x)0) + Tr(d|(Hom(Wj ,Wi)x)0)− rirj .

The mij can be computed using Lemma 7.7.9.

7This Lemma is similar to [JR96, §§3.2, Lemma 3.1]. The proofs are also similar.
8This Lemma is similar to [JR96, Lemma 3.2] but computes a different quantity.
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As we see from the lemma, if either ri or rj is even then mij is non-positive and mii is negative.
Therefore, if all ri are even then we are done. Otherwise l > 0 and we can assume that all ri are odd.
Reorder the spaces Wi so that wi = 0 for i ≤ l and wi = 1 for i > l. Now

∑

1≤i,j≤2l
mij =

∑

i≤l,j≤l
(|ri − rj | − 1) +

∑

i>l,j>l

(|ri − rj | − 1)−
∑

i≤l,j>l
(ri + rj − 1)−

∑

i>l,j≤l
(ri + rj − 1) =

=
∑

i≤l,j≤l
|ri − rj |+

∑

i>l,j>l

|ri − rj | −
∑

i≤l,j>l
(ri + rj)−

∑

i>l,j≤l
(ri + rj) <

<
∑

i≤l,j≤l
(ri + rj) +

∑

i>l,j>l

(ri + rj)−
∑

i≤l,j>l
(ri + rj)−

∑

i>l,j≤l
(ri + rj) = 0.

The Lemma follows. �

8. Applications to Gelfand pairs

8.1. Preliminaries on Gelfand pairs and distributional criteria.
In this section we recall a technique due to Gelfand-Kazhdan which allows to deduce statements in
representation theory from statements on invariant distributions. For more detailed description see
[AGS08, §2].
Definition 8.1.1. Let G be a reductive group. By an admissible representation of G we mean an
admissible representation of G(F ) if F is non-Archimedean (see [BZ76]) and admissible smooth Fréchet
representation of G(F ) if F is Archimedean.

We now introduce three a-priori distinct notions of Gelfand pair.

Definition 8.1.2. Let H ⊂ G be a pair of reductive groups.
• We say that (G,H) satisfy GP1 if for any irreducible admissible representation (π,E) of G we have

dimHomH(F )(E,C) ≤ 1.

• We say that (G,H) satisfy GP2 if for any irreducible admissible representation (π,E) of G we have

dimHomH(F )(E,C) · dimHomH(Ẽ,C) ≤ 1.

• We say that (G,H) satisfy GP3 if for any irreducible unitary representation (π,H) of G(F ) on a
Hilbert space H we have

dimHomH(F )(H∞,C) ≤ 1.

Property GP1 was established by Gelfand and Kazhdan in certain p-adic cases (see [GK75]). Property
GP2 was introduced in [Gro91] in the p-adic setting. Property GP3 was studied extensively by various
authors under the name generalized Gelfand pair both in the real and p-adic settings (see e.g. [vDP90],
[vD86], [BvD94]).

We have the following straightforward proposition.

Proposition 8.1.3. GP1 ⇒ GP2 ⇒ GP3.

Remark 8.1.4. It is not known whether some of these notions are equivalent.

We will use the following theorem from [AGS08] which is a version of a classical theorem of Gelfand
and Kazhdan (see [GK75]).

Theorem 8.1.5. Let H ⊂ G be reductive groups and let τ be an involutive anti-automorphism of G and
assume that τ(H) = H. Suppose τ(ξ) = ξ for all bi H(F )-invariant Schwartz distributions ξ on G(F ).
Then (G,H) satisfies GP2.

Corollary 8.1.6. Any symmetric GK-pair satisfies GP2.

In some cases, GP2 is known to be equivalent to GP1. For example, see Corollary 8.2.3 below.
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8.2. Applications to Gelfand pairs.

Theorem 8.2.1. Let G be a reductive group and let σ be an Ad(G)-admissible anti-automorphism of
G. Let θ be the automorphism of G defined by θ(g) := σ(g−1). Let (π,E) be an irreducible admissible
representation of G.

Then Ẽ ∼= Eθ, where Ẽ denotes the smooth contragredient representation and Eθ is E twisted by θ.

Proof. By Corollary 7.6.3, the characters of Ẽ and Eθ are identical. Since these representations are
irreducible, this implies that they are isomorphic (see e.g. [Wal88, Theorem 8.1.5]). �
Remark 8.2.2. This theorem has an alternative proof using Harish-Chandra’s Regularity Theorem, which
says that the character of an admissible representation is a locally integrable function.

Corollary 8.2.3. Let H ⊂ G be reductive groups and let τ be an Ad(G)-admissible anti-automorphism
of G such that τ(H) = H. Then GP1 is equivalent to GP2 for the pair (G,H).

This corollary, together with Corollary 8.1.6 and Theorem 7.7.2 implies the following result.

Theorem 8.2.4. The pair (GLn+k,GLn×GLk) satisfies GP1.

For non-Archimedean F this theorem is proven in [JR96].

Theorem 8.2.5. Let E be a quadratic extension of F . Then the pair ((GLn)E/F ,GLn) satisfies GP1.

For non-Archimedean F this theorem is proven in [Fli91].

Proof. By Theorem 7.6.2 this pair is tame. Hence it is enough to show that this symmetric pair is good.
Consider the adjoint action of GLn on itself. Let x ∈ GLn(E)σ be semisimple. The stabilizer (GLn)x
is a product of groups of the form (GLn)F ′/F for some extensions F ′/F . Hence H1(F, (GLn)x) = 0.
Therefore, by Corollary 7.1.5, the symmetric pair in question is good. �

Part 3. Appendices

Appendix A. Algebraic geometry over local fields

A.1. Implicit Function Theorems.

Definition A.1.1. An analytic map φ : M → N is called étale if dxφ : TxM → Tφ(x)N is an
isomorphism for any x ∈ M . An analytic map φ : M → N is called a submersion if dxφ : TxM →
Tφ(x)N is onto for any x ∈M .

We will use the following version of the Inverse Function Theorem.

Theorem A.1.2 (cf. [Ser64], Theorem 2 in §9 of Chapter III in part II). Let φ : M → N be an étale
map of analytic manifolds. Then it is locally an isomorphism.

Corollary A.1.3. Let φ : X → Y be a morphism of (not necessarily smooth) algebraic varieties. Suppose
that φ is étale at x ∈ X(F ). Then there exists an open neighborhood U ⊂ X(F ) of x such that φ|U is a
homeomorphism to its open image in Y (F ).

For the proof see e.g. [Mum99, Chapter III, §5, proof of Corolary 2]. There, the proof is given for the
case F = C but it works in general.

Remark A.1.4. If F is Archimedean then one can choose U to be semi-algebraic.

The following proposition is well known (see e.g. §10 of Chapter III in part II of [Ser64]).

Proposition A.1.5. Any submersion φ :M → N is open.

Corollary A.1.6. Lemma 2.3.4 holds. Namely, for any algebraic group G and a closed algebraic subgroup
H ⊂ G the subset G(F )/H(F ) is open and closed in (G/H)(F ).

Proof. Consider the map φ : G(F ) → (G/H)(F ) defined by φ(g) = gH. Clearly, it is a submersion and
its image is exactly G(F )/H(F ). Hence, G(F )/H(F ) is open. Since each G(F )-orbit in (G/H)(F ) is
open for the same reason, G(F )/H(F ) is also closed. �
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A.2. The Luna Slice Theorem.
In this subsection we formulate the Luna Slice Theorem and show how it implies Theorem 2.3.17. For a
survey on the Luna Slice Theorem we refer the reader to [Dre00] and the original paper [Lun73].

Definition A.2.1 (cf. [Dre00]). Let a reductive group G act on affine varieties X and Y . A G-equivariant
algebraic map φ : X → Y is called strongly étale if
(i) φ/G : X/G→ Y/G is étale
(ii) φ and the quotient morphism πX : X → X/G induce a G-isomorphism X ∼= Y ×Y/G X/G.
Definition A.2.2. Let G be a reductive group and H be a closed reductive subgroup. Suppose that H acts
on an affine variety X. Then G×HX denotes (G×X)/H with respect to the action h(g, x) = (gh−1, hx).

Theorem A.2.3 (Luna Slice Theorem). Let a reductive group G act on a smooth affine variety X. Let
x ∈ X be G-semisimple.

Then there exists a locally closed smooth affine Gx-invariant subvariety Z 3 x of X and a strongly
étale algebraic map of Gx spaces ν : Z → NX

Gx,x such that the G-morphism φ : G×Gx Z → X induced by
the action of G on X is strongly étale .

Proof. It follows from [Dre00, Proposition 4.18, Lemma 5.1 and Theorems 5.2 and 5.3], noting that one
can choose Z and ν (in our notation) to be defined over F . �
Corollary A.2.4. Theorem 2.3.17 holds. Namely:
Let a reductive group G act on a smooth affine variety X. Let x ∈ X(F ) be G-semisimple.

Then there exist
(i) an open G(F )-invariant B-analytic neighborhood U of G(F )x in X(F ) with a G-equivariant B-analytic
retract p : U → G(F )x and
(ii) a Gx-equivariant B-analytic embedding ψ : p−1(x) ↪→ NX

Gx,x(F ) with an open saturated image such

that ψ(x) = 0.

Proof. Let Z, φ and ν be as in the last theorem.
Let Z ′ := Z/Gx ∼= (G×Gx Z)/G and X ′ := X/G. Consider the natural map φ′ : Z ′(F ) → X ′(F ). By

Corollary A.1.3 there exists a neighborhood S′ ⊂ Z ′(F ) of πZ(x) such that φ′|S′ is a homeomorphism to
its open image.

Consider the natural map ν′ : Z ′(F ) → NX
Gx,x/Gx(F ). Let S′′ ⊂ Z(F ) be a neighborhood of πZ(x)

such that ν′|S′′ is an isomorphism to its open image. In case that F is Archimedean we choose S′ and S′′

to be semi-algebraic.
Let S := π−1Z (S′′ ∩ S′) ∩ Z(F ). Clearly, S is B-analytic.
Let ρ : (G ×Gx Z)(F ) → Z ′(F ) be the natural projection. Let O = ρ−1(S′′ ∩ S′). Let q : O →

(G/Gx)(F ) be the natural map. Let O′ := q−1(G(F )/Gx(F )) and q′ := q|O′ .
Now put U := φ(O′) and put p : U → G(F )x be the morphism that corresponds to q′. Note that

p−1(x) ∼= S and put ψ : p−1(x) → NX
Gx,x(F ) to be the imbedding that corresponds to ν|S . �

Appendix B. Schwartz distributions on Nash manifolds

B.1. Preliminaries and notation.
In this appendix we will prove some properties ofK-equivariant Schwartz distributions on Nash manifolds.
We work in the notation of [AG08a], where one can read about Nash manifolds and Schwartz distributions
over them. More detailed references on Nash manifolds are [BCR98] and [Shi87].

Nash manifolds are equipped with the restricted topology, in which open sets are open semi-algebraic
sets. This is not a topology in the usual sense of the word as infinite unions of open sets are not necessarily
open sets in the restricted topology. However, finite unions of open sets are open and therefore in the
restricted topology we consider only finite covers. In particular, if E → M is a Nash vector bundle it
means that there exists a finite open cover Ui of M such that E|Ui is trivial.
Notation B.1.1. Let M be a Nash manifold. We denote by DM the Nash bundle of densities on M .
It is the natural bundle whose smooth sections are smooth measures. For the precise definition see e.g.
[AG08a].
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An important property of Nash manifolds is

Theorem B.1.2 (Local triviality of Nash manifolds; [Shi87], Theorem I.5.12 ). Any Nash manifold can
be covered by a finite number of open submanifolds Nash diffeomorphic to Rn.

Definition B.1.3. Let M be a Nash manifold. We denote by G(M) := S∗(M,DM ) the space of
Schwartz generalized functions onM . Similarly, for a Nash bundle E →M we denote by G(M,E) :=
S∗(M,E∗ ⊗DM ) the space of Schwartz generalized sections of E.

In the same way, for any smooth manifold M we denote by C−∞(M) := D(M,DM ) the space of
generalized functions on M and for a smooth bundle E →M we denote by C−∞(M,E) := D(M,E∗⊗
DM ) the space of generalized sections of E.

Usual L1-functions can be interpreted as Schwartz generalized functions but not as Schwartz distribu-
tions. We will need several properties of Schwartz functions from [AG08a].

Property B.1.4 ([AG08a], Theorem 4.1.3). S(Rn) = Classical Schwartz functions on Rn.

Property B.1.5 ([AG08a], Theorem 5.4.3). Let U ⊂M be a (semi-algebraic) open subset, then

S(U,E) ∼= {φ ∈ S(M,E)| φ is 0 on M \ U with all derivatives}.
Property B.1.6 (see [AG08a], §5). Let M be a Nash manifold. Let M =

⋃
Ui be a finite open cover of

M . Then a function f on M is a Schwartz function if and only if it can be written as f =
n∑
i=1

fi where

fi ∈ S(Ui) (extended by zero to M).

Moreover, there exists a smooth partition of unity 1 =
n∑
i=1

λi such that for any Schwartz function

f ∈ S(M) the function λif is a Schwartz function on Ui (extended by zero to M).

Property B.1.7 (see [AG08a], §5). Let M be a Nash manifold and E be a Nash bundle over it. Let
M =

⋃
Ui be a finite open cover of M . Let ξi ∈ G(Ui, E) such that ξi|Uj = ξj |Ui . Then there exists a

unique ξ ∈ G(M,E) such that ξ|Ui = ξi.

We will also use the following notation.

Notation B.1.8. Let M be a metric space and x ∈ M . We denote by B(x, r) the open ball with center
x and radius r.

B.2. Submersion principle.

Theorem B.2.1 ([AG08b], Theorem 2.4.16). Let M and N be Nash manifolds and s : M → N be a
surjective submersive Nash map. Then locally it has a Nash section, i.e. there exists a finite open cover

N =
k⋃
i=1

Ui such that s has a Nash section on each Ui.

Corollary B.2.2. An étale map φ : M → N of Nash manifolds is locally an isomorphism. That means
that there exists a finite cover M =

⋃
Ui such that φ|Ui is an isomorphism onto its open image.

Theorem B.2.3. Let p :M → N be a Nash submersion of Nash manifolds. Then there exist a finite open
(semi-algebraic) cover M =

⋃
Ui and isomorphisms φi : Ui ∼= Wi and ψi : p(Ui) ∼= Vi where Wi ⊂ Rdi

and Vi ⊂ Rki are open (semi-algebraic) subsets, ki ≤ di and p|Ui correspond to the standard projections.

Proof. The problem is local, hence without loss of generality we can assume that N = Rk, M is an
equidimensional closed submanifold of Rn of dimension d, d ≥ k, and p is given by the standard projection
Rn → Rk.

Let Ω be the set of all coordinate subspaces of Rn of dimension d which contain N . For any V ∈ Ω
consider the projection pr : M → V . Define UV = {x ∈ M |dxpr is an isomorphism }. It is easy to see
that pr|UV is étale and {UV }V ∈Ω gives a finite cover of M . The theorem now follows from the previous
corollary (Corollary B.2.2). �
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Theorem B.2.4. Let φ : M → N be a Nash submersion of Nash manifolds. Let E be a Nash bundle
over N . Then
(i) there exists a unique continuous linear map φ∗ : S(M,φ∗(E) ⊗DM ) → S(N,E ⊗DN ) such that for
any f ∈ S(N,E∗) and µ ∈ S(M,φ∗(E)⊗DM ) we have

∫

x∈N
〈f(x), φ∗µ(x)〉 =

∫

x∈M
〈φ∗f(x), µ(x)〉.

In particular, we mean that both integrals converge.
(ii) If φ is surjective then φ∗ is surjective.

Proof.
(i)
Step 1. Proof for the case when M = Rn, N = Rk, k ≤ n, φ is the standard projection and E is

trivial.
Fix Haar measure on R and identify DRl with the trivial bundle for any l. Define

φ∗(f)(x) :=
∫

y∈Rn−k
f(x, y)dy.

Convergence of the integral and the fact that φ∗(f) is a Schwartz function follows from standard calculus.
Step 2. Proof for the case when M ⊂ Rn and N ⊂ Rk are open (semi-algebraic) subsets, φ is the

standard projection and E is trivial.
Follows from the previous step and Property B.1.5.

Step 3. Proof for the case when E is trivial.
Follows from the previous step, Theorem B.2.3 and partition of unity (Property B.1.6).

Step 4. Proof in the general case.
Follows from the previous step and partition of unity (Property B.1.6).

(ii) The proof is the same as in (i) except of Step 2. Let us prove (ii) in the case of Step 2. Again, fix
Haar measure on R and identify DRl with the trivial bundle for any l. By Theorem B.2.1 and partition
of unity (Property B.1.6) we can assume that there exists a Nash section ν : N →M . We can write ν in
the form ν(x) = (x, s(x)).

For any x ∈ N define R(x) := sup{r ∈ R≥0|B(ν(x), r) ⊂M}. Clearly, R is continuous and positive. By
Tarski - Seidenberg principle (see e.g. [AG08a, Theorem 2.2.3]) it is semi-algebraic. Hence (by [AG08a,
Lemma A.2.1]) there exists a positive Nash function r(x) such that r(x) < R(x). Let ρ ∈ S(Rn−k) such
that ρ is supported in the unit ball and its integral is 1. Now let f ∈ S(N). Let g ∈ C∞(M) defined by
g(x, y) := f(x)ρ((y − s(x))/r(x))/r(x) where x ∈ N and y ∈ Rn−k. It is easy to see that g ∈ S(M) and
φ∗g = f . �

Notation B.2.5. Let φ : M → N be a Nash submersion of Nash manifolds. Let E be a bundle on N .
We denote by φ∗ : G(N,E) → G(M,φ∗(E)) the dual map to φ∗.

Remark B.2.6. Clearly, the map φ∗ : G(N,E) → G(M,φ∗(E)) extends to the map φ∗ : C−∞(N,E) →
C−∞(M,φ∗(E)) described in [AGS08, Theorem A.0.4].

Proposition B.2.7. Let φ : M → N be a surjective Nash submersion of Nash manifolds. Let E be a
bundle on N . Let ξ ∈ C−∞(N). Suppose that φ∗(ξ) ∈ G(M). Then ξ ∈ G(N).

Proof. It follows from Theorem B.2.4 and Banach Open Map Theorem (see [Rud73, Theorem 2.11]). �

B.3. Frobenius reciprocity.
In this subsection we prove Frobenius reciprocity for Schwartz functions on Nash manifolds.

Proposition B.3.1. Let M be a Nash manifold. Let K be a Nash group. Let E →M be a Nash bundle.
Consider the standard projection p : K ×M → M . Then the map p∗ : G(M,E) → G(M ×K, p∗E)K is
an isomorphism.

This proposition follows from in [AG08b, Proposition 4.0.11].
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Corollary B.3.2. Let a Nash group K act on a Nash manifold M . Let E be a K-equivariant Nash
bundle over M . Let N ⊂M be a Nash submanifold such that the action map K×N →M is submersive.
Then there exists a canonical map

HC : G(M,E)K → G(N,E|N ).

Theorem B.3.3. Let a Nash group K act on a Nash manifold M . Let N be a K-transitive Nash
manifold. Let φ :M → N be a Nash K-equivariant map.

Let z ∈ N be a point and Mz := φ−1(z) be its fiber. Let Kz be the stabilizer of z in K. Let E be a
K-equivariant Nash vector bundle over M .

Then there exists a canonical isomorphism

Fr : G(Mz, E|Mz
)Kz ∼= G(M, E)K .

Proof. Consider the map az : K → N given by az(g) = gz. It is a submersion. Hence by Theorem B.2.1

there exists a finite open cover N =
k⋃
i=1

Ui such that az has a Nash section si on each Ui. This gives an

isomorphism φ−1(Ui) ∼= Ui ×Mz which defines a projection p : φ−1(Ui) →Mz. Let ξ ∈ G(Mz, E|Mz
)Kz .

Denote ξi := p∗ξ. Clearly it does not depend on the section si. Hence ξi|Ui∩Uj = ξj |Ui∩Uj and hence by
Property B.1.7 there exists η ∈ G(M, E) such that η|Ui = ξi. Clearly η does not depend on the choices.
Hence we can define Fr(ξ) = η.

It is easy to see that the map HC : G(M,E)K → G(Mz, E|Mz ) described in the last corollary gives the
inverse map. �

Since our construction coincides with the construction of Frobenius reciprocity for smooth manifolds
(see e.g. [AGS08, Theorem A.0.3]) we obtain the following corollary.

Corollary B.3.4. Part (ii) of Theorem 2.5.7 holds.

B.4. K-invariant distributions compactly supported modulo K.

In this subsection we prove Theorem 4.0.5. Let us first remind its formulation.

Theorem B.4.1. Let a Nash group K act on a Nash manifold M . Let E be a K-equivariant Nash bundle
over M . Let ξ ∈ D(M,E)K such that Supp(ξ) is Nashly compact modulo K. Then ξ ∈ S∗(M,E)K .

For the proof we will need the following lemmas.

Lemma B.4.2. Let M be a Nash manifold. Let C ⊂ M be a compact subset. Then there exists a
relatively compact open (semi-algebraic) subset U ⊂M that includes C.

Proof. For any point x ∈ C choose an affine chart, and let Ux be an open ball with center at x inside this
chart. Those Ux give an open cover of C. Choose a finite subcover {Ui}ni=1 and let U :=

⋃n
i=1 Ui. �

Lemma B.4.3. Let M be a Nash manifold. Let E be a Nash bundle over M . Let U ⊂M be a relatively
compact open (semi-algebraic) subset. Let ξ ∈ D(M,E). Then ξ|U ∈ S∗(U,E|U ).
Proof. It follows from the fact that extension by zero ext : S(U,E|U ) → C∞c (M,E) is a continuous
map. �

Proof of Theorem B.4.1. Let Z ⊂M be a semi-algebraic closed subset and C ⊂M be a compact subset
such that Supp(ξ) ⊂ Z ⊂ KC.

Let U ⊃ C be as in Lemma B.4.2. Let ξ′ := ξ|KU . Since ξ|M−Z = 0, it is enough to show that ξ′ is
Schwartz.

Consider the surjective submersion mU : K × U → KU . Let

ξ′′ := m∗U (ξ
′) ∈ D(K × U,m∗U (E))K .

By Proposition B.2.7, it is enough to show that

ξ′′ ∈ S∗(K × U,m∗U (E)).
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By Frobenius reciprocity, ξ′′ corresponds to η ∈ D(U,E). It is enough to prove that η ∈ S∗(U,E).
Consider the submersion m : K ×M →M and let

ξ′′′ := m∗(ξ) ∈ D(K ×M,m∗(E)).

By Frobenius reciprocity, ξ′′′ corresponds to η′ ∈ D(M,E). Clearly η = η′|U . Hence by Lemma B.4.3,
η ∈ S∗(U,E). �

Appendix C. Proof of the Archimedean Homogeneity Theorem

The goal of this appendix is to prove Theorem 5.1.7 for Archimedean F . First we remind its formula-
tion.

Theorem C.0.1 (Archimedean Homogeneity). Let V be a vector space over F . Let B be a non-degenerate
symmetric bilinear form on V . Let M be a Nash manifold. Let L ⊂ S∗V×M (Z(B) ×M) be a non-zero
subspace such that for all ξ ∈ L we have FB(ξ) ∈ L and Bξ ∈ L (here B is interpreted as a quadratic
form).

Then there exists a non-zero distribution ξ ∈ L which is adapted to B.

Till the end of the section we assume that F is Archimedean and we fix V and B.
First we will need some facts about the Weil representation. For a survey on the Weil representation

in the Archimedean case we refer the reader to [RS78, §1].
(1) There exists a unique (infinitesimal) action π of sl2(F ) on S∗(V ) such that

(i) π(

(
0 1
0 0

)
)ξ = −iπRe(B)ξ and π(

(
0 0
−1 0

)
)ξ = −F−1B (iπRe(B)FB(ξ)).

(ii) If F = C then π(

(
0 i
0 0

)
) = π(

(
0 0
−i 0

)
) = 0

(2) It can be lifted to an action of the metaplectic group Mp(2, F ).
We will denote this action by Π.

(3) In case F = C we have Mp(2, F ) = SL2(F ) and in case F = R the group Mp(2, F ) is a connected
2-fold covering of SL2(F ). We will denote by ε ∈ Mp(2, F ) the central element of order 2 satisfying
SL2(F ) = Mp(2, F )/{1, ε}.

(4) In case F = R we have Π(ε) = (−1)dimV and therefore if dimV is even then Π factors through
SL2(F ) and if dimV is odd then no nontrivial subrepresentation of Π factors through SL2(F ). In
particular if dimV is odd then Π has no nontrivial finite-dimensional representations, since every
finite-dimensional representation of Mp(2, F ) factors through SL2(F ).

(5) In case F = C or in case dimV is even we have Π(

(
t 0
0 t−1

)
)ξ = δ−1(t)|t|− dimV/2ρ(t)ξ and

Π(

(
0 1
−1 0

)
)ξ = γ(B)−1FBξ.

We also need the following straightforward lemma.

Lemma C.0.2. Let (Λ, L) be a continuous finite-dimensional representation of SL2(R). Then there exists
a non-zero ξ ∈ L such that either

Λ(

(
t 0
0 t−1

)
)ξ = ξ and Λ(

(
0 1
−1 0

)
)ξ is proportional to ξ

or

Λ(

(
t 0
0 t−1

)
)ξ = tξ,

for all t.

Now we are ready to prove the theorem.

Proof of Theorem 5.1.7. Without loss of generality assume M = pt.
Let ξ ∈ L be a non-zero distribution. Let L′ := UC(sl2(R))ξ ⊂ L. Here, UC means the complexified

universal enveloping algebra.
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We are given that ξ,FB(ξ) ∈ S∗V (Z(B)). By Lemma C.0.3 below this implies that L′ ⊂ S∗(V ) is
finite-dimensional. Clearly, L′ is also a subrepresentation of Π. Therefore by Fact (4), F = C or dimV
is even. Hence Π factors through SL2(F ).

Now by Lemma C.0.2 there exists ξ′ ∈ L′ which is B-adapted. �

Lemma C.0.3. Let V be a representation of sl2. Let v ∈ V be a vector such that ekv = fnv = 0 for
some n, k. Then the representation generated by v is finite-dimensional.9

This lemma is probably well-known. Since we have not found any reference we include the proof.

Proof. The proof is by induction on k.

Base k=1:
It is easy to see that

elf lv = l!(

l−1∏

i=0

(h− i))v

for all l. This can be checked by direct computation, and also follows from the fact that elf l is of weight
0, hence it acts on the singular vector v by its Harish-Chandra projection which is

HC(elf l) = l!

l−1∏

i=0

(h− i).

Therefore (
∏n−1
i=0 (h− i))v = 0.

Hence W := UC(h)v is finite-dimensional and h acts on it semi-simply. Here, UC(h) denotes the
universal enveloping algebra of h. Let {vi}mi=1 be an eigenbasis of h in W . It is enough to show that
UC(sl2)vi is finite-dimensional for any i. Note that e|W = fn|W = 0. Now, UC(sl2)vi is finite-dimensional
by the Poincare-Birkhoff-Witt Theorem.

Induction step:
Let w := ek−1v. Let us show that fn+k−1w = 0. Consider the element fn+k−1ek−1 ∈ UC(sl2). It is
of weight −2n, hence by the Poincare-Birkhoff-Witt Theorem it can be rewritten as a combination of
elements of the form eahbfc such that c− a = n and hence c ≥ n. Therefore fn+k−1ek−1v = 0.

Now let V1 := UC(sl2)v and V2 := UC(sl2)w. By the base of the induction V2 is finite-dimensional, by
the induction hypotheses V1/V2 is finite-dimensional, hence V1 is finite-dimensional. �

Appendix D. Localization Principle

by Avraham Aizenbud, Dmitry Gourevitch and Eitan Sayag

In this appendix we formulate and prove the Localization Principle in the case of a reductive
group G acting on a smooth affine variety X. This is of interest only for Archimedean F since for
l-spaces, a more general version of this principle has been proven in [Ber84]. In [AGS09], we formulated
without proof a Localization Principle in the setting of differential geometry. Admittedly, we currently
do not have a proof of this principle in such a general setting. However, the current generality is
sufficiently wide for all applications we encountered up to now, including the one in [AGS09].

Theorem D.0.1 (Localization Principle). Let a reductive group G act on a smooth algebraic variety
X. Let Y be an algebraic variety and φ : X → Y be an affine algebraic G-invariant map. Let χ be
a character of G(F ). Suppose that for any y ∈ Y (F ) we have DX(F )((φ

−1(y))(F ))G(F ),χ = 0. Then

D(X(F ))G(F ),χ = 0.

9For our purposes it is enough to prove this lemma for k=1.
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Proof. Clearly, it is enough to prove the theorem for the case when X is affine, Y = X/G and φ = πX(F ).
By the Generalized Harish-Chandra Descent (Corollary 3.2.2), it is enough to prove that for any G-
semisimple x ∈ X(F ), we have

DNXGx,x(F )(Γ(N
X
Gx,x))

Gx(F ),χ = 0.

Let (U, p, ψ, S,N) be an analytic Luna slice at x. Clearly,

DNXGx,x(F )(Γ(N
X
Gx,x))

Gx(F ),χ ∼= Dψ(S)(Γ(NX
Gx,x))

Gx(F ),χ ∼= DS(ψ−1(Γ(NX
Gx,x)))

Gx(F ),χ.

By Frobenius reciprocity (Theorem 2.5.7),

DS(ψ−1(Γ(NX
Gx,x)))

Gx(F ),χ = DU (G(F )ψ−1(Γ(NX
Gx,x)))

G(F ),χ.

By Lemma 2.3.12,
G(F )ψ−1(Γ(NX

Gx,x)) = {y ∈ X(F )|x ∈ G(F )y}.
Hence by Corollary 2.3.15, G(F )ψ−1(Γ(NX

Gx,x)) is closed in X(F ). Hence

DU (G(F )ψ−1(Γ(NX
Gx,x)))

G(F ),χ = DX(F )(G(F )ψ
−1(Γ(NX

Gx,x)))
G(F ),χ.

Now,
G(F )ψ−1(Γ(NX

Gx,x)) ⊂ πX(F )−1(πX(F )(x))

and we are given
DX(F )(πX(F )−1(πX(F )(x)))G(F ),χ = 0

for any G-semisimple x. �
Remark D.0.2. An analogous statement holds for Schwartz distributions and the proof is the same.

Corollary D.0.3. Let a reductive group G act on a smooth algebraic variety X. Let Y be an algebraic
variety and φ : X → Y be an affine algebraic G-invariant submersion. Suppose that for any y ∈ Y (F )
we have S∗(φ−1(y))G(F ),χ = 0. Then D(X(F ))G(F ),χ = 0.

Proof. For any y ∈ Y (F ), denote X(F )y := (φ−1(y))(F ). Since φ is a submersion, for any y ∈ Y (F ) the

set X(F )y is a smooth manifold. Moreover, dφ defines an isomorphism between N
X(F )
X(F )y,z

and TY (F ),y

for any z ∈ X(F )y. Hence the bundle CN
X(F )
X(F )y

is a trivial G(F )-equivariant bundle.

We know that
S∗(X(F )y)

G(F ),χ = 0.

Therefore for any k, we have

S∗(X(F )y,Sym
k(CN

X(F )
X(F )y

))G(F ),χ = 0.

Thus by Theorem 2.5.6, S∗X(F )(X(F )y)
G(F ),χ = 0. Now, by Theorem D.0.1 (and Remark D.0.2) this

implies that S∗(X(F ))G(F ),χ = 0. Finally, by Theorem 4.0.2 this implies D(X(F ))G(F ),χ = 0. �
Remark D.0.4. Theorem 4.0.1 and Corollary D.0.3 admit obvious generalizations to constant vector
systems. The same proofs hold.
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Appendix E. Diagram

The following diagram illustrates the interrelations of the various properties of a symmetric pair
(G,H). On the non-trivial implications we put the numbers of the statements that prove them. Near
the important notions we put the numbers of the definitions which define those notions.
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SOME REGULAR SYMMETRIC PAIRS

AVRAHAM AIZENBUD AND DMITRY GOUREVITCH

Abstract. In [AG2] we explored the question what symmetric pairs are Gelfand pairs. We introduced

the notion of regular symmetric pair and conjectured that all symmetric pairs are regular. This conjecture
would imply that many symmetric pairs are Gelfand pairs, including all connected symmetric pair over

C.

In this paper we show that the pairs

(GL(V ), O(V )), (GL(V ), U(V )), (U(V ), O(V )), (O(V ⊕W ), O(V )×O(W )), (U(V ⊕W ), U(V )×U(W ))

are regular where V and W are quadratic or hermitian spaces over arbitrary local field of characteristic
zero. We deduce from this that the pairs (GLn(C), On(C)) and (On+m(C), On(C)×Om(C)) are Gelfand

pairs.
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1. Introduction

In [AG2] we explored the question what symmetric pairs are Gelfand pairs. We introduced the notion
of regular symmetric pair and conjectured that all symmetric pairs are regular. This conjecture would
imply that many symmetric pairs are Gelfand pairs, including all connected symmetric pair over C.
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In this paper we show that the pairs

(GL(V ), O(V )), (GL(V ), U(V )), (U(V ), O(V )), (O(V ⊕W ), O(V )×O(W )), (U(V ⊕W ), U(V )×U(W ))

are regular where V and W are quadratic or hermitian spaces over arbitrary local field of characteristic
zero. We deduce from this that the pairs (GLn(C), On(C)) and (On+m(C), On(C)×Om(C)) are Gelfand
pairs.

In general, if we would know that all symmetric pairs are regular, then in order to show that a given
symmetric pair (G,H) is a Gelfand pair it would be enough to check the following condition that we
called ”goodness”:
(*) Every closed H-double coset in G is invariant with respect to σ. Here, σ is the anti-involution defined
by σ(g) := θ(g−1) and θ is an involution (i.e. automorphism of order 2) of G such that H = Gθ.

This condition always holds for connected symmetric pairs over C.
Meanwhile, before the conjecture is proven, in order to show that a given symmetric pair is a Gelfand

pair one has to verify that the pair is good, to prove that it is regular and also to compute its ”descendants”
and show that they are also regular. The ”descendants” are certain symmetric pairs related to centralizers
of semisimple elements.

In this paper we develop further the tools from [AG2] for proving regularity of symmetric pairs. We
also introduce a systematic way to compute descendants of classical symmetric pairs.

Based on that we show that all the descendants of the above symmetric pairs are regular.

1.1. Structure of the paper.
In section 2 we introduce the notions that we discuss in this paper. In subsection 2.1 we discuss the
notion of Gelfand pair and review a classical technique for proving Gelfand property due to Gelfand and
Kazhdan. In subsection 2.2 we review the results of [AG2], introduce the notions of symmetric pair,
descendants of a symmetric pair, good symmetric pair and regular symmetric pair mentioned above and
discuss their relations to Gelfand property.

In section 3 we formulate the main results of the paper. We also explain how they follow from the rest
of the paper.

In section 4 we introduce terminology that enables us to prove regularity for symmetric pairs in
question.

In section 5 we prove regularity for symmetric pairs in question.
In section 6 we compute the descendants of those symmetric pairs.

1.2. Acknowledgements. We are grateful to Herve Jacquet for a suggestion to consider the pair
(U2n, Un × Un) which inspired this paper. We also thank Joseph Bernstein, Erez Lapid, Eitan
Sayag and Lei Zhang for fruitful discussions.

Both authors were partially supported by a BSF grant, a GIF grant, and an ISF Center of excellency
grant. A.A was also supported by ISF grant No. 583/09 and D.G. by NSF grant DMS-0635607. Any
opinions, findings and conclusions or recommendations expressed in this material are those of the authors
and do not necessarily reflect the views of the National Science Foundation.

2. Preliminaries and notations

• Throughout the paper we fix an arbitrary local field F of characteristic zero.
• All the algebraic varieties and algebraic groups that we will consider will be defined over F .
• For a group G acting on a set X and an element x ∈ X we denote by Gx the stabilizer of x.
• By a reductive group we mean an algebraic reductive group.

In this paper we will refer to distributions on algebraic varieties over archimedean and non-archimedean
fields. In the non-archimedean case we mean the notion of distributions on l-spaces from [BZ], that is
linear functionals on the space of locally constant compactly supported functions. In the archimedean
case one can consider the usual notion of distributions, that is continuous functionals on the space of
smooth compactly supported functions, or the notion of Schwartz distributions (see e.g. [AG1]). It does
not matter here which notion to choose since in the cases of consideration of this paper, if there are no
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nonzero equivariant Schwartz distributions then there are no nonzero equivariant distributions at all (see
Theorem 4.0.2 in [AG2]).

Notation 2.0.1. Let E be an extension of F . Let G be an algebraic group defined over F . We denote
by GE/F the canonical algebraic group defined over F such that GE/F (F ) = G(E).

2.1. Gelfand pairs.
In this section we recall a technique due to Gelfand and Kazhdan ([GK]) which allows to deduce statements
in representation theory from statements on invariant distributions. For more detailed description see
[AGS], section 2.

Definition 2.1.1. Let G be a reductive group. By an admissible representation of G we mean an
admissible representation of G(F ) if F is non-archimedean (see [BZ]) and admissible smooth Fréchet
representation of G(F ) if F is archimedean.

We now introduce three notions of Gelfand pair.

Definition 2.1.2. Let H ⊂ G be a pair of reductive groups.

• We say that (G,H) satisfy GP1 if for any irreducible admissible representation (π,E) of G we
have

dimHomH(F )(E,C) ≤ 1

• We say that (G,H) satisfy GP2 if for any irreducible admissible representation (π,E) of G we
have

dimHomH(F )(E,C) · dimHomH(Ẽ,C) ≤ 1

• We say that (G,H) satisfy GP3 if for any irreducible unitary representation (π,H) of G(F ) on
a Hilbert space H we have

dimHomH(F )(H∞,C) ≤ 1.

Property GP1 was established by Gelfand and Kazhdan in certain p-adic cases (see [GK]). Property
GP2 was introduced in [Gro] in the p-adic setting. Property GP3 was studied extensively by various
authors under the name generalized Gelfand pair both in the real and p-adic settings (see e.g. [vD,
BvD]).

We have the following straightforward proposition.

Proposition 2.1.3. GP1⇒ GP2⇒ GP3.

We will use the following theorem from [AGS] which is a version of a classical theorem of Gelfand and
Kazhdan.

Theorem 2.1.4. Let H ⊂ G be reductive groups and let τ be an involutive anti-automorphism of G and
assume that τ(H) = H. Suppose τ(ξ) = ξ for all bi H(F )-invariant distributions ξ on G(F ). Then
(G,H) satisfies GP2.

In the cases we consider in this paper GP2 is equivalent to GP1 by the following proposition.

Proposition 2.1.5.
(i) Let V be a quadratic space (i.e. a linear space with a non-degenerate quadratic form) and let H ⊂
GL(V ) be any transpose invariant subgroup. Then GP1 is equivalent to GP2 for the pair (GL(V ), H).
(ii) Let V be a quadratic space and let H ⊂ O(V ) be any subgroup. Then GP1 is equivalent to GP2 for
the pair (O(V ), H).

It follows from the following 2 propositions.

Proposition 2.1.6. Let H ⊂ G be reductive groups and let τ be an anti-automorphism of G such that
(i) τ2 ∈ Ad(G(F ))
(ii) τ preserves any closed conjugacy class in G(F )
(iii) τ(H) = H.
Then GP1 is equivalent to GP2 for the pair (G,H).
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For proof see [AG2], Corollary 8.2.3.

Proposition 2.1.7.
(i) Let V be a quadratic space and let g ∈ GL(V ). Then g is conjugate to gt.
(ii) Let V be a quadratic space and let g ∈ O(V ). Then g is conjugate to g−1 inside O(V ).

Part (i) is well known. For the proof of (ii) see [MVW], Proposition I.2 in chapter 4.

2.2. Symmetric pairs.
In this subsection we review some tools developed in [AG2] that enable to prove that a symmetric pair
is a Gelfand pair. The main results discussed in this subsection are Theorem 2.2.16, Theorem 2.2.24 and
Proposition 2.2.19.

Definition 2.2.1. A symmetric pair is a triple (G,H, θ) where H ⊂ G are reductive groups, and θ is
an involution of G such that H = Gθ. We call a symmetric pair connected if G/H is connected.

For a symmetric pair (G,H, θ) we define an antiinvolution σ : G → G by σ(g) := θ(g−1), denote
g := LieG, h := LieH, gσ := {a ∈ g|θ(a) = −a}. Note that H acts on gσ by the adjoint action. Denote
also Gσ := {g ∈ G|σ(g) = g} and define a symmetrization map s : G→ Gσ by s(g) := gσ(g).

In case when the involution is obvious we will omit it.

Remark 2.2.2. Let (G,H, θ) be a symmetric pair. Then g has a Z/2Z grading given by θ.

Definition 2.2.3. Let (G1, H1, θ1) and (G2, H2, θ2) be symmetric pairs. We define their product to be
the symmetric pair (G1 ×G2, H1 ×H2, θ1 × θ2).

Definition 2.2.4. We call a symmetric pair (G,H, θ) good if for any closed H(F ) ×H(F ) orbit O ⊂
G(F ), we have σ(O) = O.

Proposition 2.2.5. Every connected symmetric pair over C is good.

For proof see e.g. [AG2], Corollary 7.1.7.

Definition 2.2.6. We say that a symmetric pair (G,H, θ) is a GK pair if any H(F )×H(F ) - invariant
distribution on G(F ) is σ - invariant.

Remark 2.2.7. Theorem 2.1.4 implies that any GK pair satisfies GP2.

2.2.1. Descendants of symmetric pairs.

Proposition 2.2.8. Let (G,H, θ) be a symmetric pair. Let g ∈ G(F ) such that HgH is closed. Let
x = s(g). Then x is a semisimple element of G.

For proof see e.g. [AG2], Proposition 7.2.1.

Definition 2.2.9. In the notations of the previous proposition we will say that the pair (Gx, Hx, θ|Gx) is
a descendant of (G,H, θ).

2.2.2. Tame symmetric pairs.

Definition 2.2.10. Let π be an action of a reductive group G on a smooth affine variety X. We say
that an algebraic automorphism τ of X is G-admissible if
(i) π(G(F )) is of index at most 2 in the group of automorphisms of X generated by π(G(F )) and τ .
(ii) For any closed G(F ) orbit O ⊂ X(F ), we have τ(O) = O.

Definition 2.2.11. We call an action of a reductive group G on a smooth affine variety X tame if for
any G-admissible τ : X → X, every G(F )-invariant distribution on X(F ) is τ -invariant.

We call a symmetric pair (G,H, θ) tame if the action of H ×H on G is tame.

Remark 2.2.12. Evidently, any good tame symmetric pair is a GK pair.

Notation 2.2.13. Let V be an algebraic finite dimensional representation over F of a reductive group
G. Denote Q(V ) := V/V G. Since G is reductive, there is a canonical embedding Q(V ) ↪→ V .
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Notation 2.2.14. Let (G,H, θ) be a symmetric pair. We denote by NG,H the subset of all the nilpotent
elements in Q(gσ). Denote RG,H := Q(gσ)−NG,H .

Note that our notion of RG,H coincides with the notion R(gσ) used in [AG2], Notation 2.3.10. This
follows from Lemma 7.1.11 in [AG2].

Definition 2.2.15. We call a symmetric pair (G,H, θ) weakly linearly tame if for any H-admissible
transformation τ of gσ such that every H(F )-invariant distribution on RG,H is also τ -invariant, we have
(*) every H(F )-invariant distribution on Q(gσ) is also τ -invariant.

Theorem 2.2.16. Let (G,H, θ) be a symmetric pair. Suppose that all its descendants (including itself)
are weakly linearly tame. Then (G,H, θ) is tame.

For proof see Theorem 7.3.3 in [AG2].
Now we would like to formulate a criterion for being weakly linearly tame. For it we will need the

following lemma and notation.

Lemma 2.2.17. Let (G,H, θ) be a symmetric pair. Then any nilpotent element x ∈ gσ can be extended
to an sl2 triple (x, d(x), x−) such that d(x) ∈ h and x− ∈ gσ.

For proof see e.g. [AG2], Lemma 7.1.11.

Notation 2.2.18. We will use the notation d(x) from the last lemma in the future. It is not uniquely
defined but whenever we will use this notation nothing will depend on its choice.

Proposition 2.2.19. Let (G,H, θ) be a symmetric pair. Suppose that for any nilpotent x ∈ gσ we have

Tr(ad(d(x))|hx) < dimQ(gσ).

Then the pair (G,H, θ) is weakly linearly tame.

This proposition follows from [AG2] (Propositions 7.3.7 and 7.3.5).

2.2.3. Regular symmetric pairs.

Definition 2.2.20. Let (G,H, θ) be a symmetric pair. We call an element g ∈ G(F ) admissible if
(i) Ad(g) commutes with θ (or, equivalently, s(g) ∈ Z(G)) and
(ii) Ad(g)|gσ is H-admissible.

Definition 2.2.21. We call a symmetric pair (G,H, θ) regular if for any admissible g ∈ G(F ) such that
every H(F )-invariant distribution on RG,H is also Ad(g)-invariant, we have
(*) every H(F )-invariant distribution on Q(gσ) is also Ad(g)-invariant.

The following two propositions are evident.

Proposition 2.2.22. Let (G,H, θ) be symmetric pair. Suppose that any g ∈ G(F ) satisfying σ(g)g ∈
Z(G(F )) lies in Z(G(F ))H(F ). Then (G,H, θ) is regular. In particular if the normalizer of H(F ) lies
inside Z(G(F ))H(F ) then (G,H, θ) is regular.

Proposition 2.2.23.
(i) Any weakly linearly tame pair is regular.
(ii) A product of regular pairs is regular (see [AG2], Proposition 7.4.4).

In section 4 we will introduce terminology that will help to verify the condition of Proposition 2.2.19.
The importance of the notion of regular pair is demonstrated by the following theorem.

Theorem 2.2.24. Let (G,H, θ) be a good symmetric pair such that all its descendants (including itself)
are regular. Then it is a GK pair.

For proof see [AG2], Theorem 7.4.5.
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3. Main Results

Here we formulate the main results of the paper and explain how they follow from the rest of the
paper.

Definition 3.0.1. A quadratic space is a linear space with a fixed non-degenerate quadratic form.
Let F ′ be an extension of F and V be a quadratic space over it. We denote by O(V ) the canonical

algebraic group such that its F -points form the group of orthogonal transformations of V .

Definition 3.0.2. Let D be a field with an involution τ . A hermitian space over (D, τ) is a linear space
over D with a fixed non-degenerate hermitian form.

Suppose that D is an extension of F and F ⊂ Dτ . Let V be a hermitian space over (D, τ). We denote
by U(V ) the canonical algebraic group such that its F -points form the group of unitary transformations
of V .

Definition 3.0.3. Let G be a reductive group and ε ∈ G be an element of order 2. We denote by (G,Gε)
the symmetric pair defined by the involution x 7→ εxε.

The following lemma is straightforward.

Lemma 3.0.4. Let V be a quadratic space.
(i) Let ε ∈ GL(V ) be an element of order 2. Then GL(V )ε ∼= GL(V1)×GL(V2) for some decomposition
V = V1 ⊕ V2.
(ii) Let ε ∈ O(V ) be an element of order 2. Then O(V )ε ∼= O(V1) × O(V2) for some orthogonal decom-
position V = V1 ⊕ V2.
(iii) Let V be a hermitian space.
Let ε ∈ U(V ) be an element of order 2. Then U(V )ε ∼= U(V1)×U(V2) for some orthogonal decomposition
V = V1 ⊕ V2.

Theorem 3.0.5. Let V be a quadratic space over F . Then all the descendants of the pair (O(V ), O(V )ε)
are regular.

Proof. By Theorem 6.5.1 below, the descendants of the pair (O(V ), O(V )ε) are products of pairs of the
types
(i) (GL(W ), O(W )) for some quadratic space W over some field F ′ that extends F
(ii) (U(WE), O(W )) for some quadratic space W over some field F ′ that extends F , and some quadratic
extension E of F ′. Here, WE := W ⊗F ′ E is the extension of scalars with the corresponding hermitian
structure.
(iii) (O(W ), O(W )ε) for some quadratic space W over F .

The pair (i) is regular by Theorem 5.1.1 below. The pair (ii) is regular by subsection 5.3 below. The
pair (iii) is regular by subsection 5.2 below. �
Corollary 3.0.6. Suppose that F = C and Let V be a quadratic space over it. Then the pair
(O(V ), O(V )ε) satisfies GP1.

Proof. This pair is good by Proposition 2.2.5 and all its descendants are regular. Hence by Theorem
2.2.24 it is a GK pair. Therefore by Theorem 2.1.4 it satisfies GP2. Now, by Proposition 2.1.5, it satisfies
GP1. �
Theorem 3.0.7. Let D/F be a quadratic extension and τ ∈ Gal(D/F ) be the non-trivial element. Let
V be a hermitian space over (D, τ). Then all the descendants of the pair (U(V ), U(V )ε) are regular.

Proof. By theorem 6.6.1 below, the descendants of the pair (U(V ), U(V )ε) are products of pairs of the
types
(a) (G×G,∆G) for some reductive group G.
(b) (GL(W ), U(W )) for some hermitian space W over some extension (D′, τ ′) of (D, τ)
(c) (GE/F , G) for some reductive group G and some quadratic extension E/F .
(d) (GL(W ), GL(W )ε) where W is a linear space over D and ε ∈ GL(W ) is an element of order ≤ 2.
(e) (U(W ), U(W )ε) where W is a hermitian space over (D, τ).
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The pairs (a) and (c) are regular by Theorem 4.2.12 below. The pairs (b) and (e) are regular by
subsection 5.3 below. The pair (d) is regular by Theorem 4.2.13 below. �

Theorem 3.0.8. Let V be a quadratic space over F . Then all the descendants of the pair (GL(V ), O(V ))
are weakly linearly tame. In particular, this pair is tame.

Proof. By Theorem 6.2.1 below, the descendants of the pair (GL(V ), O(V )) are products of pairs of the
type (GL(W ), O(W )) for some quadratic space W over some field F ′ that extends F . By Theorem 5.1.1
below, these pairs are weakly linearly tame. Now, the pair (GL(V ), O(V )) is tame by Theorem 2.2.16. �

Corollary 3.0.9. Suppose that F = C and Let V be a quadratic space over it. Then the pair
(GL(V ), O(V )) is GP1.

Theorem 3.0.10. Let D/F be a quadratic extension and τ ∈ Gal(D/F ) be the non-trivial element.
Let V be a hermitian space over (D, τ). Then all the descendants of the pair (GL(V ), U(V )) are weakly
linearly tame. In particular, this pair is tame.

Proof. By Theorem 6.3.1 below, all the descendants of the pair (GL(V ), U(V )) are products of pairs of
the types
(i) (GL(W )×GL(W ),∆GL(W )) for some linear space W over some field D′ that extends D
(ii) (GL(W ), U(W )) for some hermitian space W over some (D′, τ ′) that extends (D, τ).

The pair (i) is weakly linearly tame by Theorem 4.2.12 below and the pair (ii) is weakly linearly tame
by subsection 5.3 below. Now, the pair (GL(V ), U(V )) is tame by Theorem 2.2.16. �

Theorem 3.0.11. Let V be a quadratic space over F . Let D/F be a quadratic extension and τ ∈
Gal(D/F ) be the non-trivial element. Let VD := V ⊗FD be its extension of scalars with the corresponding
hermitian structure. Then all the descendants of the pair (U(VD), O(V )) are weakly linearly tame. In
particular, this pair is tame.

Proof. By Theorem 6.4.1 below, all the descendants of the pair (U(VD), O(V )) are products of pairs of
the types
(i) (GL(W ), O(W )) for some quadratic space W over some field F ′ that extends F .

(ii) (U(WD′), O(W )) for some extension (D′, τ ′) of (D, τ) and some quadratic space W over D′τ
′
.

The pair (i) is weakly linearly tame by Theorem 5.1.1 below and the pair (ii) is weakly linearly tame
by subsection 5.3 below. Now, the pair (GL(V ), U(V )) is tame by Theorem 2.2.16. �

4. Z/2Z graded representations of sl2 and their defects

In this section we will introduce terminology that will help to verify the condition of Proposition 2.2.19.

4.1. Graded representations of sl2.

Definition 4.1.1. We fix standard basis e, h, f of sl2(F ). We fix a grading on sl2(F ) given by h ∈ sl2(F )0
and e, f ∈ sl2(F )1. A graded representation of sl2 is a representation of sl2 on a graded vector space
V = V0 ⊕ V1 such that sl2(F )i(Vj) ⊂ Vi+j where i, j ∈ Z/2Z.

The following lemma is standard.

Lemma 4.1.2.
(i) Every graded representation of sl2 which is irreducible as a graded representation is irreducible just
as a representation.
(ii) Every irreducible representation V of sl2 admits exactly two gradings. In one highest weight vector
lies in V0 and in the other in V1.

Definition 4.1.3. We denote by V wλ the irreducible graded representation of sl2 with highest weight λ
and highest weight vector of parity p where w = (−1)p.

The following lemma is straightforward.
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Lemma 4.1.4.

(V wλ )∗ = V
w(−1)λ
λ(1)

V w1

λ1
⊗ V w2

λ2
=

min(λ1,λ2)⊕

i=0

V
w1w2(−1)i
λ1+λ2−2i(2)

Λ2(V wλ ) =

bλ−1
2 c⊕

i=0

V −12λ−4i−2.(3)

4.2. Defects.

Definition 4.2.1. Let π be a graded representation of sl2. We define the defect of π to be

def(π) = Tr(h|(πe)0)− dim(π1)

The following lemma is straightforward

Lemma 4.2.2.

def(π ⊕ τ) = def(π) + def(τ)(4)

def(V wλ ) =
1

2
(λw + w(

1 + (−1)λ

2
)− 1) =

1

2

{
λw + w − 1 λ is even
λw − 1 λ is odd

(5)

Definition 4.2.3. Let g be a (Z/2Z) graded Lie algebra. We say that g is of negative defect if for any
graded homomorphism π : sl2 → g, the defect of g with respect to the adjoint action of sl2 is negative.

We say that g is of negative normalized defect if the semi-simple part of g (i.e. the quotient of g
by its center) is of negative defect.

Remark 4.2.4. Clearly, g is of negative normalized defect if and only if for any graded homomorphism
π : sl2 → g, the defect of g with respect to the adjoint action of sl2 is less than minus the dimension of
the odd part of the center of g.

Definition 4.2.5. We say that a symmetric pair (G,H, θ) is of negative normalized defect if the
Lie algebra g with the grading defined by θ is of negative normalized defect.

Lemma 4.2.6. Let (G,H, θ) be a symmetric pair. Assume that g is semi-simple. Then Q(gσ) = gσ.

Proof.

Assume the contrary: there exists 0 6= x ∈ gσ such that Hx = x. Then dim(CNgσ

Hx,x) = dim gσ, hence

CNgσ

Hx,x = gσ. On the other hand, CNgσ

Hx,x
∼= [h, x]⊥ = (gσ)x (here (·)⊥ means the orthogonal compliment

w.r.t. the Killing form). Therefore gσ = (gσ)x and hence x lies in the center of g, which is impossible. �

Proposition 2.2.19 can be rewritten now in the following form

Theorem 4.2.7. A symmetric pair of negative normalized defect is weakly linearly tame.

Evidently, a product of pairs of negative normalized defect is again of negative normalized defect.
The following lemma is straightforward.

Lemma 4.2.8. Let (G,H, θ) be a symmetric pair. Let F ′ be any field extending F . Let (GF ′ , HF ′ , θ)
be the extension of (G,H, θ) to F ′. Suppose that it is of negative normalized defect (as a pair over F ′) .
Then (G,H, θ) and (GF ′/F , HF ′/F , θ) are of negative normalized defect (as pairs over F ).

In [AG2] we proved the following (easy) proposition (see [AG2], Lemma 7.6.6).

Proposition 4.2.9. Let π be a representation of sl2. Then Tr(h|(πe)) < dim(π).

We would like to reformulate it in terms of defect. For this we will need the following notation.



SOME REGULAR SYMMETRIC PAIRS 9

Notation 4.2.10.
(i) Let π be a representation of sl2. We denote by π the representation of sl2 on the same space defined
by π(e) := −π(e), π(f) := −π(f) and π(h) := π(h).
(ii) We define grading on π ⊕ π by the involution s(v ⊕ w) := w ⊕ v.

Proposition 4.2.9 can be reformulated in the following way.

Proposition 4.2.11. Let π be a representation of sl2. Then def(π ⊕ π) < 0.

In [AG2] we also deduced from this proposition the following theorem (see [AG2], 7.6.2).

Theorem 4.2.12. For any reductive group G, the pairs (G × G,∆G) and (GE/F , G) are of negative
normalized defect and hence weakly linearly tame. Here ∆G is the diagonal in G×G.

In [AG2, §§7.7] we proved the following theorem.

Theorem 4.2.13. The pair (GL(V ⊕ V ), GL(V ) × GL(V )) is of negative normalized defect and hence
regular.

Note that in the case dimV 6= dimW the pair (GL(V ⊕W ), GL(V )×GL(W )) is obviously regular by
Proposition 2.2.22.

5. Proof of regularity and tameness

5.1. The pair (GL(V ), O(V )).

In this subsection we prove that the pair (GL(V ), O(V )) is weakly linearly tame. For dimV ≤ 1
it is obvious. Hence it is enough to prove the following theorem.

Theorem 5.1.1. Let V be a quadratic space of dimension at least 2. Then the pair (GL(V ), O(V )) has
negative normalized defect.

We will need the following notation.

Notation 5.1.2. Let π be a representation of sl2. We define grading on π⊗π by the involution s(v⊗w) :=
−w ⊗ v.

Theorem 5.1.1 immediately follows from the following one.

Theorem 5.1.3. Let π be a representation of sl2 of dimension at least 2. Then def(π ⊗ π) < −1.

This theorem in turn follows from the following lemma.

Lemma 5.1.4. Let Vλ and Vµ be irreducible representations of sl2. Then

(i) def(Vλ ⊗ Vλ) = −(λ+ 1)(λ2 + 1).

(ii) def(Vλ ⊗ Vµ ⊕ Vµ ⊗ Vλ) < 0.

Proof.

(i) Follows from the fact that Vλ ⊗ Vλ =
⊕λ

i=0 V
−1
2λ−2i and from Lemma 4.2.2.

(ii) Follows from Proposition 4.2.11. �
5.2. The pair (O(V1 ⊕ V2), O(V1)×O(V2)).

In this subsection prove that the pair (O(V1 ⊕ V2), O(V1) × O(V2)) is regular. For that it is
enough to prove the following theorem.

Theorem 5.2.1. Let V1 and V2 be quadratic spaces. Assume dimV1 = dimV2. Then the pair (O(V1 ⊕
V2), O(V1)×O(V2)) has negative normalized defect.

This theorem immediately follows from the following one.

Theorem 5.2.2. Let π be a (non-zero) graded representation of sl2 such that dimπ0 = dimπ1 and
π ' π∗. Then Λ2(π) has negative defect.
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For this theorem we will need the following lemma.

Lemma 5.2.3. Let V w1

λ1
and V w2

λ2
be irreducible graded representations of sl2. Then

(i) def(V w1

λ1
⊗ V w2

λ2
) =

= −1

2





min(λ1, λ2) + 1− w1w2

2 (λ1 + λ2 + 1 + (−1)min(λ1,λ2)(|λ1 − λ2| − 1)), λ1 6= λ2 mod 2;
min(λ1, λ2) + 1− w1w2(max(λ1, λ2) + 1), λ1 ≡ λ2 ≡ 0 mod 2;
min(λ1, λ2) + 1− w1w2(min(λ1, λ2) + 1), λ1 ≡ λ2 ≡ 1 mod 2;

(ii) def(Λ2(V w1

λ1
)) = −λ2

4 − λ
2 −

1+(−1)λ+1

8

Proof. This lemma follows by straightforward computations from Lemmas 4.1.4 and 4.2.2. �

Proof of Theorem 5.2.2. Since π ' π∗, π can be decomposed to a direct sum of irreducible graded
representations in the following way

π = (
l⊕

i=1

V 1
λi)⊕ (

m⊕

j=1

V −1µj )⊕ (
n⊕

k=1

V 1
νk
⊕ V −1νk

).

Here, all λi and µj are even and νk are odd. Since dimπ0 = dimπ1, l = m.
By the last lemma, def(V 1

λi
⊗ (V 1

νk
⊕ V −1νk

)) = −(min(λ1, λ2) + 1) < 0. Similarly, def(V −1µj ⊗ (V 1
νk
⊕

V −1νk
)) < 0. Also, def((V 1

νk1
⊕ V −1νk1

)⊗ (V 1
νk2
⊕ V −1νk2

)) < 0 and def(Λ2(V wλ )) ≤ 0 for all λ and w.

Hence if l = 0 we are done. Otherwise we can assume n = 0. Now,

def(Λ2(π)) ≤
∑

1≤i<j≤l
|λi − λj |+

∑

1≤i<j≤l
|µi − µj | −

∑

1≤i,j≤l
(λi + µj + 2) <

<
∑

1≤i<j≤l
(λi + λj) +

∑

1≤i<j≤l
(µi + µj)−

∑

1≤i,j≤l
(λi + µj) = −

l∑

i=1

(λi + µi) ≤ 0.

�

5.3. The pairs (GL(V ), U(V )), (U(V1 ⊕ V2), U(V1)× U(V2)) and (U(VD), O(V )).

In this subsection prove that the pairs (GL(V ), U(V )) and (U(VD), O(V )) are weakly linearly tame
and the pair (U(V1 ⊕ V2), U(V1)× U(V2)) is regular.

Let V be a hermitian space. Note that (GL(V ), U(V )) is a form of (GL(W )×GL(W ),∆GL(W )) for
some W and (U(V ⊕ V ), U(V )× U(V )) is a form of (GL(W ⊕W ), GL(W ))×GL(W )) for some W .

Also, for any quadratic space V of dimension at least 2 and any quadratic extension D/F , the pair
(U(VD), O(V )) is a form of (GL(W ), O(W )) for some quadratic space W .

Hence by Lemma 4.2.8 and Theorems 4.2.12, 4.2.13 and 5.1.1 those 3 pairs are of negative normalized
defect and hence are weakly linearly tame. If dimV ≤ 1 then the pair (U(VD), O(V )) is obviously linearly
tame.

If V1 and V2 are non-isomorphic hermitian spaces then (U(V1 ⊕ V2), U(V1) × U(V2)) is regular by
Proposition 2.2.22.

6. Computation of descendants

In this section we compute the descendants of the pairs we discussed before. For this we use a technique
of computing centralizers of semisimple elements of orthogonal and unitary groups, which is described in
[SpSt]. The proofs in this section are rather straightforward but technically involved. The most important
things in this section are the formulations of the main theorems: Theorems 6.2.1, 6.3.1, 6.4.1, 6.5.1, 6.6.1.
Those theorems are summarized graphically in subsection 6.7.

6.1. Preliminaries and notation for orthogonal and unitary groups.
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6.1.1. Orthogonal group.

Notation 6.1.1. Let V be a linear space over F . Let x ∈ GL(V ) be a semi-simple element and let
Q =

∑n
i=0 aiξ

i ∈ F [ξ] (where an 6= 0) be an irreducible polynomial.

• Denote FQ := F [ξ]/Q
• Denote inv(Q) :=

∑n
i=0 an−iξ

i

• Denote V 0
Q,x := Ker(Q(x)) and V 1

Q,x := Ker(inv(Q)(x))

We define an FQ-linear space structure on V iQ,x by letting ξ act on V 0
Q,x by x and on V 1

Q,x by

x−1. We will consider V iQ,x as linear spaces over FQ.

• In case Q is proportional to inv(Q) we define an involution µ on FQ by µ(P (ξ)) := P (ξ−1) .
• For a linear space W over FQ we can consider its dual space W ∗ over FQ and the dual space of
W over F which we denote by W ∗F . The space W ∗F has a canonical structure of a linear space over
FQ. The spaces W ∗F and W ∗ can be identified as linear spaces over FQ. For this identification
one has to choose an F -linear functional λ : FQ → F . We will fix such functional λ such that
λ(µ(d)) = λ(d) if µ is defined.
From now on we will identify W ∗F and W ∗.

The following two lemmas are straightforward.

Lemma 6.1.2. Let V be a quadratic space over F . Let x ∈ GL(V ) and let P,Q ∈ F [ξ] be irreducible
polynomials. Suppose that either
(i) x = xt and P is not proportional to Q or
(ii) x ∈ O(V ) and P is not proportional to inv(Q)
Then Ker(Q(x)) is orthogonal to Ker(P (x)).

Lemma 6.1.3. Let (V,B) be a quadratic space over F . Let x ∈ GL(V ) be a semi-simple element and
let Q ∈ F [ξ] be an irreducible polynomial. Then
(i) If x = xt then B defines an FQ-linear isomorphism V iQ,x

∼= (V iQ,x)∗.

(ii) If x ∈ O(V ) then B defines an FQ-linear isomorphism V iQ,x
∼= (V 1−i

Q,x )∗.

6.1.2. Unitary group.
From now and till the end of the paper we fix a quadratic extension D of F and denote by τ the involution
that fixes F .

Notation 6.1.4. Let V be a hermitian space over (D, τ). Let x ∈ GL(V ) be a semi-simple element and
let Q =

∑n
i=0 aiξ

i ∈ D[ξ] (where an 6= 0) be an irreducible polynomial.
• Denote DQ := D[ξ]/Q

• Denote

inv(Q) :=
n∑

i=0

an−iξ
i, Q∗ := τ(inv(Q))

• Denote

V 00
Q,x := Ker(Q(x)), V 01

Q,x := Ker(Q∗(x)), V 10
Q,x := Ker(inv(Q)(x)), V 11

Q,x := Ker(τ(Q)(x)).

We twist the action of D on V i1Q,x by τ . We define DQ-linear space structure on V ijQ,x by letting ξ

act on V 0j
Q,x by x and on V 1j

Q,x by x−1. We will consider V ijQ,x as linear spaces over DQ.

• If Q is proportional to Q∗ we define an involution µ01 on DQ by µ01(P (ξ)) := τ(P )(ξ−1).
If Q is proportional to inv(Q) we define an involution µ10 on DQ by µ10(P (ξ)) := P (ξ−1).
If Q is proportional to τ(Q) we define an involution µ11 on DQ by µ11(P (ξ)) := τ(P )(ξ).

• For a linear space W over DQ we can consider its dual space W ∗ over DQ and the dual space of W
over D which we denote by W ∗D. The space W ∗D has a canonical structure of a linear space over DQ.
The spaces W ∗D and W ∗ can be identified as linear spaces over DQ. For this identification one has
to choose a D-linear functional λ : DQ → D. We will fix such functional λ such that

λ(µij(d)) = τ j(λ(d)) if µij is defined.
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From now on we will identify W ∗D and W ∗.
The following two lemmas are straightforward.

Lemma 6.1.5. Let V be a hermitian space over (D, τ). Let x ∈ GL(V ) and let P,Q ∈ D[ξ] be irreducible
polynomials. Suppose that either
(i) x = x∗ and P is not proportional to τ(Q) or
(ii) x ∈ U(V ) and P is not proportional to Q∗

Then Ker(Q(x)) is orthogonal to Ker(P (x)).

Lemma 6.1.6. Let (V,B) be a hermitian space over (D, τ). Let x ∈ GL(V ) be a semi-simple element
and let Q ∈ D[ξ] be an irreducible polynomial. Then

(i) If x = x∗ then B defines a DQ-linear isomorphism V ijQ,x
∼= (V 1−i,1−j

Q,x )∗.

(ii) If x ∈ U(V ) then B defines a DQ-linear isomorphism V ijQ,x
∼= (V i,1−jQ,x )∗.

6.2. The pair (GL(V ), O(V )).

Theorem 6.2.1. Let V be a quadratic space over F . Then all the descendants of the pair (GL(V ), O(V ))
are products of pairs of the type (GL(W ), O(W )) for some quadratic space W over some field F ′ that
extends F .

Proof. Note that in this case the anti-involution σ is given by σ(x) = xt. Let x ∈ GL(V )σ be a
semi-simple element. Let P be the minimal polynomial of x. We will now discuss a special case and
then deduce the general case from it.

Case 1. P is irreducible over F .
Clearly GL(V )x ∼= GL(V 0

P,x). The isomorphism V 0
P,x
∼= (V 0

P,x)∗ gives a quadratic structure on V 0
P,x. Now

O(V )x ∼= O(V 0
P,x).

Case 2. General case
Let P =

∏
i∈I Pi be the decomposition of P to irreducible polynomials. Clearly V =

⊕
V 0
Pi,x

and V 0
Pi,x

are orthogonal to each other. Hence the pair (GL(V )x, O(V )x) is a product of pairs from Case 1. �
6.3. The pair (GL(V ), U(V )).

Theorem 6.3.1. Let (V,B) be a hermitian space over (D, τ). Then all the descendants of the pair
(GL(V ), U(V )) are products of pairs of the types
(i) (GL(W )×GL(W ),∆GL(W )) for some linear space W over some field D′ that extends D
(ii) (GL(W ), U(W )) for some hermitian space W over some (D′, τ ′) that extends (D, τ).

Proof. Note that in this case the anti-involution σ is given by σ(x) = x∗. Let x ∈ GL(V )σ be a
semi-simple element. Let P be the minimal polynomial of x. Note that τ(P ) is proportional to P . We
will now discuss 2 special cases and then deduce the general case from them.

Case 1. P = Qτ(Q) where Q is irreducible over D.
Clearly GL(V )x ∼= GL(V 00

Q,x) × GL(V 11
Q,x). Recall that B gives a non-degenerate pairing between V 00

Q,x

and V 11
Q,x, and the spaces V iiQ,x are isotropic. Therefore

GL(V 00
Q,x) ∼= GL(V 11

Q,x), GL(V )x ∼= GL(V 00
Q,x)2 and U(V )x ∼= ∆GL(V 00

Q,x) < GL(V 00
Q,x)2.

Case 2. P is irreducible over D.
Clearly GL(V )x ∼= GL(V 00

P,x) and V 00
P,x is identical to V 11

P,x as F -linear spaces but the actions of DP

differ by a twist by µ11. Hence the isomorphism V 00
P,x
∼= (V 11

P,x)∗ gives a hermitian structure on V 00
P,x over

(DP , µ
11). Now U(V )x ∼= U(V 00

P,x) < GL(V 00
P,x).

Case 3. General case
Let P =

∏
i∈I Pi be the decomposition of P to irreducible polynomials. Then τ(Pi) is proportional to
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Ps(i) where s is some permutation of I of order ≤ 2. Let I =
⊔
Iα be the decomposition of I to orbits of

s. Denote Vα := Ker(
∏
i∈α Pi(x)). Clearly V =

⊕
Vα and Vα are orthogonal to each other. Hence the

pair (GL(V )x, U(V )x) is a product of pairs from the first 2 cases. �

6.4. The pair (U(VD), O(V )).

Theorem 6.4.1. Let (V,B) be a quadratic space over F . Let VD := V ⊗F D be its extension of scalars
with the corresponding hermitian structure.

Then all the descendants of the pair (U(VD), O(V )) are products of pairs of the types
(i) (GL(W ), O(W )) for some quadratic space W over some field F ′ that extends F .

(ii) (U(WD′), O(W )) for some extension (D′, τ ′) of (D, τ) and some quadratic space W over D′τ
′
.

For the proof of this theorem we will need the following notation and lemma.

Notation 6.4.2. Let (V,B) be a quadratic space over F . The involution τ defines an involution τ̃ on
VD. The form B defines a quadratic form BD on VD and a hermitian form BτD on VD.

Lemma 6.4.3. Let (V,B) be a quadratic space over F . Let P be an irreducible polynomial. Let x ∈ U(VD)
be a semi-simple element such that x = xt (where xt is defined by BD). Then the involution τ̃ gives a

DP -linear isomorphism V ijP,x
∼= V i,1−jP,x .

Proof. We will show that τ̃ maps V 00
P,x to V 11

P,x, and the other cases are done similarly. Let v ∈ V ijP,x. We
have

P ∗(x)(τ̃(v)) = τ̃(inv(P )(x∗)(v)) = τ̃(inv(P )(x−1)(v)) = τ̃(x−degPP (x)(v)) = 0.

�

Proof of Theorem 6.4.1. Note that in this case the anti-involution σ is given by σ(x) = xt. Let
x ∈ U(VD)σ be a semi-simple element. Let P be the minimal polynomial of x. Then P is proportional
to P ∗. We will now discuss 2 special cases and then deduce the general case from them.

Case 1. P = QQ∗ where Q is irreducible over D.
Clearly GL(V )x ∼= GL(V 00

Q,x) × GL(V 01
Q,x). Recall that BτD gives a non-degenerate pairing between V 00

Q,x

and V 01
Q,x, and the spaces V 0i

Q,x are isotropic. Therefore

GL(V 00
Q,x) ∼= GL(V 01

Q,x), GL(V )x ∼= GL(V 00
Q,x)2, U(V )x ∼= ∆GL(V 00

Q,x) < GL(V 00
Q,x)2

Compose the isomorphism V 00
Q,x
∼= V 01

Q,x given by τ̃ with the isomorphism V 01
Q,x
∼= (V 00

Q,x)∗ given by BτD.

This gives a quadratic structure on V 00
Q,x. Now

O(V )x ∼= ∆O(V 00
Q,x) < ∆GL(V 00

Q,x).

Case 2. P is irreducible over D.
Clearly GL(V )x ∼= GL(V 00

P,x) and V 00
P,x is identical to V 01

P,x as F -linear spaces but the actions of DP on them

differ by a twist by µ01. Hence the isomorphism V 00
P,x
∼= (V 01

P,x)∗ given by BτD gives a hermitian structure

on V 00
P,x over (DP , µ

01) and the isomorphism V 00
P,x
∼= V 01

P,x given by τ̃ gives an antilinear involution of V 00
P,x.

Now

U(V )x ∼= U(V 00
P,x) < GL(V 00

P,x) and O(V )x ∼= O(V 00
P,x) < U(V 00

P,x).

Case 3. General case
Let P =

∏
i∈I Pi be the decomposition of P to irreducible polynomials. Then P ∗i is proportional to Ps(i)

where s is some permutation of I of order ≤ 2. Let I =
⊔
Iα be the decomposition of I to orbits of

s. Denote Vα := Ker(
∏
i∈α Pi(x)). Clearly VD =

⊕
Vα, Vα are orthogonal to each other and each Vα

is invariant with respect to τ̃ . Hence the pair (GL(V )x, U(V )x) is a product of pairs from the first 2
cases. �
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6.5. The pair (O(V1 ⊕ V2), O(V1)×O(V2)).

Theorem 6.5.1. Let (V,B) be a quadratic space over F .
Let ε ∈ O(V ) be an element of order 2. Then all the descendants of the pair (O(V ), O(V )ε) are products
of pairs of the types
(i) (GL(W ), O(W )) for some quadratic space W over some field F ′ that extends F
(ii) (U(WE), O(W )) for some quadratic space W over some field F ′ that extends F , and some quadratic
extension E of F ′.
(iii) (O(W ), O(W )ε) for some quadratic space W over F .

For the proof of this theorem we will need the following straightforward lemma.

Lemma 6.5.2. Let (V,B) be a quadratic space over F .
Let ε ∈ O(V ) be an element of order 2. Let x ∈ O(V ) such that εxε = x−1. Let Q be an irreducible
polynomial. Then ε gives an FQ- linear isomorphism V iQ,x

∼= V 1−i
Q,x .

Proof of Theorem 6.5.1. Note that the involution σ on O(V ) is given by x 7→ εx−1ε. Let x ∈ O(V )σ be
a semi-simple element and let P be its minimal polynomial.

Note that the minimal polynomial of x−1 is inv(P ) and hence P is proportional to inv(P ). We will
now discuss 3 special cases and then deduce the general case from them.

Case 1. P = Qinv(Q), where Q is an irreducible polynomial.
Note that GL(V )x ∼=

∏
iGL(V iQ,x).

Since B defines a non-degenerate pairing V 0
Q,x
∼= (V 1

Q,x)∗, and V iQ,x are isotropic, we have

O(V )x ∼= ∆GL(V 0
Q,x) < GL(V 0

Q,x)2.

Now, compose the isomorphism V iQ,x
∼= V 1−i

Q,x given by ε with the isomorphism V 1−i
Q,x
∼= (V iQ,x)∗. This

gives a quadratic structure on V 0
Q,x. Clearly, ε gives an isomorphism V 0

Q,x
∼= V 1

Q,x as quadratic spaces
and hence

(O(V )ε)x ∼= ∆O(V 0
Q,x) < ∆GL(V 0

Q,x).

Case 2. P is irreducible and x 6= x−1

In this case GL(V )x ∼= GL(V 0
P,x). Also, V 0

P,x and V 1
P,x are identical as F -vector spaces but the action of

FP on them differs by a twist by µ. Therefore the isomorphism V 0
P,x
∼= (V 1

P,x)∗ gives a hermitian structure

on V 0
P,x over (FP , µ) and ε gives an (FP , µ)-antilinear automorphism of V 0

P,x. Now

O(V )x ∼= U(V 0
P,x).

Denote W := (V 0
P,x)ε. It is a linear space over (FP )µ. It has a quadratic structure. Now

(O(V )ε)x ∼= O(W ) < U(V 0
P,x).

Case 3. P is irreducible and x = x−1.
Again, GL(V )x ∼= GL(V 0

P,x). However, in this case FP = F and V 0
P,x = V . Also O(V )x ∼= O(V 0

P,x). Now,

ε commutes with x and hence ε ∈ O(V )x ∼= O(V 0
P,x). Hence

(O(V )ε)x ∼= (O(V 0
P,x))ε < O(V 0

P,x).

Case 4. General case
Let P =

∏
i∈I Pi be the decomposition of P to irreducible multiples. Since P is proportional to inv(P ),

every Pi is proportional to Ps(i) where s is some permutation of I of order ≤ 2.
Let I =

⊔
Iα be the decomposition of I to orbits of s. Denote Vα := Ker(

∏
i∈α Pi(x)). Clearly

V =
⊕
Vα and Vα are orthogonal to each other and ε-invariant. Hence the pair (O(V )x, (O(V )ε)x) is a

product of pairs from the first 3 cases.
�
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6.6. The pair (U(V1 ⊕ V2), U(V1)× U(V2)).

Theorem 6.6.1. Let (V,B) be a hermitian space over (D, τ).
Let ε ∈ U(V ) be an element of order 2. Then all the descendants of the pair (U(V ), U(V )ε) are products
of pairs of the types
(i) (GL(W )×GL(W ),∆GL(W )) for some linear space W over some field D′ that extends D
(ii) (U(W )× U(W ),∆U(W )) for some hermitian space W over some extension (D′, τ ′) of (D, τ)
(iii) (GL(W ), U(W )) for some hermitian space W over some extension (D′, τ ′) of (D, τ)
(iv) (GL(WD′), GL(W )) where F ′ is a field extension of D, D′/F ′ is a quadratic extension, W is a linear
space over F ′ and WD′ := W ⊗F ′ D′ is its extension of scalars to D′

(v) (GL(W ), GL(W )ε) where W is a linear space over D and ε ∈ GL(W ) is an element of order ≤ 2.
(vi) (U(WE), U(W )) where W is a hermitian space over some extension (D′, τ ′) of (D, τ), (E, τ ′′) is
some quadratic extension of (D′, τ ′) and WE = W ⊗D′E is an extension of scalars with the corresponding
hermitian structure.
(vii) (U(W ), U(W )ε) where W is a hermitian space over (D, τ).

For the proof of this theorem we will need the following straightforward lemma.

Lemma 6.6.2. Let (V,B) be a hermitian space over (D, τ).
Let ε ∈ U(V ) be an element of order 2. Let x ∈ U(V ) such that εxε = x−1. Let Q be an irreducible

polynomial. Then ε gives an DQ- linear isomorphism V ijQ,x
∼= V 1−i,j

Q,x .

Proof of Theorem 6.6.1. Let x ∈ U(V )σ be a semi-simple element and let P be its minimal polynomial.
Note that the minimal polynomial of x∗ is P ∗ and hence P ∗ is proportional to P . Since x ∈ U(V )σ,

we have x−1 = εxε and hence its minimal polynomial is P . Hence P is proportional to inv(P ). We will
now discuss 7 special cases and then deduce the general case from them.

Case 1. P = QQ∗inv(Q)τ(Q), where Q is an irreducible polynomial.

Note that GL(V )x ∼=
∏
ij GL(V ijQ,x) ∼= GL(V 00

Q,x)4. This identifies U(V )x with a diagonal

∆GL(V 00
Q,x)2 < GL(V 00

Q,x)4 and (U(V )ε)x with a diagonal ∆GL(V 00
Q,x) < GL(V 00

Q,x)4.

Case 2. P = Qinv(Q), where Q is an irreducible polynomial and Q∗ = Q.
Note that GL(V )x ∼=

∏
iGL(V i0Q,x) ∼= GL(V 00

Q,x)2. Note also that in this case V i0Q,x and V i1Q,x are identical

as sets and F -vector spaces but the actions of DQ on them differ by a twist by µ01. Now the isomorphism
V i0Q,x

∼= (V i1Q,x)∗ gives a (DQ, µ
01)-hermitian structure on V i0Q,x. Therefore, U(V )x ∼= U(V 00

Q,x) × U(V 10
Q,x).

Note that ε gives an isomorphism of (DQ, µ
01)-hermitian spaces between V 00

Q,x and V 01
Q,x. Hence

U(V )x ∼= U(V 00
Q,x)2 and (U(V )ε)x ∼= ∆U(V 00

Q,x) < U(V 00
Q,x)2.

Case 3. P = Qinv(Q), where Q is an irreducible polynomial and Q∗ = inv(Q).

Note that GL(V )x ∼=
∏
iGL(V i0Q,x) ∼=

∏
j GL(V 0j

Q,x).

Since B defines a non-degenerate pairing V 00
Q,x
∼= (V 01

Q,x)∗ and V 0i
Q,x are isotropic, we have

U(V )x ∼= ∆GL(V 00
Q,x) < (GL(V 00

Q,x))2.

Note that in this case V ijQ,x and V 1−i,1−j
Q,x are identical as sets and as F -vector spaces but the action of

DQ on them differs by a twist by µ11.
Now, compose the isomorphism V 00

Q,x
∼= V 10

Q,x given by ε with the isomorphism V 10
Q,x
∼= (V 11

Q,x)∗. This

gives a (DQ, µ
11) unitary structure on V 00

Q,x. Similarly we get a unitary structure on V 10
Q,x. Finally, ε gives

an isomorphism V 00
Q,x
∼= V 10

Q,x as unitary spaces and hence

(U(V )ε)x ∼= ∆U(V 00
Q,x) < ∆GL(V 00

Q,x).

Case 4. P = QQ∗, where Q is an irreducible polynomial, Q = inv(Q) and x 6= x−1.
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Note that GL(V )x ∼=
∏
j GL(V 0j

Q,x) and as before

U(V )x ∼= ∆GL(V 00
Q,x) < (GL(V 00

Q,x))2.

In this case V 0j
Q,x and V 1j

Q,x are identical as sets and as F -vector spaces but the action of DQ on them

differs by a twist by µ10. Hence ε gives a (DQ, µ
10) anti-linear automorphism of V 0j

Q,x. Let Wj := (V 0j
Q,x)ε.

This is a linear space over (DQ)µ
10

. Therefore,

(U(V )ε)x ∼= ∆GL(W0) < ∆GL(V 00
Q,x).

Case 5. P = QQ∗, where Q is an irreducible polynomial, Q = inv(Q) and x = x−1.
As in the previous case,

GL(V )x ∼=
∏

j

GL(V 0j
Q,x) and U(V )x ∼= ∆GL(V 00

Q,x) < (GL(V 00
Q,x))2.

In this case DQ = D and µ10 is trivial. Hence V 0j
Q,x and V 1j

Q,x are identical as DQ-linear spaces.

Also, ε gives a DQ-linear automorphism of V 0j
Q,x. So we can interpret ε as an element in GL(V 00

Q,x).
Therefore,

(U(V )ε)x ∼= ∆(GL(V 00
Q,x))ε < ∆GL(V 00

Q,x).

Case 6. P is irreducible and x 6= x−1

In this case GL(V )x ∼= GL(V 00
P,x). Also, V 00

P,x and V 01
P,x are identical as F -vector spaces but the action of

DP on them differs by a twist by µ01. Again, the isomorphism V 00
P,x
∼= (V 01

P,x)∗ gives a (DP , µ
01) hermitian

structure on V 00
P,x and

U(V )x ∼= U(V 00
P,x).

Note that V 00
P,x and V 10

P,x are identical as F -vector spaces but the action of DP on them differs by a twist

by µ10. Hence, ε gives a (DP , µ
10) anti-linear automorphism of V 00

P,x. Denote W := (V 00
P,x)ε. It is a linear

space over (DP )µ
10

. It has a ((DP )µ
10

, µ01|(DP )µ10 ) hermitian structure. Now

(U(V )ε)x ∼= U(W ) < U(V 00
P,x).

Case 7. P is irreducible and x = x−1.
Again,

GL(V )x ∼= GL(V 00
P,x) and U(V )x ∼= U(V 00

P,x).

In this case DP = D and µ01 = τ . Also, ε commutes with x and hence ε ∈ U(V )x ∼= U(V 00
P,x). Hence

(U(V )ε)x ∼= U(V 00
P,x)ε < U(V 00

P,x).

Case 8. General case
Let P =

∏
i∈I Pi be the decomposition of P to irreducible multiples. Since P is proportional to inv(P ),

every Pi is proportional to Ps1(i) for some permutation s1 of I of order ≤ 2. Since P is proportional to
P ∗, every Pi is proportional to some Ps2(i). This gives rise to an action of Z/2Z× Z/2Z on I.

Let I =
⊔
Iα be the decomposition of I to orbits of this action. Denote Vα := Ker(

∏
i∈α Pi(x)). Clearly

V =
⊕
Vα and Vα are orthogonal to each other and ε-invariant. Hence the pair (U(V )x, (U(V )ε)x) is a

product of pairs from the first 7 cases. �
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6.7. Genealogical trees of the symmetric pairs considered in this paper.
The following diagrams sum up the results of this section.

An arrow ”(G1, H1)→ (G2, H2)” means that pairs of type (G1, H1) may have descendants with factor
of the type (G2, H2). We will not draw the obvious arrows ”(G,H) → (G,H)” and when we draw
”(G1, H1)→ (G2, H2)→ (G3, H3)” we mean also ”(G1, H1)→ (G3, H3)”.

(U(V ), U(V )ε)

��ttjjjjjjjjjjjjjjj

""EEEEEEEEEEEEEEEEEEEEEE

))RRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRR

(GL(V ), U(V ))

��

(GL(V ), GL(V )ε)

��ttjjjjjjjjjjjjjjjj

(GL(V ) ×GL(V ),∆GL(V )) (GL(V )E/F , GL(V )) (U(V )E/F , U(V )) (U(V )×U(V ),∆U(V ))

Here V is a linear or hermitian space over some finite field extension of F and E is some quadratic extension of F.

(O(V ), O(V )ε)

��
(U(VE), O(V ))

��
(GL(V ), O(V ))

Here V is a quadratic space over some finite field extension of F and E is some quadratic extension of F.
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A PARTIAL ANALOG OF THE INTEGRABILITY THEOREM FOR

DISTRIBUTIONS ON P-ADIC SPACES AND APPLICATIONS

AVRAHAM AIZENBUD

Abstract. LetX be a smooth real algebraic variety. Let ξ be a distribution on it. One can define

the singular support of ξ to be the singular support of the DX -module generated by ξ (some times

it is also called the characteristic variety). A powerful property of the singular support is that

it is a coisotropic subvariety of T ∗X. This is the integrability theorem (see [KKS, Mal, Gab]).

This theorem turned out to be useful in representation theory of real reductive groups (see e.g.

[AG4, AS, Say]).

The aim of this paper is to give an analog of this theorem to the non-Archimedean case.

The theory of D-modules is not available to us so we need a different definition of the singular

support. We use the notion wave front set from [Hef] and define the singular support to be its

Zariski closure. Then we prove that the singular support satisfies some property that we call

weakly coisotropic, which is weaker than being coisotropic but is enough for some applications.

We also prove some other properties of the singular support that were trivial in the Archimedean

case (using the algebraic definition) but not obvious in the non-Archimedean case.

We provide two applications of those results:

• a non-Archimedean analog of the results of [Say] concerning Gelfand property of nice

symmetric pairs

• a proof of Multiplicity one Theorems for GLn which is uniform for all local fields. This

theorem was proven for the non-Archimedean case in [AGRS] and for the Archimedean

case in [AG4] and [SZ].
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1. Introduction

The theory of invariant distributions is widely used in representation theory of reductive alge-

braic groups over local fields. We can roughly divide this theory into two parts.

• Archimedean - distributions on smooth manifolds, Nash manifolds, real analytic manifolds,

real algebraic manifolds, etc.

• Non-Archimedean - distributions on l-spaces, p-adic analytic manifolds, p-adic algebraic

manifolds, etc.

In general the non-Archimedean case of the theory of invariant distributions is easier than the

Archimedean one, but there is one significant tool that is available only in the Archimedean case.

This tool is the theory of differential operators. One of the powerful tools coming from the use of

differential operators is the notion of singular support (sometimes it is also called the characteristic

variety). The singular support of a distribution ξ on a real algebraic manifold X is a subvariety

of T ∗X. A deep and important property of the singular support is the fact that it is coisotropic.

This fact is the integrability theorem (see [KKS, Mal, Gab]). This theorem turned out to be useful

in the representation theory of real reductive groups (see e.g. [AG4, AS, Say]).

The aim of this paper is to give an analog of this theorem to the non-Archimedean case. Though

we didn’t achieve a full analog of the integrability theorem, we managed to formulate and prove

some partial analog of it. Namely we prove that the singular support satisfies some property that

we call weakly coisotropic, which is weaker than being coisotropic but enough for some applications.

We also prove some other properties of the singular support that were trivial in the Archimedean

case but not obvious in the non-Archimedean case.

We provide two applications of those results.

• We give a non-Archimedean analog of the results of [Say] concerning Gelfand property of

nice symmetric pairs.

• We give a proof of Multiplicity one Theorems for GLn which is uniform for all local

fields. This theorem was proven for the non-Archimedean case in [AGRS] and for the

non-Archimedean case in [AG4] and [SZ].

The results of this paper are also applied in [Sun] where multiplicity one theorems for Fourier-Jacobi

models are established.

1.1. The singular support and the wave front set.

The theory of D-modules is not available to us so we need a different definition of singular support.
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We use the notion of wave front set from [Hef] and define the singular support to be its Zariski

closure. Unlike the algebraic definition of the singular support, the definition of the wave front

set is analytic and uses Fourier transform instead of differential operators, this is what makes it

available for the non-Archimedean case.

Surprisingly, the fact that in the non-Archimedean case the singular support is weakly coisotropic

quite easily follows from the basic properties of the wave front set developed in [Hef]. However an-

other important property of the the singular support that was trivial in the Archimedean case is not

obvious in the non-Archimedean case. Namely in presence of a group action one can exhibit some

restriction on the singular support of invariant distribution. We also provide a non-Archimedean

analog of this property.

In general our results are based on the work [Hef] where the theory of the wave front set is

developed for the non-Archimedean case.

1.2. Structure of the paper.

In section 2 we give notations that will be used throughout the paper and give some preliminaries

on distributions, including some results from [Hef] on the wave front set.

In section 3 we introduce the notion of coistropic variety and weakly coistropic variety and

discuss some properties of them.

In section 4 we prove the main results on singular support and the wave front set. We sum up

the properties of singular support in subsection 4.2. In subsection 4.3 we apply those properties

to get some technical results that will be useful for proving Gelfand property.

In section 5 we generalize the results of [Say] to arbitrary local fields of characteristic 0.

In subsection 5.1 we give the necessary preliminaries for section 5. In subsubsection 5.1.1 we

provide basic preliminaries on Gelfand pairs. In subsubsection 5.1.2 we review a technique from

[AG2] for proving that a given pair is a Gelfand pair. In subsubsections 5.1.3-5.1.7 we review a

technique from [AG2] and [AG3] for proving that a given symmetric pair is a Gelfand pair.

In section 6 we indicate a proof of Multiplicity one Theorems for GLn which is uniform for all

local fields of characteristic 0. This theorem was proven for the non-Archimidian case in [AGRS]

and for the non-Archimidian case in [AG4] and [SZ].

1.3. Acknowledgements.

I wish to thank Dmitry Gourevitch, Anthony Joseph and Eitan Sayag for fruitful discussions.

Also I cordially thank Dmitry Gourevitch for his careful proof reading.

2. Notations and preliminaries

• Throughout the paper F is a local field of characteristic zero.

• All the algebraic varieties, analytic varieties and algebraic groups that we will consider will

be defined over F .

• By a reductive group we mean an algebraic reductive group.

• Let E be an extension of F . Let G be an algebraic group defined over F . We denote by

GE/F the canonical algebraic group defined over F such that GE/F (F ) = G(E).

• By Sp2n we mean the symplectic group of 2n× 2n matrixes.

• The word manifold will always mean that the object is smooth (e.g. by algebraic manifold

we mean smooth algebraic variety).

• For a group G acting on a set X and a point x ∈ X we denote by Gx or by G(x) the orbit

of x and by Gx the stabilizer of x. we also denote by XG the set of G invariant elements

and for an element g ∈ G denote by Xg the set of g invariant elements
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• An action of a Lie algebra g on a (smooth, algebraic, etc) manifold M is a Lie algebra

homomorphism from g to the Lie algebra of vector fields on M . Note that an action of a

(Lie, algebraic, etc) group on M defines an action of its Lie algebra on M .

• For a Lie algebra g acting on M , an element α ∈ g and a point x ∈ M we denote by

α(x) ∈ TxM t he value at point x of the vector field corresponding to α. We denote by

gx ⊂ TxM or by g(x) ⊂ TxM the image of the map α 7→ α(x) and by gx ⊂ g its kernel.

We denote Mg := {x ∈ M |gx = 0} and Mα := {x ∈ M |α(x) = 0}, analogously to the

group case.

• For manifolds L ⊂M we denote by NM
L := (TM |L)/TL the normal bundle to L in M .

• Denote by CNM
L := (NM

L )∗ the conormal bundle.

• For a point y ∈ L we denote by NM
L,y the normal space to L in M at the point y and by

CNM
L,y the conormal space.

• Let M,N be (smooth, algebraic, etc) manifolds. Let E be a bundle over N . Let φ : M → N

be a morphism. We denote by φ∗(E) to be the pullback of E.

• Let M,N be (smooth, algebraic, etc) manifolds. Let S ⊂ (T ∗(N)). Let φ : M → N be a

morphism. We denote φ∗(S) := d(φ)∗(S ×N M).

• Let M,N be topological spaces. Let E be a over N . Let φ : M → N be a morphism. We

denote by φ∗(E) to be the pullback of E.

• Let V be a linear space. For a point x = (v, φ) ∈ V ×V ∗ we denote x̂ = (φ,−v) ∈ V ∗×V ,

similarly for subset X ⊂ V × V ∗ we define X̂. for a (smooth, algebraic, etc) manifold and

a subset X ⊂ T ∗(M × V ) we denote X̂V ⊂ T ∗(M × V ∗) in a similar way.

• Let B be a non-degenerate bilinear form on V . This gives an identification between V

and V ∗ and therefore, by the previous notation, maps FB : V × V → V × V and FB :

T ∗M × V × V → T ∗M × V × V . If there is no ambiguity we will denote it by FV .

2.1. Distributions.

In this paper we will refer to distributions on algebraic varieties over archimedean and non-

archimedean fields. In the non-archimedean case we mean the notion of distributions on l-spaces

from [BZ], that is linear functionals on the space of locally constant compactly supported functions.

We will use the following notations.

Notation 2.1.1. Let X be an l-space.

• Denote by S(X) the space of Schwartz functions on X (i.e. locally constant compactly

supported functions) Denote S∗(X) := S(X)∗ to be the dual space to S(X).

• For any locally constant sheaf E over X we denote by S(X,E) the space of compactly

supported sections of E and by S∗(X,E) its dual space.

• For any finite dimensional complex vector space V we denote S(X,V ) := S(X,X×V ) and

S∗(X,V ) := S∗(X,X × V ), where X × V is a constant sheaf.

• Let Z ⊂ X be a closed subset. We denote

S∗X(Z) := {ξ ∈ S∗(X)|Supp(ξ) ⊂ Z}.
For a locally closed subset Y ⊂ X we denote S∗X(Y ) := S∗

X\(Y \Y )
(Y ). In the same way,

for any locally constant sheaf E on X we define S∗X(Y,E).

• Suppose that X is an analytic variety over a non-Archimedean field F . Then we define DX

to be the sheaf of locally constant measures on X (i.e. measures that locally are restriction

of Haar measure on Fn). We denote G(X) := S∗(X,DX) and G(X,E) := S∗(X,DX⊗E∗).

• For an analytic map φ : X → Y of analytic manifolds over non-Archimedean field we

denote by φ∗ : G(Y )→ G(X) the pullback, similarly we denote φ∗ : G(Y,E)→ G(X,φ∗(E))

for any locally constant sheaf E.
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In the Archimedean case we will use the theory of Schwartz functions and distributions as

developed in [AG1]. This theory is developed for Nash manifolds. Nash manifolds are smooth semi-

algebraic manifolds but in the present work only smooth real algebraic manifolds are considered.

Therefore the reader can safely replace the word Nash by smooth real algebraic.

Schwartz functions are functions that decay, together with all their derivatives, faster than any

polynomial. On Rn it is the usual notion of Schwartz function. For precise definitions of those

notions we refer the reader to [AG1]. We will use the following notations.

Notation 2.1.2. Let X be a Nash manifold.

Denote by S(X) the space of Schwartz functions on X. Denote by S∗(X) := S(X)∗ the dual

space to S(X). We define DX to be the bundle of densities on X for any Nash bundle E on X we

define S∗(X,E),S∗X(Y ),G(X), φ∗, etc analogously to the non-Archimedean case.

2.1.1. Invariant distributions.

Proposition 2.1.3. Let an l-group G act on l-space X. Let Z ⊂ X be a closed subset.

Let Z =
⋃l
i=0 Zi be a G-invariant stratification of Z. Let χ be a character of G. Suppose that

for any 0 ≤ i ≤ l we have S∗(Zi)G,χ = 0. Then S∗X(Z)G,χ = 0.

This proposition immediately follows from [BZ, section 1.2].

Proposition 2.1.4. Let a Nash group G act on a Nash manifold X. Let Z ⊂ X be a closed subset.

Let Z =
⋃l
i=0 Zi be a Nash G-invariant stratification of Z. Let χ be a character of G. Suppose

that for any k ∈ Z≥0 and 0 ≤ i ≤ l we have S∗(Zi, Symk(CNX
Zi

))G,χ = 0. Then S∗X(Z)G,χ = 0.

This proposition immediately follows from [AGS, Corollary 7.2.6].

Theorem 2.1.5 (Frobenius reciprocity). Let an l-group (respectively Nash group) G act transi-

tively on an l-space (respectively Nash manifold) Z. Let ϕ : X → Z be a G-equivariant map.

Let z ∈ Z. Let Xz be the fiber of z. Let χ be a character of G. Then S∗(X)G,χ is canonically

isomorphic to S∗(Xz)
Gz,χ·∆G|Gz ·∆−1

Gz where ∆ denotes the modular character.

For a proof see [Ber, section 1.5] for the non-Archimedean case and [AG2, Theorem 2.3.8] for

the non-Archimedean case.

2.1.2. Fourier transform.

From now till the end of the paper we fix an additive character κ of F . If F is Archimedean we

fix κ to be defined by κ(x) := e2πiRe(x).

Notation 2.1.6. Let V be a vector space over F . For any distribution ξ ∈ S∗(V ) we define

ξ̂ ∈ G(V ∗) to be its Fourier transform.

For a space X (an l-space or a Nash manifold depending on F ), for any distribution ξ ∈ S∗(X×
V ) we define ξ̂V ∈ G(X × V ∗) to be its partial Fourier transform

Let B be a non-degenerate bilinear form on V . Then B identifies G(V ∗) with S∗(V ). We denote

by FB : S∗(V )→ S∗(V ) and FB : S∗(M×V )→ S∗(M×V ) the corresponding Fourier transforms.

If there is no ambiguity, we will write FV , and sometimes just F , instead of FB.

We will use the following trivial observation.

Lemma 2.1.7. Let V be a finite dimensional vector space over F . Let a Nash group G act linearly

on V . Let B be a G-invariant non-degenerate symmetric bilinear form on V . Let ξ ∈ S∗(V ) be a

G-invariant distribution. Then FB(ξ) is also G-invariant.

Notation 2.1.8. Let V be a vector space over F . Consider the homothety action of F× on V by

ρ(λ)v := λ−1v. It gives rise to an action ρ of F× on S∗(V ).

Also, for any λ ∈ F× denote |λ| := dx
ρ(λ)dx , where dx denotes the Haar measure on F .
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Notation 2.1.9. Let V be a vector space over F . Let B be a non-degenerate symmetric bilinear

form on V . We denote

Z(B) := {x ∈ V (F )|B(x, x) = 0}.
Theorem 2.1.10 (Homogeneity Theorem). Let V be a vector space over F . Let B be a non-

degenerate symmetric bilinear form on V . Let M be a space(an l-space or a Nash manifold de-

pending on F ). Let L ⊂ S∗V (F )×M (Z(B) ×M) be a non-zero subspace such that ∀ξ ∈ L we have

FB(ξ) ∈ L and Bξ ∈ L (here B is interpreted as a quadratic form).

Then there exist a non-zero distribution ξ ∈ L and a unitary character u of F× such that either

ρ(λ)ξ = ||λ|| dimV2 u(λ)ξ for any λ ∈ F× or ρ(λ)ξ = |λ| dimV2 +1u(λ)ξ for any λ ∈ F×.

For a proof see [AG2, Theorem 5.1.7].

2.1.3. The wave front set.

In this subsubsection F is a non-Archimedean field. We will use the notion of the wave front set

of a distribution on analytic space from [Hef]. First we will remind it for a distribution on an open

subset of Fn.

Definition 2.1.11. Let U ⊂ Fn be an open subset and ξ ∈ S∗(U) be a distribution. We say that

ξ is smooth at (x0, v0) ∈ T ∗U if there are open neighborhoods A of x0 and B of v0 such that for

any φ ∈ S(A) there is an Nφ > 0 for which for any λ ∈ F satisfying λ > Nφ we have (̂φξ)|λB = 0.

The complement in T ∗U of the set of smooth pairs (x0, v0) of ξ is called the wave front set of ξ

and denoted by WF (ξ).

Remark 2.1.12. This notion appears in [Hef] with two differences.

1) The notion in [Hef] is more general and depends on some subgroup Λ ⊂ F , in our case Λ = F .

2) The notion in [Hef] defines the wave front set of ξ to be a subset in T ∗U − U × 0. In our

notation this subset will be WF (ξ)− U × 0.

The following lemmas are trivial

Lemma 2.1.13. Let U ⊂ Fn be an open subset and ξ ∈ S∗(U) be a distribution. Then WF (ξ) is

closed, invariant with respect to the homothety (x, v) 7→ (x, λv) and

pU (WF (ξ)) = WF (ξ) ∩ (U × 0) = Supp(ξ).

Lemma 2.1.14. Let V ⊂ U ⊂ Fn be open subsets and ξ ∈ S∗(U) then WF (ξ|V ) = WF (ξ) ∩
p−1
U (V ).

Lemma 2.1.15. Let U ⊂ Fn be an open subset, ξ1, ξ2 ∈ S∗(X) be distributions and f1, f2 be

locally constant functions on X. Then WF (f1ξ1 + f2ξ2) ⊂WF (ξ1) ∪WF (ξ2).

Corollary 2.1.16. For any locally constant sheaf E on U we can define the wave front set of any

element in S∗(U,E) and G(U,E).

We will use the following theorem from [Hef], see Theorem 2.8.

Theorem 2.1.17. Let U ⊂ Fm and V ⊂ Fn be open subsets, and suppose that f : U → V is an

analytic submersion. Then for any ξ ∈ G(V ) we have WF (f∗(ξ)) ⊂ f∗(WF (ξ)).

Corollary 2.1.18. Let V,U ⊂ Fn be open subsets and f : V → U be an analytic isomorphism.

Then for any ξ ∈ G(V ) we have WF (f∗(ξ)) = f∗(WF (ξ)).

Corollary 2.1.19. Let X be an analytic manifold, E be a locally constant sheaf on X. We can

define the the wave front set of any element in S∗(X,E) and G(X,E). Moreover, Theorem 2.1.17

holds for submersions between analytic manifolds.
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3. Coisotropic varieties

Definition 3.0.1. Let M be a smooth algebraic variety and ω be a symplectic form on it. Let

Z ⊂ M be an algebraic subvariety. We call it M-coisotropic if one of the following equivalent

conditions holds.

(i) The ideal sheaf of regular functions that vanish on Z is closed under Poisson bracket.

(ii) At every smooth point z ∈ Z we have TzZ ⊃ (TzZ)⊥. Here, (TzZ)⊥ denotes the orthogonal

complement to TzZ in TzM with respect to ω.

(iii) For a generic smooth point z ∈ Z we have TzZ ⊃ (TzZ)⊥.

If there is no ambiguity, we will call Z a coisotropic variety.

Note that every non-empty M -coisotropic variety is of dimension at least 1
2 dimM .

Notation 3.0.2. For a smooth algebraic variety X we always consider the standard symplectic

form on T ∗X. Also, we denote by pX : T ∗X → X the standard projection.

Definition 3.0.3. Let (V, ω) be a symplectic vector space with a fixed Lagrangian subspace L ⊂ V .

Let p : V → V/L be the standard projection. Let Z ⊂ V be a linear subspace. We call it V -weakly

coisotropic with respect to L if one of the following equivalent conditions holds.

(i) p(Z) ⊃ p(Z⊥). Here, Z⊥ denotes the orthogonal complement with respect to ω.

(ii) p(Z)⊥ ⊂ Z ∩L. Here, p(Z)⊥ denotes the orthogonal complement in L under the identification

L ∼= (V/L)∗.

Definition 3.0.4. Let X be a smooth algebraic variety. Let Z ⊂ T ∗X be an algebraic subvariety.

We call it T ∗X-weakly coisotropic if one of the following equivalent conditions holds.

(i) At every smooth point z ∈ Z the space Tz(Z) is Tz(T
∗(X)) -weakly coisotropic with respect to

Ker(dpX).

(ii)For a generic smooth point z ∈ Z the space Tz(Z) is Tz(T
∗(X)) -weakly coisotropic with respect

to Ker(dpX).

(iii) For any smooth point x ∈ Z and for a generic smooth point y ∈ p−1
X (x) ∩ Z we have

CNX
pX(Z),x ⊂ Ty(p−1

X (x) ∩ Z).

(iv) For any smooth point x ∈ pX(Z) the fiber p−1
X (x)∩Z is locally invariant with respect to shifts

by CNX
pX(Z),x i.e. for any point y ∈ p−1

X (x) the intersection (y + CNX
pX(Z),x) ∩ (p−1

X (x) ∩ Z) is

Zariski open in y + CNpX(Z).

If there is no ambiguity, we will call Z a weakly coisotropic variety.

Note that every non-empty T ∗X-weakly coisotropic variety is of dimension at least dimX.

The following lemma is straightforward.

Lemma 3.0.5. Any T ∗X-coisotropic variety is T ∗X-weakly coisotropic.

Proposition 3.0.6. Let X be a smooth algebraic variety with a symplectic form on it. Let R ⊂
T ∗X be an algebraic subvariety. Then there exists a maximal T ∗X-weakly coisotropic subvariety

of R i.e. a T ∗X-weakly coisotropic subvariety T ⊂ R that includes all T ∗X-weakly coisotropic

subvarieties of R.

Proof. Let T ′ be the union of all smooth T ∗X-weakly coisotropic subvarieties of R. Let T be

the Zariski closure of T ′ in R. It is easy to see that T is the maximal T ∗X-weakly coisotropic

subvariety of R. �

The following lemma is trivial.

Lemma 3.0.7. Let X be a smooth algebraic variety. Let a group G act on X this induces an action

on T ∗X. Let S ⊂ T ∗X be a G-invariant subvariety. Then the maximal T ∗X-weakly coisotropic

subvariety of S is also G-invariant.
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Notation 3.0.8. Let Y be a smooth algebraic variety. Let Z ⊂ Y be a smooth subvariety and

R ⊂ T ∗Y be any subvariety. We define the restriction R|Z ⊂ T ∗Z of R to Z by R|Z := i∗(R),

where i : Z → Y is the embedding.

Lemma 3.0.9. Let Y be a smooth algebraic variety. Let Z ⊂ Y be a smooth subvariety and

R ⊂ T ∗Y be a weakly coisotropic subvariety. Assume that any smooth point z ∈ Z ∩ pY (R) is also

a smooth point of pY (R) and we have Tz(Z ∩ pY (R)) = Tz(Z) ∩ Tz(pY (R)).

Then R|Z is T ∗Z-weakly coisotropic.

Proof. Let x ∈ Z, let M := p−1
Y (x) ∩ R ⊂ p−1

Y (x) and L := CNY
pY (R),x ⊂ p−1

Y (x). We know

that M is locally invariant with respect to shifts in L. Let M ′ := p−1
Z (x) ∩ R|Z ⊂ p−1

Z (x) and

L′ := CNY
pZ(R|Z),x ⊂ p−1

Z (x). We want to show that M ′ is locally invariant with respect to shifts

in L′. Let q : p−1
Y (x)→ p−1

Z (x) be the standard projection. Note that M ′ = q(M) and L′ = q(L).

Now clearly M ′ is locally invariant with respect to shifts in L′. �
Corollary 3.0.10. Let Y be a smooth algebraic variety. Let an algebraic group H act on Y . Let

q : Y → B be an H-equivariant morphism. Let O ⊂ B be an orbit. Consider the natural action

of G on T ∗Y and let R ⊂ T ∗Y be an H-invariant subvariety. Suppose that pY (R) ⊂ q−1(O). Let

x ∈ O. Denote Yx := q−1(x). Then

• if R is T ∗Y -weakly coisotropic then R|Yx is T ∗(Yx)-weakly coisotropic.

Corollary 3.0.11. In the notation of the previous corollary, if R|Yx has no (non-empty) T ∗(Yx)-

weakly coisotropic subvarieties then R has no (non-empty) T ∗(Y )-weakly coisotropic subvarieties.

Remark 3.0.12. The results on weakly coistropic varieties that we presented here have versions

for coistropic varieties, see [AG4, section 5.1].

4. Properties of singular support and the wave front set

4.1. The wave front set.

In this subsection F is a non-Archimedean field.

Theorem 4.1.1. Let Y ⊂ X be algebraic varieties, let y ∈ Y (F ) and suppose that X is smooth and

Y is smooth at y. Let ξ ∈ S∗(X(F ), E) and suppose that Supp(ξ) ⊂ Y (F ). Then WF (ξ)∩p−1
X (y)(F )

is invariant with respect to shifts by CNX
Y,y(F ).

This theorem immediately follows from the following one

Theorem 4.1.2. Let Y ⊂ X be analytic manifolds and let y ∈ Y . Let ξ ∈ S∗X(Y ) and suppose

that Supp(ξ) ⊂ Y. Then WF (ξ) ∩ p−1
X (y) is invariant with respect to shifts by CNX

Y,y.

In order to prove this theorem we will need the following standard lemma which is a version of

the implicit function theorem.

Lemma 4.1.3. Let Y ⊂ X be analytic manifolds. Let n := dim(X) and k := dim(Y ). Let y ∈ Y.
Then there exist a open neighborhood y ∈ U ⊂ X and an analytic isomophism φ : U → W , where

W is open subset of Fn such that φ(Y ∩ U) = W ∩ F k, where F k ⊂ Fn is a coordinate subspace.

Proof of theorem 4.1.2.

Case 1: X = Fn, Y = F k.

in this case the theorem follows from the fact that if a distribution on Fn is supported on F k then

its Fourier transform is invariant with respect to shifts by the orthogonal complement to F k.

Case 2: X = U ⊂ Fn, Y = F k ∩ U , where U ⊂ Fn is open.

Follows immediately from the previous case.

Case 3: the general case.

Follows from the previous case using the lemma and theorem 2.1.18. �
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Theorem 4.1.4. Let an algebraic group G act on a smooth algebraic variety X. Let g be the Lie

algebra of G. Let ξ ∈ S∗(X)G. Then WF (ξ) ⊂ {(x, v) ∈ T ∗X(F )|v(gx) = 0}.
We will prove a slightly more general theorem.

Theorem 4.1.5. Let an analytic group G act on an analytic manifold X. Let E be a G-equivariant

locally constant sheaf on X. Let ξ ∈ G(X,E)G. Then WF (ξ) ⊂ {(x, v) ∈ T ∗X(F )|v(gx) = 0}.
In order to prove this theorem we will need the following easy lemma.

Lemma 4.1.6. Let X,Y be analytic manifolds. Let E be a locally constant sheaf on X. Let

ξ ∈ G(X,E). Let p : X × Y → X be the projection. Then WF (p∗(ξ)) = p∗(WF (ξ)).

Proof of theorem 4.1.5. Consider the action map m : G×X → X and the projection p : G×X →
X. Let S := WF (ξ). We are given an isomorphism p∗(E) ∼= m∗(E) and we know that under

this identification p∗(ξ) = m∗(ξ). Therefore WF (p∗(ξ)) = WF (m∗(ξ)). By the lemma we have

WF (p∗(ξ)) = p∗(S). by theorem 2.1.17 we haveWF (m∗(ξ)) ⊂ m∗(S). Thus we got p∗(S) ⊂ m∗(S)

which implies the requested inclusion. �

4.2. Singular support.

Definition 4.2.1. Let X be a smooth algebraic variety let ξ ∈ S∗(X(F )). We will now define the

singular support of ξ, it is an algebraic subvariety of T ∗X and we will denote it by SS(ξ).

In the case when F is non-Archimedean we define it to be the Zariski closure of WF (ξ). In the

case when F is Archimedean we define it to be the singular support of the DX-module generated

by ξ (as in [AG4]).

In [AG4, section 2.3] the following list of properties of the singular support for the Archimedean

case was introduced:

Let X be a smooth algebraic variety.

(1) Let ξ ∈ S∗(X(F )). Then Supp(ξ)Zar = pX(SS(ξ))(F ), where Supp(ξ)Zar denotes the Zariski

closure of Supp(ξ).

(2) Let an algebraic group G act on X. Let g denote the Lie algebra of G. Let ξ ∈ S∗(X(F ))G(F ).

Then

SS(ξ) ⊂ {(x, φ) ∈ T ∗X | ∀α ∈ gφ(α(x)) = 0}.
(3) Let V be a linear space. Let Z ⊂ X × V be a closed subvariety, invariant with respect to

homotheties in V . Suppose that Supp(ξ) ⊂ Z(F ). Then SS(FV (ξ)) ⊂ FV (p−1
X×V (Z)).

(4) Let X be a smooth algebraic variety. Let ξ ∈ S∗(X(F )). Then SS(ξ) is coisotropic.

Remark 4.2.2. Property 4 is a corollary of the integrability theorem (see [KKS, Mal, Gab]).

The result of the last subsection implies the following theorem

Theorem 4.2.3. The properties above satisfied for the non-Archimedean case with the following

modification, property 4 should be replaced by the following weaker one:

(4’) Let X be a smooth algebraic variety. Let ξ ∈ S∗(X(F )). Then SS(ξ) is weakly coisotropic.

We conjecture that property 4 holds for the non-Archimedean case without modification.

4.3. Distributions on non distinguished nilpotent orbits.

In this subsection we deduce from the properties of singular support some technical results that

are useful for proving Gelfand property.

Notation 4.3.1. Let V be an algebraic finite dimensional representation over F of a reductive

group G. We denote

Q(V ) := (V/V G)(F ).



10 AVRAHAM AIZENBUD

Since G is reductive, there is a canonical embedding Q(V ) ↪→ V (F ). We also denote

Γ(V ) = {y ∈ V (F ) |G(F )y 3 0}.
Note that Γ(V ) ⊂ Q(V ). We denote also R(V ) := Q(V )− Γ(V ).

Definition 4.3.2. Let V be an algebraic finite dimensional representation over F of a reductive

group G. Suppose that there is a finite number of G orbits in Γ(V ). Let x ∈ Γ(V ). We will call it

G-distinguished, if CN
Q(V )
Gx,x ⊂ Γ(V ∗). We will call a G orbit G-distinguished if all (or equivalently

one of) its elements are G- distinguished.

If there is no ambiguity we will omit the ”G-”.

Example 4.3.3. For the case of a semi-simple group acting on its Lie algebra, the notion of

G-distinguished element coincides with the standard notion of distinguished nilpotent element. In

particular, in the case when G = SLn and V = sln the set of G-distinguished elements is exactly

the set of regular nilpotent elements.

Proposition 4.3.4. Let V be an algebraic finite dimensional representation over F of a reductive

group G. Suppose that there is a finite number of G orbits on Γ(V ). Let W := Q(V ), let A be the set

of non-distinguished elements in Γ(V ). Then there are no non-empty W ×W ∗-weakly coisotropic

subvarieties of A× Γ(V ∗).

The proof is clear.

Corollary 4.3.5. Let ξ ∈ S∗(W ) and suppose that Supp(ξ) ⊂ Γ(V ) and supp(ξ̂) ⊂ Γ(V ∗). Then

the set of distinguished elements in Supp(ξ) is dense in Supp(ξ)

Remark 4.3.6. In the same way one can prove an analogous result for distributions on W×M(F )

for any algebraic variety M .

5. Applications towards Gelfand properties of symmetric pairs

In this section we will use the property of singular support to generate the results of [Say] for any

local field of characteristic 0. Namely we prove that a big class of symmetric pairs are regular. The

property of regularity of symmetric pair was introduced in [AG2] and was shown to be useful for

proving Gelfand property. We will give more details on the regularity property and its connections

with Gelfand property in subsubsections 5.1.3-5.1.7.

5.1. Preliminaries.

In this subsection we give the necessary preliminaries for section 5.

5.1.1. Gelfand pairs.

In this subsubsection we recall a technique due to Gelfand and Kazhdan (see [GK]) which allows to

deduce statements in representation theory from statements on invariant distributions. For more

detailed description see [AGS, section 2].

Definition 5.1.1. Let G be a reductive group. By an admissible representation of G we mean

an admissible representation of G(F ) if F is non-Archimedean (see [BZ]) and admissible smooth

Fréchet representation of G(F ) if F is Archimedean.

We now introduce three notions of Gelfand pair.

Definition 5.1.2. Let H ⊂ G be a pair of reductive groups.

• We say that (G,H) satisfy GP1 if for any irreducible admissible representation (π,E) of G

we have

dimHomH(F )(E,C) ≤ 1
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• We say that (G,H) satisfy GP2 if for any irreducible admissible representation (π,E) of G

we have

dimHomH(F )(E,C) · dimHomH(F )(Ẽ,C) ≤ 1

• We say that (G,H) satisfy GP3 if for any irreducible unitary representation (π,H) of G(F )

on a Hilbert space H we have

dimHomH(F )(H∞,C) ≤ 1.

Property GP1 was established by Gelfand and Kazhdan in certain p-adic cases (see [GK]).

Property GP2 was introduced in [Gro] in the p-adic setting. Property GP3 was studied extensively

by various authors under the name generalized Gelfand pair both in the real and p-adic settings

(see e.g. [vD, BvD]).

We have the following straightforward proposition.

Proposition 5.1.3. GP1⇒ GP2⇒ GP3.

We will use the following theorem from [AGS] which is a version of a classical theorem of Gelfand

and Kazhdan.

Theorem 5.1.4. Let H ⊂ G be reductive groups and let τ be an involutive anti-automorphism

of G and assume that τ(H) = H. Suppose τ(ξ) = ξ for all bi H(F )-invariant distributions ξ on

G(F ). Then (G,H) satisfies GP2.

Remark 5.1.5. In many cases it turns out that GP2 is equivalent to GP1.

5.1.2. Tame actions.

In this subsubsection we review some tools developed in [AG2] for solving problems of the following

type. A reductive group G acts on a smooth affine variety X, and τ is an automorphism of X which

normalizes the action of G. We want to check whether any G(F )-invariant Schwartz distribution

on X(F ) is also τ -invariant.

Definition 5.1.6. Let π be an action of a reductive group G on a smooth affine variety X. We

say that an algebraic automorphism τ of X is G-admissible if

(i) π(G(F )) is of index ≤ 2 in the group of automorphisms of X generated by π(G(F )) and τ .

(ii) For any closed G(F ) orbit O ⊂ X(F ), we have τ(O) = O.

Definition 5.1.7. We call an action of a reductive group G on a smooth affine variety X tame

if for any G-admissible τ : X → X, we have S∗(X(F ))G(F ) ⊂ S∗(X(F ))τ .

Definition 5.1.8. We call an algebraic representation of a reductive group G on a finite dimen-

sional linear space V over F linearly tame if for any G-admissible linear map τ : V → V , we

have S∗(V (F ))G(F ) ⊂ S∗(V (F ))τ .

We call a representation weakly linearly tame if for any G-admissible linear map τ : V → V ,

such that S∗(R(V ))G(F ) ⊂ S∗(R(V ))τ we have S∗(Q(V ))G(F ) ⊂ S∗(Q(V ))τ .

Theorem 5.1.9. Let a reductive group G act on a smooth affine variety X. Suppose that for any

G-semisimple x ∈ X(F ), the action of Gx on NX
Gx,x is weakly linearly tame. Then the action of G

on X is tame.

For a proof see [AG2, Theorem 6.0.5].

Definition 5.1.10. We call an algebraic representation of a reductive group G on a finite dimen-

sional linear space V over F special if for any ξ ∈ S∗Q(V )(Γ(V ))G(F ) such that for any G-invariant

decomposition Q(V ) = W1⊕W2 and any two G-invariant symmetric non-degenerate bilinear forms

Bi on Wi the Fourier transforms FBi(ξ) are also supported in Γ(V ), we have ξ = 0.
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Proposition 5.1.11. Every special algebraic representation V of a reductive group G is weakly

linearly tame.

For a proof see [AG2, Proposition 6.0.7].

5.1.3. Symmetric pairs.

In the coming 4 subsubsections we review some tools developed in [AG2] that enable to prove that

a symmetric pair is a Gelfand pair.

Definition 5.1.12. A symmetric pair is a triple (G,H, θ) where H ⊂ G are reductive groups,

and θ is an involution of G such that H = Gθ. We call a symmetric pair connected if G/H is

connected.

For a symmetric pair (G,H, θ) we define an anti-involution σ : G → G by σ(g) := θ(g−1),

denote g := LieG, h := LieH, gσ := {a ∈ g|θ(a) = −a}. Note that H acts on gσ by the adjoint

action. Denote also Gσ := {g ∈ G|σ(g) = g} and define a symmetrization map s : G→ Gσ by

s(g) := gσ(g).

In case when the involution is obvious we will omit it.

Remark 5.1.13. Let (G,H, θ) be a symmetric pair. Then g has a Z/2Z grading given by θ.

Definition 5.1.14. Let (G1, H1, θ1) and (G2, H2, θ2) be symmetric pairs. We define their product

to be the symmetric pair (G1 ×G2, H1 ×H2, θ1 × θ2).

Definition 5.1.15. We call a symmetric pair (G,H, θ) good if for any closed H(F )×H(F ) orbit

O ⊂ G(F ), we have σ(O) = O.

Proposition 5.1.16. Every connected symmetric pair over C is good.

For a proof see e.g. [AG2, Corollary 7.1.7].

Definition 5.1.17. We say that a symmetric pair (G,H, θ) is a GK pair if any H(F )×H(F )-

invariant distribution on G(F ) is σ-invariant.

Remark 5.1.18. Theorem 5.1.4 implies that any GK pair satisfies GP2.

5.1.4. Descendants of symmetric pairs.

Proposition 5.1.19. Let (G,H, θ) be a symmetric pair. Let g ∈ G(F ) such that HgH is closed.

Let x = s(g). Then x is a semisimple element of G.

For a proof see e.g. [AG2, Proposition 7.2.1].

Definition 5.1.20. In the notations of the previous proposition we will say that the pair

(Gx, Hx, θ|Gx) is a descendant of (G,H, θ).

5.1.5. Tame symmetric pairs.

Definition 5.1.21.

• We call a symmetric pair (G,H, θ) tame if the action of H ×H on G is tame

• We call a symmetric pair (G,H, θ) linearly tame if the action of H on gσ is linearly tame

• We call a symmetric pair (G,H, θ) weakly linearly tame if the action of H on gσ is weakly

linearly tame

• We call a symmetric pair (G,H, θ) special if the action of H on gσ is special

Remark 5.1.22. Evidently, any good tame symmetric pair is a GK pair.

Theorem 5.1.23. Let (G,H, θ) be a symmetric pair. Suppose that all its descendants (including

itself) are weakly linearly tame. Then (G,H, θ) is tame.

For a proof see [AG2, Theorem 7.3.3].
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5.1.6. Regular symmetric pairs.

Definition 5.1.24. Let (G,H, θ) be a symmetric pair. We call an element g ∈ G(F ) admissible

if

(i) Ad(g) commutes with θ (or, equivalently, s(g) ∈ Z(G)) and

(ii) Ad(g)|gσ is H-admissible.

Definition 5.1.25. We call a symmetric pair (G,H, θ) regular if for any admissible g ∈ G(F )

such that every H(F )-invariant distribution on RG,H is also Ad(g)-invariant, we have

(*) every H(F )-invariant distribution on Q(gσ) is also Ad(g)-invariant.

The following two propositions are evident.

Proposition 5.1.26. Let (G,H, θ) be symmetric pair. Suppose that any g ∈ G(F ) satisfying

σ(g)g ∈ Z(G(F )) lies in Z(G(F ))H(F ). Then (G,H, θ) is regular. In particular if the normalizer

of H(F ) lies inside Z(G(F ))H(F ) then (G,H, θ) is regular.

Proposition 5.1.27.

(i) Any weakly linearly tame pair is regular.

(ii) A product of regular pairs is regular (see [AG2, Proposition 7.4.4]).

The importance of the notion of regular pair is demonstrated by the following theorem.

Theorem 5.1.28. Let (G,H, θ) be a good symmetric pair such that all its descendants (including

itself) are regular. Then it is a GK pair.

For a proof see [AG2, Theorem 7.4.5].

5.1.7. Defects of symmetric pairs.

In this subsection we review some tools developed in [AG2] and [AG3] that enable to prove that a

symmetric pair is special.

Definition 5.1.29. We fix standard basis e, h, f of sl2(F ). We fix a grading on sl2(F ) given by

h ∈ sl2(F )0 and e, f ∈ sl2(F )1. A graded representation of sl2 is a representation of sl2 on a

graded vector space V = V0 ⊕ V1 such that sl2(F )i(Vj) ⊂ Vi+j where i, j ∈ Z/2Z.

The following lemma is standard.

Lemma 5.1.30.

(i) Every graded representation of sl2 which is irreducible as a graded representation is irreducible

just as a representation.

(ii) Every irreducible representation V of sl2 admits exactly two gradings. In one highest weight

vector lies in V0 and in the other in V1.

Definition 5.1.31. We denote by V wλ the irreducible graded representation of sl2 with highest

weight λ and highest weight vector of parity p where w = (−1)p.

The following lemma is straightforward.

Lemma 5.1.32. (V wλ )∗ = V
w(−1)λ

λ .

Definition 5.1.33. Let π be a graded representation of sl2. We define the defect of π to be

def(π) = Tr(h|(πe)0)− dim(π1).

The following lemma is straightforward
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Lemma 5.1.34.

def(π ⊕ τ) = def(π) + def(τ)(1)

def(V wλ ) =
1

2
(λw + w(

1 + (−1)λ

2
)− 1) =

1

2

{
λw + w − 1 λ is even

λw − 1 λ is odd
(2)

Lemma 5.1.35. Let g be a (Z/2Z) graded Lie algebra. Let x ∈ g1 be a nilpotent element. Then

there exists a graded homomorphism πx : sl2 → g such that πx(e) = x.

For a proof see e.g. [AG2, Lemma 7.1.11].

Lemma 5.1.36. The morphism πx is unique up to the exponentiated adjoint action of (g0)x(F ).

For a proof see e.g. [KR, Proposition 4].

Remark 5.1.37. In fact, the proof in [KR] also shows that πx is unique up to the exponentiated

adjoint action of (g0)x(F ).

Definition 5.1.38. Let g be a (Z/2Z) graded Lie algebra. Let x ∈ g1. We define the defect of x

by

def(x) = def(ad ◦ πx).

Lemma 5.1.36 implies that def(x) is well defined.

Lemma 5.1.39. Let (G,H, θ) be a symmetric pair. Then there exists a G-invariant θ-invariant

non-degenerate symmetric bilinear form B on g. In particular, B|h and B|gσ are also non-

degenerate and h is orthogonal to gσ.

For a proof see e.g. [AG2, Lemma 7.1.9].

From now on we will fix such B and identify gσ with (gσ)∗.

Lemma 5.1.40. let (G,H, θ) be a symmetric pair. Assume that g is semi-simple. Then

(i) for any x ∈ gσ we have CNgσ

Hx,x = (gσ)x

(ii) Q(gσ) = gσ.

Proof.

(i) is trivial.

(ii) assume the contrary: there exist 0 6= x ∈ gσ such that Hx = x. Then dim(CNgσ

Hx,x) =

dim gσ, hence CNgσ

Hx,x = gσ which means, gσ = (gσ)x. therefor x lies in the center of g which is

impossible. �

Proposition 5.1.41. Let (G,H, θ) be a symmetric pair. Let ξ ∈ S∗(Q(gσ)). Suppose that both ξ

and F(ξ) are supported on Γ(gσ). Then the set of elements in Supp(ξ) which have non-negative

defect is dense in Supp(ξ)

The proof is the same as the proof of [AG2, Proposition 7.3.7].

5.2. All the nice symmetric pairs are regular.

Definition 5.2.1. let (G,H, θ) be a symmetric pair Let x ∈ Γ(gσ) be a nilpotent element. we will

call it distinguished if it is distinguished with respect to the action of H on gσ.

Lemma 5.2.2. Our definition of distinguished element coincides with the one in [Sek]. Namely

an element x ∈ Γ(gσ) is distinguished iff ((gs)
σ)x does not contain semi-simple elements. Here gs

is the semi-simple part of g.

This lemma follows immediately from 5.1.40.
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Definition 5.2.3. We will call a symmetric pair (G,H, θ) a pair of negative distinguished defect

if all the distinguished elements in Γ(gσ) have negative defect.

Theorem 5.2.4. Let (G,H, θ) be a symmetric pair of negative distinguished defect. Then it is

special.

Proof. Let ξ ∈ S∗(Q(gσ))H(F ) such that both ξ and F(ξ) are supported in Γ(gσ). Choose stratifi-

cation

Γ(gσ) = Xn ⊃ Xn−1 ⊃ X0 = 0 ⊃ X−1 = ∅
such that Xi−Xi−1 is an H-orbit which is open in Xi. We will prove by descending induction that

ξ is supported on Xi. So we fix i and assume that ξ is supported on Xi, our aim is to prove that ξ

is supported on Xi−1. Suppose that Xi −Xi−1 is non-distinguished. Then by Corollary 4.3.5 we

have Supp(ξ) ⊂ Xi−1. Now suppose that Xi −Xi−1 is distinguished. Then by Proposition 5.1.41

we have Supp(ξ) ⊂ Xi−1. �

We will use the notion of nice symmetric pair from [LS]. We will use the following definition.

Definition 5.2.5. A symmetric pair (G,H, θ) is called nice iff the semi simple part of the pair

(g, h) decomposes, over the algebraic closure, to a product of pairs of the following types:

• (g1 ⊕ g1, g1), where g1 is a simple Lie algebra

• (slm, som)

• (sl2m, slm ⊕ slm ⊕ ga), where ga is the one dimensional Lie algebra.

• (sp2m, slm ⊕ ga)

• (so2m+k, som+k ⊕ som), for k = 0, 1, 2

• (e6, sp8)

• (e6, sl6 ⊕ sl2)

• (e7, sl8)

• (e8, so16)

• (f4, sp6 ⊕ sl2)

• (g2, sl2 ⊕ sl2)

This notion is motivated by [Sek], where the following theorem is proven (see Theorem 6.3).

Theorem 5.2.6. Let (G,H, θ) be a nice symmetric pair. Let π : sl2 → g be a graded homomor-

phism such that π(e) is distinguished. Consider g as a graded representation of sl2, decompose it

to irreducible representations by g =
⊕
V ωiλi . Then

∑

i s.t. ωi(−1)λi=−1

(λi + 2)− dim(gσ) > 0.

Corollary 5.2.7. Any nice symmetric pair is of negative distinguished defect. Thus by Theorem

5.2.4 it is special and hence weakly linearly tame and regular.

This corollary follows immediately from the theorem using the following lemma and the fact

that g ∼= g∗ as a graded representation of sl2

Lemma 5.2.8. Let V be a graded representation of sl2. Decompose it to irreducible representations

by V =
⊕
V ωiλi . Denote

δ(V ) :=
∑

i s.t. ωi(−1)λi=−1

(λi + 2)− dim(V1).

Then

δ(V ) + δ(V ∗) + def(V ) + def(V ∗) = 0

Proof. This lemma is straightforward computation using Lemma 5.1.34 and Lemma 5.1.32. �
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6. A uniform proof of Multiplicity One Theorems for GLn

In this section we indicate a proof of Multiplicity one Theorems for GLn which is uniform for all

local fields of characteristic 0. This theorem was proven for the non-Archimedean case in [AGRS]

and for the Archimedean case in [AG4] and [SZ]. We will not give all the details since this theorem

was proven before. We will indicate the main steps and will give the details in the parts which are

more essential. The proof that we present here is based on the ideas from the previous proofs and

uses our partial analog of the integrability theorem.

Let us first formulate the Multiplicity one Theorems for GLn.

Theorem 6.0.1. Consider the standard imbedding GLn(F ) ↪→ GLn+1(F ). We consider the action

of GLn(F ) on GLn+1(F ) by conjugation. Then any GLn(F )-invariant distribution on GLn+1(F )

is invariant with respect to transposition.

It has the following corollary in representation theory.

Theorem 6.0.2. Let π be an irreducible admissible smooth Fréchet representation of GLn+1(F )

and τ be an irreducible admissible smooth Fréchet representation of GLn(F ). Then

(3) dim HomGLn(F )(π, τ) ≤ 1.

6.1. Notation.

• Let V := Vn be the standard n-dimensional linear space defined over F .

• Let sl(V ) denote the Lie algebra of operators with zero trace.

• Denote X := Xn := sl(Vn)× Vn × V ∗n .

• Denote G := Gn := GL(Vn).

• Denote g := gn := Lie(Gn) = gl(Vn).

• Let Gn act on Gn+1, gn+1 and on sl(Vn) by g(A) := gAg−1.

• Let G act on V × V ∗ by g(v, φ) := (gv, (g−1)∗φ). This gives rise to an action of G on X.

• Let σ : X → X be given by σ(A, v, φ) = At, φt, vt.

• We fix the standard trace form on sl(V ) and the standard form on V × V ∗.
• Denote S := {(A, v, φ) ∈ Xn|An = 0 and φ(Aiv) = 0 for any 0 ≤ i ≤ n}.
• Note that S ⊃ Γ(X).

• Denote S′ := {(A, v, φ) ∈ S|An−1v = (A∗)n−1φ = 0}.
• Denote

Š := {((A1, v1, φ1), (A2, v2, φ2)) ∈ X ×X | ∀i, j ∈ {1, 2}
(Ai, vj , φj) ∈ S and ∀α ∈ gl(V ), α(A1, v1, φ1)⊥(A2, v2, φ2)}.

• Note that

Š = {((A1, v1, φ1), (A2, v2, φ2)) ∈ X ×X | ∀i, j ∈ {1, 2}
(Ai, vj , φj) ∈ S and [A1, A2] + v1 ⊗ φ2 − v2 ⊗ φ1 = 0}.

• Denote

Š′ := {((A1, v1, φ1), (A2, v2, φ2)) ∈ Š| ∀i, j ∈ {1, 2}(Ai, vj , φj) ∈ S′}.

6.2. Reformulation.

A standard use of the Harish-Chandra descent method shows that it is enough to show that

any G(F ) invariant distribution on X(F ) is invariant with respect to σ, moreover it is enough

to show this under the assumption that this is true for distributions on (X − S)(F ). So it is

enough to prove the following theorem
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Theorem 6.2.1. The action of G on X is special (and hence weakly linearly tame).

Remark 6.2.2. One can show that this implies that the action of Gn on Gn+1 is tame.

6.3. Proof of Theorem 6.2.1. It is enough to show that any distribution ξ ∈ S∗(X(F ))G(F ),

such that ξ, FV×V ∗(ξ), Fsl(V )(ξ) and FX(ξ) are supported on S(F ), is zero.

Lemma 6.3.1. Let ξ ∈ S∗(X(F ))G(F ) such that both ξ and FV×V ∗(ξ) are supported on S(F ).

Then ξ is supported on S′(F ).

Proof. This is a direct computation using Propositions 2.1.3, 2.1.4 , Theorem 2.1.5 and The-

orem 2.1.10, and the fact that S − S′ ⊂ sl(V )× (V × 0 ∪ 0× V ∗). �

Corollary 6.3.2. Let ξ ∈ S∗(X(F ))G(F ) such that ξ,FV×V ∗(ξ),Fsl(V )(ξ) and FX(ξ) are

supported on S(F ) then SS(ξ) ⊂ Š′.

Now the following geometric statement implies Theorem 6.2.1.

Theorem 6.3.3 (The geometric statement). There are no non-empty X × X-weakly

coisotropic subvarieties of Š′.

6.4. Proof of the geometric statement.

Notation 6.4.1. Denote Š′′ := {((A1, v1, φ1), (A2, v2, φ2)) ∈ Š′|An−1
1 = 0}.

By Theorem 4.3.4 (and Example 4.3.3) there are no non-empty X × X-weakly coisotropic

subvarieties of Š′′. Therefore it is enough to prove the following Key proposition.

Proposition 6.4.2 (Key proposition). There are no non-empty X × X-weakly coisotropic

subvarieties of Š′ − Š′′.

Notation 6.4.3. Let A ∈ sl(V ) be a nilpotent Jordan block. Denote

RA := (Š′ − Š′′)|{A}×V×V ∗ .

By Proposition 3.0.11 the Key proposition follows from the following Key Lemma.

Lemma 6.4.4 (Key Lemma). There are no non-empty V × V ∗ × V × V ∗-weakly coisotropic

subvarieties of RA.

Proof. Denote QA =
⋃n−1
i=1 (KerAi) × (Ker(A∗)n−i). It is easy to see that RA ⊂ QA × QA

and

QA ×QA =
n⋃

i,j=0

(KerAi)× (Ker(A∗)n−i)× (KerAj)× (Ker(A∗)n−j).

Denote Lij := (KerAi)× (Ker(A∗)n−i)× (KerAj)× (Ker(A∗)n−j).
It is easy to see that any weakly coisotropic subvariety of QA ×QA is contained in

⋃n−1
i=1 Lii.

Hence it is enough to show that for any 0 < i < n, we have dimRA ∩ Lii < 2n.

Let f ∈ O(Lii) be the polynomial defined by

f(v1, φ1, v2, φ2) := (v1)i(φ2)i+1 − (v2)i(φ1)i+1,

where (·)i means the i-th coordinate. It is enough to show that f(RA ∩ Lii) = {0}.
Let (v1, φ1, v2, φ2) ∈ Lii. Let M := v1 ⊗ φ2 − v2 ⊗ φ1. Clearly, M is of the form

M =

(
0i×i ∗

0(n−i)×i 0(n−i)×(n−i)

)
.

Note also that Mi,i+1 = f(v1, φ1, v2, φ2).
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It is easy to see that any B satisfying [A,B] = M is upper triangular. On the other hand, we

know that there exists a nilpotent B satisfying [A,B] = M . Hence this B is upper nilpotent,

which implies Mi,i+1 = 0 and hence f(v1, φ1, v2, φ2) = 0.

To sum up, we have shown that f(RA ∩ Lii) = {0}, hence dim(RA ∩ Lii) < 2n. Hence every

coisotropic subvariety of RA has dimension less than 2n and therefore is empty. �
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NILPOTENT ORBITS WITH APPLICATION TO THE GELFAND

PROPERTY OF (GL2n(R), Sp2n(R))
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Abstract. We study invariant distributions on the tangent space to a symmetric space.
We prove that an invariant distribution with the property that both its support and the
support of its Fourier transform are contained in the set of non-distinguished nilpotent
orbits, must vanish. We deduce, using recent developments in the theory of invari-
ant distributions on symmetric spaces that the symmetric pair (GL2n(R), Sp2n(R)) is a
Gelfand pair. More precisely, we show that for any irreducible smooth admissible Fréchet
representation (π,E) of GL2n(R) the ring of continuous functionals HomSp2n(R)(E,C)
is at most one dimensional. Such a result was previously proven for p-adic fields in [HR]
and for C in [Say1].
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1. Introduction

Let (V, ω) be a symplectic vector space over R. Consider the standard imbedding
Sp(V ) ⊂ GL(V ) and the natural action of Sp(V ) × Sp(V ) on GL(V ). In this paper we
prove the following theorem:

Theorem A. Any Sp(V ) × Sp(V ) - invariant distribution on GL(V ) is invariant with
respect to transposition.

It has the following corollary in representation theory:

Theorem B. Let (V, ω) be a symplectic vector space and let E be an irreducible admissible
smooth Fréchet representation of GL(V ). Then

dimHomSp(V )(E,C) ≤ 1

In the language of [AGS], Theorem B means that the pair (GL(V ), Sp(V )) is a Gelfand
pair, more precisely satisfies GP1. In particular, Theorem B implies that the spectral
decomposition of the unitary representation L2(GL(V )/Sp(V )) is multiplicity free (see
e.g. [Lip]).

Theorem B is deduced from Theorem A using the Gelfand-Kazhdan method (adapted
to the archimedean case in [AGS]).

The analogue of Theorem A and Theorem B for non-archimedean fields were proven in
[HR] using the method of Gelfand and Kazhdan. A simple argument over finite fields is
explained in [GG] and using this a simpler proof of the non-archimedean case was written
in [OS3]. Recently, one of us, using the ideas of [AG2] extended the result to the case
F = C (see [Say1]).

Our proof of Theorem A is based on the methods of [AG2]. In that work the notion of
regular symmetric pair was introduced and shown to be a useful tool in the verification of
the Gelfand property . Thus, the main result of the present work is the regularity of the
symmetric pair (GL(V ), Sp(V )). In previous works the proof of regularity of symmetric
pairs was based either on some simple considerations or on a criterion that requires nega-
tivity of certain eigenvalues (this was implicit in [JR], [RR] and was explicated in [AG2],
[AG3], [AG4], [Say1]).

The pair (GL(V ), Sp(V )) does not satisfy the above mentioned criterion and requires
new techniques.

1.1. Main ingredients of the proof.
To show regularity we study distributions on the space gσ = {X ∈ gl2n : JX = XJ}
where J =

(
0n Idn
−Idn 0n

)
. More precisely, we are interested in those distributions that

are invariant with respect to the conjugation action of Sp2n and supported on the nilpotent
cone. To classify the nilpotent orbits of the action we use the method of [GG] to identify
these orbits with nilpotent orbits of the adjoint action of GLn on its Lie algebra. This
allows us to show that there exists a unique distinguished nilpotent orbit O and that this
orbit is open in the nilpotent cone. Next, we use the theory of D-modules, as in [AG5], to
prove that there are no distributions supported on non-distinguished orbits whose Fourier
transform is also supported on non-distinguished orbits (see Theorem 3.0.11).
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1.2. Related works.
The problem of identifying symmetric pairs that are Gelfand pairs was studied by various
authors. In the case of symmetric spaces of rank one this problem was studied extensively
in [RR], [vD], [BvD] both in the archimedean and non-archimedean case. Recently, cases
of symmetric spaces of high rank were studied in [AGS], [AG2], [AG3], [AG4], [Say2].
However, as hinted above, all these works could treat a restricted class of symmetric
pairs, first introduced in [Sek] that are now commonly called nice symmetric pairs.

The pair (GL(V ), Sp(V )) is not a nice symmetric pair and additional methods are
needed to study invariant distributions on the corresponding symmetric space. For that,
we use the theory of D-modules as in [AG5] and analysis of the nilpotent cone of the pair
in question, in order to prove the Gelfand property.

In the non-archimedean case, the pair (GL2n, Sp2n) is a part of a list (GL2n, Hk, ψk),
k = 0, 1, ..., n, of twisted Gelfand pairs that provide a model in the sense of [BGG] to the
unitary representations of GL2n. Namely, every irreducible unitarizable representation
of GL2n appears exactly once in

⊕n
k=0 Ind

GL2n
Hk

(ψk) (see [OS1],[OS2],[OS3]). Considering
the strategy taken in those works, a major first step in transferring these results to the
archimedean case is taken in the present paper.

1.3. Structure of the paper.
In section 2 we give some preliminaries on distributions, symmetric pairs and Gelfand
pairs. We introduce the notion of regular symmetric pairs and show that Theorem 7.4.5
of [AG2] and the results of [Say1] allow us to reduce the Gelfand property of the pair
in question to proving that the pair is regular. In section 3 we prove the main technical
result on distributions, Theorem 3.0.11. It states that under certain conditions there are
no distributions supported on non-distinguished nilpotent orbits. The proof is based on
the theory of D-modules. In section 4 we use Theorem 3.0.11 to prove that the pair
(GL(V ), Sp(V )) is regular.

1.4. Acknowledgements.
We thank Dmitry Gourevitch and Omer Offen for fruitful discussions. Part of the work on
this paper was done while the authors visited the Max Planck Institute for Mathematics in
Bonn. The visit of the first named author was funded by the Bonn International Graduate
School. The visit of the second named author was partially funded by the Landau center
of the Hebrew University.

2. Preliminaries

2.1. Notations on invariant distributions.

2.1.1. Schwartz distributions on Nash manifolds.
We will use the theory of Schwartz functions and distributions as developed in [AG1].
This theory is developed for Nash manifolds. Nash manifolds are smooth semi-algebraic
manifolds but in the present work only smooth real algebraic manifolds are considered.
Therefore the reader can safely replace the word Nash by smooth real algebraic.

Schwartz functions are functions that decay, together with all their derivatives, faster
than any polynomial. On Rn it is the usual notion of Schwartz function. For precise
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definitions of those notions we refer the reader to [AG1]. We will use the following
notations.

Notation 2.1.1. Let X be a Nash manifold. Denote by S(X) the Fréchet space of
Schwartz functions on X.

Denote by S∗(X) := S(X)∗ the space of Schwartz distributions on X.
For any Nash vector bundle E over X we denote by S(X,E) the space of Schwartz

sections of E and by S∗(X,E) its dual space.

Notation 2.1.2. Let X be a smooth manifold and let Z ⊂ X be a closed subset. We
denote S∗X(Z) := {ξ ∈ S∗(X)|Supp(ξ) ⊂ Z}.

For a locally closed subset Y ⊂ X we denote S∗X(Y ) := S∗
X\(Y \Y )

(Y ). In the same way,

for any bundle E on X we define S∗X(Y,E).

Remark 2.1.3. Schwartz distributions have the following two advantages over general
distributions:
(i) For a Nash manifold X and an open Nash submanifold U ⊂ X, we have the following
exact sequence

0→ S∗X(X \ U)→ S∗(X)→ S∗(U)→ 0.

(ii) Fourier transform defines an isomorphism F : S∗(Rn)→ S∗(Rn).

2.1.2. Basic tools.
We present here some basic tools on equivariant distributions that we will use in this
paper.

Proposition 2.1.4. Let a Nash group G act on a Nash manifold X. Let Z ⊂ X be a
closed subset.

Let Z =
⋃l
i=0 Zi be a Nash G-invariant stratification of Z. Let χ be a character of G.

Suppose that for any k ∈ Z≥0 and 0 ≤ i ≤ l we have S∗(Zi, Symk(CNX
Zi

))G,χ = 0. Then

S∗X(Z)G,χ = 0.

This proposition immediately follows from Corollary 7.2.6 in [AGS].

Theorem 2.1.5 (Frobenius reciprocity). Let a Nash group G act transitively on a Nash
manifold Z. Let ϕ : X → Z be a G-equivariant Nash map. Let z ∈ Z. Let Gz be
its stabilizer. Let Xz be the fiber of z. Let χ be a character of G. Then S∗(X)G,χ is

canonically isomorphic to S∗(Xz)
Gz ,χ·∆G|Gz ·∆−1

Gz where ∆ denotes the modular character.

For proof see [AG2], Theorem 2.3.8.

2.1.3. Fourier transform.
From now till the end of the paper we fix an additive character κ of R given by κ(x) :=
e2πix.

Notation 2.1.6. Let V be a vector space over R. Let B be a non-degenerate bilinear
form on V . Then B defines Fourier transform with respect to the self-dual Haar measure
on V . We denote it by FB : S∗(V )→ S∗(V ).

For any Nash manifold M we also denote by FB : S∗(M ×V )→ S∗(M ×V ) the partial
Fourier transform.

If there is no ambiguity, we will write FV , and sometimes just F , instead of FB.
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We will use the following trivial observation.

Lemma 2.1.7. Let V be a finite dimensional vector space over R. Let a Nash group G
act linearly on V . Let B be a G-invariant non-degenerate symmetric bilinear form on V .
Let M be a Nash manifold with an action of G. Let ξ ∈ S∗(V ×M) be a G-invariant
distribution. Then FB(ξ) is also G-invariant.

2.2. Gelfand pairs and invariant distributions.
In this section we recall a technique due to Gelfand and Kazhdan (see [GK]) which allows
to deduce statements in representation theory from statements on invariant distributions.
For more detailed description see [AGS], section 2.

Definition 2.2.1. Let G be a reductive group. By an admissible representation of
G we mean an admissible smooth Fréchet representation of G(R).

We now introduce three notions of Gelfand pair.

Definition 2.2.2. Let H ⊂ G be a pair of reductive groups.

• We say that (G,H) satisfy GP1 if for any irreducible admissible smooth Fréchet
representation (π,E) of G we have

dimHomH(R)(E,C) ≤ 1

• We say that (G,H) satisfy GP2 if for any irreducible admissible smooth Fréchet
representation (π,E) of G we have

dimHomH(R)(E,C) · dimHomH(R)(Ẽ,C) ≤ 1

• We say that (G,H) satisfy GP3 if for any irreducible unitary representation
(π,H) of G(R) on a Hilbert space H we have

dimHomH(R)(H∞,C) ≤ 1.

Property GP1 was established by Gelfand and Kazhdan in certain p-adic cases (see
[GK]). Property GP2 was introduced in [Gro] in the p-adic setting. Property GP3 was
studied extensively by various authors under the name generalized Gelfand pair both
in the real and p-adic settings (see e.g.[vD, BvD]).

We have the following straightforward proposition.

Proposition 2.2.3. GP1⇒ GP2⇒ GP3.

We will use the following theorem from [AGS] which is a version of a classical theorem
of Gelfand and Kazhdan.

Theorem 2.2.4. Let H ⊂ G be reductive groups and let τ be an involutive anti-
automorphism of G and assume that τ(H) = H. Suppose τ(ξ) = ξ for all bi H(R)-
invariant distributions ξ on G(R). Then (G,H) satisfies GP2.

In our case GP2 is equivalent to GP1 by the following proposition.

Proposition 2.2.5. Suppose H ⊂ GLn is transpose invariant subgroup. Then GP1 is
equivalent to GP2 for the pair (GLn, H).

For proof see [AGS], proposition 2.4.1.

Corollary 2.2.6. Theorem A implies Theorem B.
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2.3. Symmetric pairs.
In this subsection we review some tools developed in [AG2] that enable to prove that,
granting certain hypothesis, a symmetric pair is a Gelfand pair.

Definition 2.3.1. A symmetric pair is a triple (G,H, θ) where H ⊂ G are reductive
groups, and θ is an involution of G such that H = Gθ. In cases when there is no ambiguity
we will omit θ

For a symmetric pair (G,H, θ) we define an anti-involution σ : G → G by σ(g) :=
θ(g−1), denote g := LieG, h := LieH, gσ := {a ∈ g|θ(a) = −a}. Note that H acts on gσ

by the adjoint action. Denote also Gσ := {g ∈ G|σ(g) = g} and define a symmetriza-
tion map s : G(R)→ Gσ(R) by s(g) := gσ(g).

The following lemma is standard:

Lemma 2.3.2. The symmetrization map s : G→ Gσ is submersive and hence open.

Definition 2.3.3. Let (G1, H1, θ1) and (G2, H2, θ2) be symmetric pairs. We define their
product to be the symmetric pair (G1 ×G2, H1 ×H2, θ1 × θ2).

Definition 2.3.4. We call a symmetric pair (G,H, θ) good if for any closed H(R)×H(R)
orbit O ⊂ G(R), we have σ(O) = O.

Definition 2.3.5. We say that a symmetric pair (G,H, θ) is a GK pair if any H(R)×
H(R) - invariant distribution on G(R) is σ - invariant.

Definition 2.3.6. We define an involution θ : GL2n → GL2n by θ(x) = JxtJ−1 where

J =

(
0n Idn
−Idn 0n

)
. Note that (GL2n, Sp2n, θ) is a symmetric pair.

Theorem A can be rephrased in the following way:

Theorem A’. The pair (GL2n, Sp2n) defined over R is a GK pair.

2.3.1. Descendants of symmetric pairs.

Proposition 2.3.7. Let (G,H, θ) be a symmetric pair. Let g ∈ G(R) such that HgH is
closed. Let x = s(g). Then x is semisimple.

For proof see e.g. [AG2], Proposition 7.2.1.

Definition 2.3.8. In the notations of the previous proposition we will say that the pair
(Gx, Hx, θ|Gx) is a descendant of (G,H, θ). Here Gx (and similarly for H) denotes the
stabilizer of x in G.

2.3.2. Regular symmetric pairs.

Notation 2.3.9. Let V be an algebraic finite dimensional representation over R of a
reductive group G. Denote Q(V ) := V/V G. Since G is reductive, there is a canonical
embedding Q(V ) ↪→ V .

Notation 2.3.10. Let (G,H, θ) be a symmetric pair. We denote by NG,H the subset of
all the nilpotent elements in Q(gσ). Denote RG,H := Q(gσ)−NG,H .

Our notion of RG,H coincides with the notion R(gσ) used in [AG2], Notation 2.1.10.
This follows from Lemma 7.1.11 in [AG2].
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Definition 2.3.11. Let π be an action of a real reductive group G on a smooth affine
variety X. We say that an algebraic automorphism τ of X is G-admissible if
(i) π(G(R)) is of index at most 2 in the group of automorphisms of X generated by
π(G(R)) and τ .
(ii) For any closed G(R) orbit O ⊂ X(R), we have τ(O) = O.

Definition 2.3.12. Let (G,H, θ) be a symmetric pair. We call an element g ∈ G(R)
admissible if
(i) Ad(g) commutes with θ (or, equivalently, s(g) ∈ Z(G)) and
(ii) Ad(g)|gσ is H-admissible.

Definition 2.3.13. We call a symmetric pair (G,H, θ) regular if for any admissible
g ∈ G(R) such that every H(R)-invariant distribution on RG,H is also Ad(g)-invariant,
we have
(*) every H(R)-invariant distribution on Q(gσ) is also Ad(g)-invariant.

Clearly, the product of regular pairs is regular (see [AG2], Proposition 7.4.4).
We will deduce Theorem A’ (and hence Theorem A) from the following Theorem:

Theorem C. The pair (GL2n, Sp2n) defined over R is regular.

The deduction is based on the following theorem (see [AG2], Theorem 7.4.5.):

Theorem 2.3.14. Let (G,H, θ) be a good symmetric pair such that all its descendants
(including itself) are regular. Then it is a GK pair.

Corollary 2.3.15. Theorem C implies Theorem A.

Proof. The pair (GL2n, Sp2n) is good by Corollary 3.1.3 of [Say1]. In [Say1] it is shown that
all the descendance of the pair (GL2n, Sp2n) are products of pairs of the form (GL2m, Sp2m)
and ((GL2m)C/R, (Sp2m)C/R), here GC/R denotes the restriction of scalars (in particular
GC/R(R) = G(C)). By Corollary 3.3.1. of [Say1] the pair ((GL2m)C/R, (Sp2m)C/R) is
regular. Now clearly Theorem C implies Theorem A’ and hence Theorem A. �

We will also need the following Proposition, whose proof we include for completeness.

Proposition 2.3.16. Let π : gσ → Spec(O(gσ))H be the projection, where O(gσ) denote
the space of regular functions on the algebraic variety gσ.

Let x ∈ NG,H be a smooth point. Then π submersive at x.

Proof. Let J = {f ∈ O(gσ)H : f(0) = 0}. By Theorem 14 of [KR], J is a radical ideal.
Using the Nullstellensatz, this implies that Ker(dxπ) = Tx(NG,H). This proves that π is
submersive. �
2.4. Singular support of distributions.
In this subsection we introduce the notion Singular Support of a distribution ξ and list
some of its properties. In the literature this notion is sometimes also called Characteristic
Variety. For more details see [AG5].

Notation 2.4.1. Let X be a smooth algebraic variety. Let ξ ∈ S∗(X(R)). Let Mξ be
the DX submodule of S∗(X(R)) generated by ξ. We denote by SS(ξ) ⊂ T ∗X the singular
support of Mξ (for the definition see [Bor]). We will call it the singular support of ξ.
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Remark 2.4.2.
(i) A similar, but not equivalent notion is sometimes called in the literature a ’wave front
of ξ’.
(ii) In some of the literature, singular support of a distribution is a subset of X not to be
confused with our SS(ξ) which is a subset of T ∗X. We use terminology from the theory of
D-modules where the set SS(ξ) is called both the characteristic variety and the singular
support of the D-module Mξ.

Notation 2.4.3. Let (V,B) be a quadratic space. Let X be a smooth algebraic variety.
Consider B as a map B : V → V ∗. Identify T ∗(X × V ) with T ∗X × V × V ∗. We define
FV : T ∗(X × V )→ T ∗(X × V ) by FV (α, v, φ) := (α,−B−1φ,Bv).

Definition 2.4.4. Let M be a smooth algebraic variety and ω be a symplectic form on it.
Let Z ⊂M be an algebraic subvariety. We call it M-co-isotropic if one of the following
equivalent conditions holds.

(1) The ideal sheaf of regular functions that vanish on Z is closed under Poisson
bracket.

(2) At every smooth point z ∈ Z we have TzZ ⊃ (TzZ)⊥. Here, (TzZ)⊥ denotes the
orthogonal complement to (TzZ) in (TzM) with respect to ω.

(3) For a generic smooth point z ∈ Z we have TzZ ⊃ (TzZ)⊥.

If there is no ambiguity, we will call Z a co-isotropic variety.

Note that every non-empty M -co-isotropic variety is of dimension at least 1
2
dimM .

Notation 2.4.5. For a smooth algebraic variety X we always consider the standard sym-
plectic form on T ∗X. Also, we denote by pX : T ∗X → X the standard projection.

Let X be a smooth algebraic variety. Below is a list of properties of the Singular
support. Proofs can be found in [AG5] section 2.3 and Appendix B.

Property 2.4.6. Let ξ ∈ S∗(X(R)). Then Supp(ξ)Zar = pX(SS(ξ))(R), where

Supp(ξ)Zar denotes the Zariski closure of Supp(ξ).

Property 2.4.7.
Let an algebraic group G act on X. Let g denote the Lie algebra of G. Let ξ ∈
S∗(X(R))G(R). Then

SS(ξ) ⊂ {(x, φ) ∈ T ∗X | ∀α ∈ gφ(α(x)) = 0}.
Property 2.4.8. Let (V,B) be a quadratic space. Let Z ⊂ X × V be a closed subva-
riety, invariant with respect to homotheties in V . Suppose that Supp(ξ) ⊂ Z(R). Then
SS(FV (ξ)) ⊂ FV (p−1

X×V (Z)).

Finally, the following is a corollary of the integrability theorem ([KKS], [Mal], [Gab]):

Property 2.4.9. Let X be a smooth algebraic variety. Let ξ ∈ S∗(X(R)). Then SS(ξ)
is co-isotropic.
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3. Invariant distributions supported on non-distinguished nilpotent
orbits in symmetric pairs

For this section we fix a symmetric pair (G,H, θ).

Definition 3.0.10. We say that a nilpotent element x ∈ gσ is distinguished if

gx ∩Q(gσ) ⊂ NG,H
Theorem 3.0.11. Let A ⊂ NG,H be an H invariant closed subset and assume that all
elements of A are non-distinguished. Let W = S∗gσ(A)H . Then W ∩ F(W ) = 0.

Remark 3.0.12. We believe that the methods of [SZ] allow to show the same result without
the assumption of H-invariance.

The proof is based on the following proposition:

Proposition 3.0.13. Let A ⊂ NG,H be an H invariant closed subset and assume that all
elements of A are non-distinguished. Denote by

B = {(α, β) ∈ A× A : [α, β] = 0} ⊂ Q(gσ)×Q(gσ).

Identify T ∗(Q(gσ)) with Q(gσ)×Q(gσ). Then there is no non-empty T ∗(Q(gσ))-co-isotropic
subvariety of B.

Proof. Stratify A by its orbits O1, ...,Or. Let p : A × A → A be the projection onto the
first factor. By inductive argument it is enough to show that, for any orbit O, p−1(O)∩B
does not include a non empty co-isotropic subvariety. Consider the set

CO = {(a, b) : a ∈ O, b ∈ Q(gσ), [a, b] = 0}.
Then dim(CO) = dim(Q(gσ)). Since O is not distinguished, p−1(O) ∩ B is a closed
subvariety of CO which does not include any of the irreducible components of CO. This
finishes the proof. �

Proof of Theorem 3.0.11. Let ξ ∈ W ∩ F(W ) and let B be as in proposition 3.0.13. By
properties 2.4.6, 2.4.7, 2.4.8 we conclude that SS(ξ) ⊂ B. But by Property 2.4.9 it is
co-isotropic and hence by Proposition 3.0.13 it is empty. Thus ξ = 0. �

4. Regularity

In this section we prove the main result of the paper:

Theorem C. The pair (GL2n, Sp2n) defined over R is regular.

For the rest of this section we let (G,H) to be the symmetric pair (GL2n(R), Sp2n(R)).

4.1. H orbits on gσ.

Proposition 4.1.1. There exists a unique distinguished H-orbit in NG,H(R). This orbit
is open in NG,H(R) and invariant with respect to any admissible g ∈ G.

For the proof we will use the following Proposition (this is Proposition 2.1 of [GG]):
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Proposition 4.1.2. Let F be an arbitrary field. For x ∈ GLn(F ) define

γ(x) =

(
x 0
0 In

)

Then γ induces a bijection between the set of conjugacy classes in GLn(F ) and the set
of orbits of Sp2n(F )× Sp2n(F ) in GL2n(F ).

Corollary 4.1.3. Let d : gln → gσ be defined by

d(X) =

(
X 0
0 X t

)
.

Then d induces a bijection between nilpotent conjugacy classes in gln and H orbits in
NG,H .

Proof. Let s : GL2n → GLσ2n be given by s(g) = gσ(g). Let W = s(GL2n(R)). By
Proposition 4.1.2, the map s ◦ γ induces a bijection between conjugacy classes in GLn(R)
and H orbits on W.

Let e : N → GLn be given by e(X) = 1 +X where N is the cone of nilpotent elements
in gln. Let ` : W → gσ given by `(w) = w − 1.

Then, it is easy to see that the map d|N : N → NG,H coincides with the composition
` ◦ s ◦ γ ◦ e.

To finish the proof of the Proposition it is enough to show that `(W ) contains all
nilpotent elements. Indeed, by lemma 2.3.2 the set W = s(GL2n(R)) is open and thus
`(W ) is open and hence contains all nilpotent elements. �

We are now ready to prove the proposition.

Proof of Proposition 4.1.1. It is easy to see that if X is non regular nilpotent then
d(X) is not distinguished. Also, a simple verification shows that if X = Jn is a
standard Jordan block then d(Jn) is distinguished. Thus we only need to show that
C = Ad(H)d(Jn) is open in NG,H . For this we will show that C is dense in NG,H . Indeed,

C̄ ⊃ d(Ad(GLn)Jn) = d(N ), where N is the set of nilpotent elements in gln. But C is
Ad(H)-invariant and this implies that C̄ = NG,H �

4.2. Proof of Theorem C.
Theorem C follows from Theorem 3.0.11 and the next Proposition:

Proposition 4.2.1. Let g ∈ G be an admissible element. Let A be the union of all non-
distinguished elements. Note that A is closed. Let ξ be any H-invariant distribution on
gσ which is anti-invariant with respect to Ad(g). Then Supp(ξ) ⊂ A.

Proof. Let O0 ⊂ NG,H be the distinguished orbit. Let H̃ = 〈Ad(H), Ad(g)〉 be the group
of automorphisms of gσ generated by the adjoint action of H and g. Let χ be the character

of H̃ defined by χ(H̃ −H) = −1. We need to show

S∗Q(gσ)(O0)H̃,χ = 0

By Proposition 2.1.4 it is enough to show

S∗(O0, Sym
k(CN

Q(gσ)
O0

))H̃,χ = 0
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Notice that H̃ acts trivially on Spec(O(gσ))H . Hence, by Proposition 2.3.16 the bundle

N
Q(gσ)
O0

is trivial as a H̃ bundle. This completes the proof. �
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MULTIPLICITY ONE THEOREMS

AVRAHAM AIZENBUD, DMITRY GOUREVITCH, STEVE RALLIS, AND GÉRARD SCHIFFMANN

Abstract. In the local, characteristic 0, non-archimedean case, we consider distributions
on GL(n + 1) which are invariant under conjugation by GL(n). We prove that such
distributions are invariant by transposition. This implies multiplicity at most one for
restrictions from GL(n+ 1) to GL(n).
Similar Theorems are obtained for orthogonal or unitary groups.

Introduction

Let F be a non-archimedean local field of characteristic 0. Let W be a vector space over
F of finite dimension n + 1 > 1 and let W = V ⊕ U be a direct sum decomposition with
dimV = n. Then we have an imbedding of GL(V ) into GL(W ). Our goal is to prove the
following Theorem:

Theorem (1). If π (resp. ρ) is an irreducible admissible representation of GL(W ) (resp.
of GL(V )) then

dim
(
HomGL(V )(π|GL(V ) , ρ)

)
6 1.

We choose a basis of V and a non-zero vector in U thus getting a basis of W . We can
identify GL(W ) with GL(n + 1,F) and GL(V ) with GL(n,F). The transposition map is
an involutive anti-automorphism of GL(n+ 1,F) which leaves GL(n,F) stable. It acts on
the space of distributions on GL(n+ 1,F).

Theorem 1 is a Corollary of

Theorem (2). A distribution on GL(W ) which is invariant under conjugation by G =
GL(V ) is invariant by transposition.

One can raise a similar question for orthogonal and unitary groups. Let D be either F
or a quadratic extension of F. If x ∈ D then x is the conjugate of x if D 6= F and is equal
to x if D = F.

Let W be a vector space over D of finite dimension n + 1 > 1. Let 〈., .〉 be a non-
degenerate hermitian form on W . This form is bi-additive and

〈dw, d′w′〉 = d d′〈w,w′〉, 〈w′, w〉 = 〈w,w′〉.
Given a D-linear map u from W into itself, its adjoint u∗ is defined by the usual formula

〈u(w), w′〉 = 〈w, u∗(w′)〉.
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1438/06.
The third-named author is partially supported by NSF Grant DMS-0500392.
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Choose a vector e in W such that 〈e, e〉 6= 0; let U = De and V = U⊥ the orthogonal
complement. Then V has dimension n and the restriction of the hermitian form to V is
non-degenerate.

Let M be the unitary group of W that is to say the group of all D-linear maps m of W
into itself which preserve the hermitian form or equivalently such that mm∗ = 1. Let G
be the unitary group of V . With the p-adic topology both groups are of type lctd (locally
compact, totally discontinuous) and countable at infinity. They are reductive groups of
classical type.

The group G is naturally imbedded into M .

Theorem (1’). If π (resp ρ) is an irreducible admissible representation of M (resp of G)
then

dim
(
HomG(π|G, ρ)

)
≤ 1.

Choose a basis e1, . . . en of V such that 〈ei, ej〉 ∈ F. For

w = x0e+
n∑

1

xiei

put

w = x0e+
n∑

1

xi ei.

If u is a D-linear map from W into itself, let u be defined by

u(w) = u(w).

Let σ be the anti-involution σ(m) = m−1 of M ; Theorem 1’ is a consequence of

Theorem (2’). A distribution on M which is invariant under conjugation by G is invariant
under σ.

The structure of our proof. Let us describe briefly our proof. In section 1 we recall why
Theorem 2 (2’) implies Theorem 1(1’). This idea goes to back Gelfand-Kazhdan ([GK75]).

For the proofs of Theorems 2 and 2’ we systematically use two classical results : Bern-
stein’s localization principle and a variant of Frobenius reciprocity which we call Frobenius
descent. For the convenience of the reader they are both recalled in section 2.

Then we proceed with GL(n). The proof is by induction on n; the case n = 0 is trivial.
In general we first linearize the problem by replacing the action of GL(V ) on GL(W ) by
the action on the Lie algebra of GL(W ). As a GL(V )-module this Lie algebra is isomorphic
to a direct sum g⊕V ⊕V ∗⊕F with g the Lie algebra of G = GL(V ) and V ∗ the dual space
of V . The group G acts trivially on F, by the adjoint action on its Lie algebra and the
natural actions on V and V ∗. The component F plays no role. Let u be a linear bijection
of V onto V ∗ which transforms some basis of V into its dual basis. The involution may be
taken as

(X, v, v∗) 7→ (u−1 tX u, u−1(v∗), u(v)).
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We have to show that a distribution T on g⊕V ⊕V ∗ which is invariant under G and skew
relative to the involution is 0.

In section 3 we prove that the support of such a distribution is contained in the set of
singular elements. On the g side, using Harish-Chandra descent we get that the support
of T must be contained in (z+N )× (V ⊕V ∗) where z is the center of g and N the cone of
nilpotent elements in g. On the V ⊕ V ∗ side we show that the support must be contained
in g × Γ where Γ is the cone 〈v, v∗〉 = 0 in V ⊕ V ∗. On z the action is trivial so we are
reduced to the case of a distribution on N × Γ.

In section 4 we consider such distributions. The end of the proof is based on two facts.
First, viewing the distribution as a distribution onN×(V⊕V ∗) its partial Fourier transform
relative to V ⊕ V ∗ has the same invariance properties and hence must also be supported
on N × Γ. This implies in particular a homogeneity condition on V ⊕ V ∗. The idea of
using Fourier transform in this kind of situation goes back at least to Harish-Chandra
([HC99]) and is conveniently expressed using a particular case of the Weil or oscillator
representation.

For (v, v∗) ∈ Γ, let Xv,v∗ be the map x 7→ 〈x, v∗〉v of V into itself. The second fact is
that the one parameter group of transformations

(X, v, v∗) 7→ (X + λXv,v∗ , v, v
∗)

is a group of (non-linear) homeomorphisms of [g, g] × Γ which commute with G and the
involution. It follows that the image of the support of our distribution must also be
singular. This allows us to replace the condition 〈v, v∗〉 = 0 by the stricter condition
Xv,v∗ ∈ Im adX.

Using the stratification of N we proceed one nilpotent orbit at a time, transferring the
problem to V ⊕V ∗ and a fixed nilpotent matrix X. The support condition turns out to be
compatible with direct sum so that it is enough to consider the case of a principal nilpotent
element. In this last situation the key is the homogeneity condition coupled with an easy
induction.

The orthogonal and unitary cases are proved in a similar vein. In section 5 we reduce
the support to the singular set. Here the main difference is that we use Harish-Chandra
descent directly on the group. Note that the Levi subgroups have components of type GL
so that Theorem 2 has to be used. Finally in section 6 we consider the case of a distribution
whose support is contained in the set of singular elements; the proof is along the same lines
as in section 4.

Remarks. As for the archimedean case, partial analogs of the results of this paper were
obtained in [AGS08a, AGS08b, vD08]. Recently, the full analogs were obtained in [AG08]
and [SZ08].

Let us add some comments on the Theorems themselves. First note that Theorem 2
gives an independent proof of a well known theorem of Bernstein: choose a basis e1, . . . , en
of V , add some vector e0 of W to obtain a basis of W and let P be the isotropy of e0 in
GL(W ). Then Theorem B of [Ber84] says that a distribution on GL(W ) which is invariant
under the action of P is invariant under the action of GL(W ). Now, by Theorem 2 such
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a distribution is invariant under conjugation by the transpose of P and the group of inner
automorphisms is generated by the images of P and its transpose. This Theorem implies
Kirillov’s conjecture which states that any unitary irreducible representation of GL(W )
remains irreducible when restricted to P .

The occurrence of involutions in multiplicity at most one problems is of course nothing
new. The situation is fairly simple when all the orbits are stable by the involution thanks
to Bernstein’s localization principle and constructivity theorem ([BZ76, GK75]). In our
case this is not true : only generic orbits are stable. Non-stable orbits may carry invariant
measures but they do not extend to the ambient space (a similar situation is already present
in [Ber84]).

An illustrative example is the case n = 1 for GL. It reduces to F∗ acting on F2 as
(x, y) 7→ (tx, t−1y). On the x axis the measure d∗x = dx/|x| is invariant but does not
extend invariantly. However the symmetric measure

f 7→
∫

F∗
f(x, 0)d∗x+

∫

F∗
f(0, y)d∗y

does extend.
As in similar cases (for example [JR96]) our proof does not give a simple explanation

of why all invariant distributions are symmetric. The situation would be much better
if we had some kind of density theorem. For example in the GL case let us say that
an element (X, v, v∗) of g ⊕ V ⊕ V ∗ is regular if (v,Xv, . . . Xn−1v) is a basis of V and
(v∗, . . . , tXn−1v∗) is basis of V ∗. The set of regular elements is a non-empty Zariski open
subset; regular elements have trivial isotropy subgroups. The regular orbits are the orbits
of the regular elements; they are closed, separated by the invariant polynomials and stable
by the involution (see [RS07]). In particular they carry invariant measures which, the orbits
being closed, do extend and are invariant by the involution. It is tempting to conjecture
that the subspace of the space of invariant distributions generated by these measures is
weakly dense. This would provide a better understanding of Theorem 2. Unfortunately if
true at all, such a density theorem is likely to be much harder to prove.

Assuming multiplicity at most one, a more difficult question is to find when it is one.
Some partial results are known.

For the orthogonal group (in fact the special orthogonal group) this question has been
studied by B. Gross and D. Prasad ([GP92, Pra93]) who formulated a precise conjecture.
An up to date account is given by B. Gross and M. Reeder ([GR06]). In a different
setup, in their work on ”Shintani” functions A. Murase and T. Sugano obtained complete
results for GL(n) and the split orthogonal case but only for spherical representations
([Kat03, Mur96]). Finally we should mention, Hakim’s publication [Hak03], which, at
least for the discrete series, could perhaps lead to a different kind of proof.

Multiplicity one theorems have important applications to the relative trace formula,
to automorphic descent, to local and global liftings of automorphic representations, and
to determinations of L-functions. In particular, multiplicity at most one is used as a
hypothesis in the work [GPSR97] on the study of automorphic L-functions on classical
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groups. At least for the last two authors, the original motivation for this work came in
fact from [GPSR97].
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1. Theorem 2(2’) implies Theorem 1(1’)

A group of type lctd is a locally compact, totally disconnected group which is count-
able at infinity. We consider smooth representations of such groups. If (π,Eπ) is such a
representation then (π∗, E∗π) is the smooth contragradient. Smooth induction is denoted
by Ind and compact induction by ind. For any topological space T of type lctd, S(T ) is
the space of functions locally constant, complex valued, defined on T and with compact
support. The space S ′(T ) of distributions on T is the dual space to S(T ).

Proposition 1.1. Let M be a lctd group and N a closed subgroup, both unimodular.
Suppose that there exists an involutive anti-automorphism σ of M such that σ(N) = N
and such that any distribution on M , biinvariant under N , is fixed by σ. Then, for any
irreducible admissible representation π of M

dim
(
HomM(indMN (1), π)

)
× dim

(
HomM(indMN (1), π∗)

)
≤ 1.

This is well known (see for example [Pra90]).

Remark. There is a variant for the non-unimodular case; we will not need it.

Corollary 1.1. Let M be a lctd group and N a closed subgroup, both unimodular. Suppose
that there exists an involutive anti-automorphism σ of M such that σ(N) = N and such
that any distribution on M , invariant under conjugation by N , is fixed by σ. Then, for any
irreducible admissible representation π of M and any irreducible admissible representation
ρ of N

dim
(
HomN(π|N , ρ

∗)
)
× dim

(
HomN((π∗)|N , ρ)

)
≤ 1.
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Proof. Let M ′ = M × N and N ′ be the closed subgroup of M ′ which is the image of
the diagonal embedding of N in M ′. The map (m,n) 7→ mn−1 of M ′ onto M defines a
homeomorphism of M ′/N ′ onto M . The inverse map is m 7→ (m, 1)N ′. On M ′/N ′ left
translations by N ′ correspond to the action of N on M by conjugation. We have a bijection
between the space of distributions T on M invariant under the action of N by conjugation
and the space of distributions S on M ′ which are biinvariant under N ′. Explicitly

〈S, f(m,n)〉 = 〈T,
∫

N

f(mn, n)dn〉.

Suppose that T is invariant under σ and consider the involutive anti-automorphism σ′ of
M ′ given by σ′(m,n) = (σ(m), σ(n)). Then

〈S, f ◦ σ′〉 = 〈T,
∫

N

f(σ(n)σ(m), σ(n))dn〉.

Using the invariance under σ and for the conjugation action of N we get

〈T,
∫

N

f(σ(n)σ(m), σ(n))dn〉 = 〈T,
∫

N

f(σ(n)m,σ(n))dn〉

= 〈T,
∫

N

f(mn, n)dn〉

= 〈S, f〉.

Hence S is invariant under σ′. Conversely if S is invariant under σ′ the same computation
shows that T is invariant under σ. Under the assumption of the corollary we can now
apply Proposition 1.1 and we obtain the inequality

dim
(

HomM ′(ind
M ′
N ′ (1), π ⊗ ρ)

)
× dim

(
HomM ′(ind

M ′
N ′ (1), π∗ ⊗ ρ∗)

)
≤ 1.

We know that IndM
′

N ′ (1) is the smooth contragredient representation of indM
′

N ′ (1); hence

HomM ′(ind
M ′
N ′ (1), π∗ ⊗ ρ∗) ≈ HomM ′(π ⊗ ρ, IndM

′
N ′ (1)).

Frobenius reciprocity tells us that

HomM ′
(
π ⊗ ρ, IndM ′N ′ (1)

)
≈ HomN ′

(
(π ⊗ ρ)|N ′ , 1

)
.

Clearly

HomN ′
(
(π ⊗ ρ)|N ′ , 1

)
≈ HomN

(
ρ, (π|N)∗

)
≈ HomN(π|N , ρ

∗).

Using again Frobenius reciprocity we get

HomN

(
ρ, (π|N)∗

)
≈ HomM

(
indMN (ρ), π∗

)
.
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In the above computations we may replace ρ by ρ∗ and π by π∗. Finally

HomM ′(ind
M ′
N ′ (1), π∗ ⊗ ρ∗) ≈ HomN(ρ, (π|N)∗)

≈ HomN(π|N , ρ
∗)

≈ HomM(indMN (ρ), π∗).

HomM ′(ind
M ′
N ′ (1), π ⊗ ρ) ≈ HomN(ρ∗, ((π∗)|N)∗)

≈ HomN((π∗)|N , ρ)

≈ HomM(indMN (ρ∗), π).

�
Consider the case M = GL(W ) and N = GL(V ) in the notation of the intrduction. In

order to use Corollary 1.1 to infer Theorem 1 from Theorem 2 it remains to show that

(1) HomN((π∗)|N , ρ) ≈ HomN(π|N , ρ
∗)

Let Eπ be the space of the representation π and let E∗π be the smooth dual (relative to
the action of GL(W )). Let Eρ be the space of ρ and E∗ρ be the smooth dual for the action
of GL(V ). We know, [BZ76, section 7] that the contragredient representation π∗ in E∗π is
isomorphic to the representation g 7→ π(tg−1) in Eπ. The same is true for ρ∗. Therefore an
element of HomN(π|N , ρ∗) may be described as a linear map A from Eπ into Eρ such that,
for g ∈ N

Aπ(g) = ρ(tg−1)A.

An element of HomN((π∗)|N , ρ) may be described as a linear map A′ from Eπ into Eρ such
that, for g ∈ N

A′π(tg−1) = ρ(g)A′.

This yields (1).
Similarly, we prove that Theorem 2’ implies Theorem 1’. With the notation of the

introduction, this would follow from Corollary 1.1 provided that

(2) Hom
(
π∗|G, ρ

)
≈ Hom

(
π|G, ρ

∗) .
To show (2) we use the following result of [MVW87, Chapter 4]. Choose δ ∈ GLF(W ) such
that 〈δw, δw′〉 = 〈w′, w〉. If π is an irreducible admissible representation of M , let π∗ be
its smooth contragredient and define πδ by

πδ(x) = π(δxδ−1).

Then πδ and π∗ are equivalent. We choose δ = 1 in the orthogonal case D = F. In the
unitary case, fix an orthogonal basis of W , say e1, . . . , en+1, such that e2, . . . , en+1 is a basis
of V ; put 〈ei, ei〉 = ai. Then

〈
∑

xiei,
∑

yjej〉 =
∑

aixiyi.

Define δ by

δ
(∑

xiei

)
=
∑

xiei.

Note that δ2 = 1.
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Let Eπ be the space of π. Then, up to equivalence, π∗ is the representation m 7→
π(δmδ−1). If ρ is an admissible irreducible representation of G in a vector space Eρ then

an element A of Hom
(
π∗|G, ρ

)
is a linear map from Eπ into Eρ such that

Aπ(δgδ−1) = π(g)A, g ∈ G.
In turn the contragredient ρ∗ of ρ is equivalent to the representation g 7→ ρ(δgδ−1) in Eρ.
Then an element B of Hom

(
π|G, ρ∗

)
is a linear map from Eπ into Eρ such that

Bπ(g) = ρ(δgδ−1)B, g ∈ G.
As δ2 = 1 the conditions on A and B are the same. Thus (2) follows.

From now on we concentrate on Theorems 2 and 2’.

2. Some tools

We shall state two theorems which are systematically used in our proof.
If X is a Hausdorff totally disconnected locally compact topological space (lctd space

in short) we denote by S(X) the vector space of locally constant functions with compact
support of X into the field of complex numbers C. The dual space S ′(X) of S(X) is the
space of distributions on X with the weak topology. All the lctd spaces we introduce are
countable at infinity.

If a lctd topological group G acts continuously on a lctd space X then it acts on S(X)
by

(gf)(x) = f(g−1x)

and on distributions by

(gT )(f) = T (g−1f)

The space of invariant distributions is denoted by S ′(X)G. More generally, if χ is a char-
acter of G we denote by S ′(X)G,χ the space of distributions T which transform according
to χ that is to say gT = χ(g)T .

The following result is due to Bernstein [Ber84], section 1.4.

Theorem 2.1 (Localization principle). Let q : Z → T be a continuous map between
two topological spaces of type lctd. Denote Zt := q−1(t). Consider S ′(Z) as S(T )-
module. Let M be a closed subspace of S ′(Z) which is an S(T )-submodule. Then M =⊕

t∈T (M ∩ S ′(Zt)).

Corollary 2.1. Let q : Z → T be a continuous map between topological spaces of type lctd.
Let a lctd group H act on Z preserving the fibers of q. Let µ be a character of H. Suppose
that for any t ∈ T , S ′(q−1(t))H,µ = 0. Then S ′(Z)H,µ = 0.

The second theorem is a variant of Frobenius reciprocity ([Ber84, section 1.5] and [BZ76,
sections 2.21-2.36] ).

Theorem 2.2 (Frobenius descent). Suppose that a unimodular lctd topological group H
act transitively on a lctd topological space Z. Let ϕ : E → Z be an H-equivariant map of
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lctd topological spaces. Let x ∈ Z. Assume that the stabilizer StabH(x) is unimodular. Let
W = ϕ−1(x) be the fiber of x. Let χ be a character of H. Then

(1) There exists a canonical isomorphism Fr : S ′(E)H,χ → S ′(W )StabH(x),χ given by

〈Fr(ξ), f〉 =

∫

Z

χ(gz)〈ξ, gzf〉dz,

where dz denotes the Haar measure on Z, and gz ∈ H is an element such that
gzz = x.

(2) For any distribution ξ ∈ S ′(E)H,χ, Supp(Fr(ξ)) = Supp(ξ) ∩W .

In particular, consider the case where H acts transitively on Z and W is a finite di-
mensional vector space over F with a nondegenerate bilinear form B. Assume that H acts
on W linearly preserving B. Let Fr : S ′(Z × W )H,χ → S ′(W )StabH(x) be the Frobenius
isomorphism with respect to the projection map Z × W → Z. Let FB be the Fourier
transform in the W -coordinate. We have

Proposition 2.1. For any ξ ∈ S ′(Z ×W )H,χ, we have FB(Fr(ξ)) = Fr(FB(ξ))

This Proposition will be used in sections 4 and 6.
Finally as F is non-archimedean, a distribution which is 0 on some open set may be

identified with a distribution on the (closed) complement. This will be used throughout
this work.

3. Reduction to the singular set : the GL(n) case

Consider the case of the general linear group. From the decomposition W = V ⊕ Fe we
get, with obvious identifications

End(W ) = End(V )⊕ V ⊕ V ∗ ⊕ F.
Note that End(V ) is the Lie algebra g ofG. The groupG acts on End(W ) by g(X, v, v∗, t) =
(gXg−1, gv, tg−1v∗, t). As before choose a basis (e1, . . . , en) of V and let (e∗1, . . . , e

∗
n) be the

dual basis of V ∗. Define an isomorphism u of V onto V ∗ by u(ei) = e∗i . On GL(W ) the
involution σ is h 7→ u−1th−1u. It depends upon the choice of the basis but the action on
the space of invariant distributions does not depend upon this choice.

It will be convenient to introduce an extension G̃ of G of degree two. Let Iso(V, V ∗) be

the set of isomorphisms of V onto V ∗. We define G̃ = G ∪ Iso(V, V ∗). The group law, for
g, g′ ∈ G and u, u′ ∈ Iso(V, V ∗) is

g × g′ = gg′, u× g = ug, g × u =tg−1u, u× u′ =tu−1u′.

Now from W = V ⊕ Fe we obtain an identification of the dual space W ∗ with V ∗ ⊕ Fe∗
with 〈e∗, V 〉 = (0) and 〈e∗, e〉 = 1. Any u as above extends to an isomorphism of W onto

W ∗ by defining u(e) = e∗. The group G̃ acts on GL(W ) :

h 7→ ghg−1, h 7→t(uhu−1), g ∈ G, h ∈ GL(W ), u ∈ Iso(V, V ∗)

and also on End(W ) with the same formulas.
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Let χ be the character of G̃ which is 1 on G and −1 on Iso(V, V ∗). Our goal is to prove

that S ′(GL(W ))G̃,χ = (0).

Proposition 3.1. If S ′(g⊕ V ⊕ V ∗)G̃,χ = (0) then S ′(GL(W ))G̃,χ = (0).

Proof. We have End(W ) =
(

End(V ) ⊕ V ⊕ V ∗
)
⊕ F and the action of G̃ on F is trivial.

Thus S ′(g⊕ V ⊕ V ∗)G̃,χ = (0) implies that S ′(End(W ))G̃,χ = (0). Let T ∈ S ′(GL(W ))G̃,χ.
Let h ∈ GL(W ) and choose a compact open neighborhood K of Det h such that 0 /∈ K.
For x ∈ End(W ) define ϕ(x) = 1 if Detx ∈ K and ϕ(x) = 0 otherwise. Then ϕ is a
locally constant function. The distribution (ϕ|GL(W ))T has a support which is closed in
End(W ) hence may be viewed as a distribution on End(W ). This distribution belongs to

S ′(End(W ))G̃,χ so it must be equal to 0. It follows that T is 0 in the neighborhood of h.
As h is arbitrary we conclude that T = 0. �

Our task is now to prove that S ′(g ⊕ V ⊕ V ∗)G̃,χ = (0). We shall use induction on the

dimension n of V . The action of G̃ is, for X ∈ g, v ∈ V, v∗ ∈ V ∗, g ∈ G, u ∈ Iso(V, V ∗)

(X, v, v∗) 7→ (gXg−1, gv,tg−1v∗), (X, v, v∗) 7→ (t(uXu−1),tu−1v∗, uv).

The case n = 0 is trivial.
We suppose that V is of dimension n ≥ 1, assuming the result up to dimension n − 1

and for all F. If T ∈ S ′(g⊕ V ⊕ V ∗)G̃,χ we are going to show that its support is contained
in the ”singular set”. This will be done in two stages.

On V ⊕ V ∗ let Γ be the cone 〈v∗, v〉 = 0. It is stable under G̃.

Lemma 3.1. The support of T is contained in g× Γ.

Proof. For (X, v, v∗) ∈ g⊕V ⊕V ∗ put q(X, v, v∗) = 〈v∗, v〉. Let Ω be the open subset q 6= 0.

We have to show that S ′(Ω)G̃,χ = (0). By Bernstein’s localization principle (Corollary 2.1)

it is enough to prove that, for any fiber Ωt = q−1(t), t 6= 0, one has S ′(Ωt)
G̃,χ = (0).

G acts transitively on the quadric 〈v∗, v〉 = t. Fix a decomposition V = Fε ⊕ V1 and
identify V ∗ = Fε∗ ⊕ V ∗1 with 〈ε∗, ε〉 = 1. Then (X, ε, tε∗) ∈ Ωt and the isotropy subgroup

of (ε, tε∗) in G̃ is, with an obvious notation G̃n−1. By Frobenius descent (Theorem 2.2)

there is a linear bijection between S ′(Ωt)
G̃,χ and the space S ′(g)G̃1,χ1 and this last space is

(0) by induction. �
Let z be the center of g that is to say the space of scalar matrices. Let N ⊆ [g, g] be the

nilpotent cone in g.

Proposition 3.2. If T ∈ S ′(g⊕V ⊕V ∗)G̃,χ then the support of T is contained in (z+N )×Γ.

If S ′(N × Γ)G̃,χ = (0) then S ′(g⊕ V ⊕ V ∗)G̃,χ = (0).

Proof. Let us prove that the support of such a distribution T is contained in (z + N ) ×
(V ⊕ V ∗). We use Harish-Chandra’s descent method. For X ∈ g let X = Xs + Xn be
the Jordan decomposition of X with Xs semisimple and Xn nilpotent. This decomposition

commutes with the action of G̃. The centralizer ZG(X) of an element X ∈ g is unimodular
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([SS70, page 235]) and there exists an isomorphism u of V onto V ∗ such that tX = uXu−1

(any matrix is conjugate to its transpose). It follows that the centralizer ZG̃(X) of X in

G̃, a semi direct product of ZG(X) and S2, is also unimodular.
Let E be the space of monic polynomials of degree n with coefficients in F. For p ∈ E,

let gp be the set of all X ∈ g with characteristic polynomial p. Note that gp is fixed by

G̃. By Bernstein localization principle (Theorem 2.1) it is enough to prove that if p is not

(T − λ)n for some λ then S ′(gp × V × V ∗)G̃,χ = (0).

Fix p. We claim that the map X 7→ Xs restricted to gp is continuous. Indeed let F̃ be a
finite Galois extension of F containing all the roots of p. Let

p(ξ) =
s∏

1

(ξ − λi)ni

be the decomposition of p. Recall that if X ∈ gp and Vi = Ker(X−λi)ni then V = ⊕Vi and
the restriction of Xs to Vi is the multiplication by λi. Then choose a polynomial R, with

coefficients in F̃ such that for all i, R is congruent to λi modulo (ξ − λi)ni and R(0) = 0.

Clearly Xs = R(X). As the Galois group of F̃ over F permutes the λi we may even choose
R ∈ F[ξ]. This implies the required continuity.

There is only one semi-simple orbit γp in gp and it is closed. We use Frobenius descent
(Theorem 2.2) for the map (X, v, v∗) 7→ Xs from gp × V × V ∗ to γp.

Fix a ∈ γp ; its fiber is the product of V ⊕ V ∗ by the set of nilpotent elements which
commute with a. It is a closed subset of the centralizer m = Zg(a) of a in g. Let M = ZG(a)

and M̃ = ZG̃(a).
Following [SS70] let us describe these centralizers. Let P be the minimal polynomial of

a ; all its roots are simple. Let P = P1 . . . Pr be the decomposition of P into (distinct)
irreducible factors, over F. If Vi = KerPi(a), then V = ⊕Vi and V ∗ = ⊕V ∗i . An element
x of G which commutes with a is given by a family {x1, . . . , xr} where each xi is a linear
map from Vi to Vi, commuting with the restriction of a to Vi. Now F[ξ] acts on Vi, by
specializing ξ to a|Vi and Pi acts trivially so that, if Fi = F[ξ]/(Pi), then Vi becomes a
vector space over Fi. The F-linear map xi commutes with a if and only if it is Fi-linear.

Fix i. Let ` be a non-zero F-linear form on Fi. If vi ∈ Vi and v′i ∈ V ∗i then λ 7→ 〈λvi, v′i〉
is an F-linear form on Fi, hence there exists a unique element S(vi, v

′
i) of Fi such that

〈λvi, v′i〉 = ` (λS(vi, v
′
i)). One checks trivially that S is Fi-linear with respect to each

variable and defines a non degenerate duality, over Fi between Vi and V ∗i . Here Fi acts on V ∗i
by transposition, relative to the F-duality 〈., .〉,of the action on Vi. Finally if xi ∈ EndFi Vi,
its transpose, relative to the duality S(., .) is the same as its transpose relative to the
duality 〈., .〉.

Thus M is a product of linear groups and the situation (M,V, V ∗) is a composite case,
each component being a linear case (over various extensions of F).

Let u be an isomorphism of V onto V ∗ such that ta = uau−1 and that, for each i, u(Vi) =

V ∗i . Then u ∈ M̃ and M̃ = M ∪ uM .
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Suppose that a does not belong to the center of g. Then each Vi has dimension strictly

smaller than n and we can use the inductive assumption. Therefore S ′(m⊕ V ⊕ V ∗)M̃,χ =

(0). However the nilpotent cone Nm in m is a closed subset so S ′(Nm × V × V ∗)M̃,χ = (0).
Together with Lemma 3.1 this proves the first assertion of the Proposition.

If a belongs to the center then M̃ = G̃ and the fiber is (a+N )× V × V ∗. This implies
the second assertion. �
Remark 1. Strictly speaking the singular set is defined as the set of all (X, v, v∗) such that

for any polynomial P invariant under G̃ one has P (X, v, v∗) = P (0). Thus, in principle,
we also need to consider the polynomials P (X, v, v∗) = 〈v∗, Xpv〉 for p > 0. In fact, one
can show that the support of the distribution T is contained in the singular set in the strict
sense (i.e., the above polynomials vanish on the support). As this is not needed in the
sequel we omit the proof.

4. End of the proof for GL(n)

In this section we consider a distribution T ∈ S ′(N × Γ)G̃,χ and prove that T = 0. The
following observation will play a crucial role.

Choose a non-trivial additive character ψ of F. On V ⊕ V ∗ we have the bilinear form
(
(v1, v

∗
1), (v2, v

∗
2)
)
7→ 〈v∗1, v2〉+ 〈v∗2, v1〉

Define the Fourier transform of a function ϕ on V ⊕ V ∗ by

ϕ̂(v2, v
∗
2) =

∫

V⊕V ∗
ϕ(v1, v

∗
1)ψ(〈v∗1, v2〉+ 〈v∗2, v1〉) dv1dv∗1

where dv1dv
∗
1 is the self-dual Haar measure.

This Fourier transform commutes with the action of G̃; hence the (partial) Fourier

transform T̂ of our distribution T has the same invariance properties and the same support
conditions as T itself.

Let Ni be the union of nilpotent orbits of dimension at most i. We will prove, by

descending induction on i, that the support of any (G̃, χ)-equivariant distribution on [g, g]×
Γ must be contained in Ni × Γ. Suppose we already know that, for some i, the support
must be contained in Ni × Γ. We must show that, for any nilpotent orbit O of dimension
i, the restriction of the distribution to O × Γ is 0.

If v ∈ V and v∗ ∈ V ∗ we call Xv,v∗ the rank one map x 7→ 〈v∗, x〉v. Let

νλ(X, v, v
∗) = (X + λXv,v∗ , v, v

∗), (X, v, v∗) ∈ g× Γ, λ ∈ F.

Then νλ is a one parameter group of homeomorphisms of g× Γ and note that [g, g]× Γ is

invariant. The key observation is that νλ commutes with the action of G̃ . Therefore the

image of T by νλ transforms according to the character χ of G̃. Its support is contained in
[g, g] × Γ and hence must be contained in N × Γ and in fact in Ni × Γ. This means that
if (X, v, v∗) belongs to the support of T then, for all λ, (X + λXv,v∗ , v, v

∗) must belong to
Ni × Γ.
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The orbit O is open in Ni. Thus if X ∈ O the condition X + λXv,v∗ ∈ Ni implies that,
at least for |λ| small enough, X + λXv,v∗ ∈ O. It follows that Xv,v∗ belongs to the tangent
space to O at the point X ; this tangent space is the image of adX.

Define Q(X) to be the set of all pairs (v, v∗) such Xv,v∗ ∈ Im adX.
By the discussion above, it is enough to prove the following Lemma:

Lemma 4.1. Let T ∈ S ′(O × V × V ∗)G̃,χ. Suppose that the support of T and of T̂ are
contained in the set of triplets (X, v, v∗) such that (v, v∗) ∈ Q(X). Then T = 0.

Note that the trace of Xv,v∗ is 〈v∗, v〉 and that Xv,v∗ ∈ Im ad X implies that its trace is
0. Therefore Q(X) is contained in Γ.

We proceed in three steps. First we transfer the problem to V ⊕V ∗ and a fixed nilpotent
endomorphism X. Then we show that if Lemma 4.1 holds for (V1, X1) and (V2, X2) then
it holds for the direct sum (V1⊕ V2, X1⊕X2). Finally, decomposing X into Jordan blocks
we are left with the case of a principal nilpotent element for which we give a direct proof,
using Weil representation.

Consider the map (X, v, v∗) 7→ X from O × V × V ∗ onto O. Choose X ∈ O and let

C (resp C̃) be the stabilizer in G (resp. in G̃) of an element X of O ; both groups are
unimodular, hence we may use Frobenius descent (Theorem 2.2).

Now we have to deal with a distribution, which we still call T , which belongs to S ′(V ⊕
V ∗)C̃,χ such that both T and its Fourier transform are supported by Q(X) (Proposition
2.1). Let us say that X is nice if the only such distribution is 0. We want to prove that
all nilpotent endomorphisms are nice.

Lemma 4.2. Suppose that we have a decomposition V = V1 ⊕ V2 such that X(Vi) ⊆ Vi.
Let Xi be the restriction of X to Vi. Then if X1 and X2 are nice, so is X.

Proof. Let (v, v∗) ∈ Q(X) and choose A ∈ g such that Xv,v∗ = [A,X]. Decompose v =
v1 + v2, v

∗ = v∗1 + v∗2 and put

A =

(
A1,1 A1,2

A2,1 A2,2

)
.

Writing Xv,v∗ as a 2 by 2 matrix and looking at the diagonal blocks one gets that Xvi,v∗i =
[Ai,i, Xi]. This means that

Q(X) ⊆ Q(X1)×Q(X2).

For i = 1, 2 let Ci be the centralizer of Xi in GL(Vi) and C̃i the corresponding extension by
S2. Let T be a distribution as above and let ϕ2 ∈ S(V2 ⊕ V ∗2 ). Let T1 be the distribution
on V1⊕ V ∗1 defined by ϕ1 7→ 〈T, ϕ1⊗ϕ2〉. The support of T1 is contained in Q(X1) and T1
is invariant under the action of C1 . We have

〈T̂1, ϕ1〉 = 〈T1, ϕ̂1〉 = 〈T, ϕ̂1 ⊗ ϕ2〉 = 〈T̂ , ϕ̌1 ⊗ ϕ̂2〉.
Here ϕ̌1(v1, v

∗
1) = ϕ1(−v1,−v∗1). By assumption the support of T̂ is contained in Q(X) so

that the support of T̂1 is supported in −Q(X1) = Q(X1). Because (X1) is nice this implies

that T1 in invariant under C̃1.
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Extend the action of C̃1 to V ⊕ V ∗ trivially. We obtain that T is invariant with respect

to C̃1. Similarly it is invariant under C̃2. Since the actions of C̃1 and C̃2 together with

the action of C generate the action of C̃ we obtain that T must be invariant under C̃ and
hence must be 0. �

Decomposing X into Jordan blocks we still have to prove Lemma 4.1 for a principal
nilpotent element. We need some preliminary results.

Lemma 4.3. The distribution T satisfies the following homogeneity condition:

〈T, f(tv, tv∗)〉 = |t|−n〈T, f(v, v∗)〉.
Proof. We use a particular case of Weil or oscillator representation. Let E be a vector space
over F of finite dimension m. To simplify assume that m is even. Let q be a non-degenerate
quadratic form on E and let b be the bilinear form

b(e, e′) = q(e+ e′)− q(e)− q(e′).
Fix a continuous non-trivial additive character ψ of F. We define the Fourier transform on
E by

f̂(e′) =

∫

E

f(e)ψ(b(e, e′))de

where de is the self dual Haar measure.
There exists ([RS07]) a representation π of SL(2,F) in S(E) such that:

π

(
1 u
0 1

)
f(e) = ψ(uq(e))f(e)

π

(
t 0
0 t−1

)
f(e) =

γ(q)

γ(tq)
|t|m/2f(te)

π

(
0 1
−1 0

)
f(e) = γ(q)f̂(e)

where γ(·) is a certain roots of unity, which is 1 if (E, q) is a sum of hyperbolic planes.
We have a contragredient action in the dual space S ′(E).

Suppose that T is a distribution on E such that T and T̂ are supported on the isotropic
cone q(e) = 0. This means that

〈T, π
(

1 u
0 1

)
f〉 = 〈T, f〉, 〈T̂ , π

(
1 u
0 1

)
f〉 = 〈T̂ , f〉.

Using the relation

〈T̂ , ϕ〉 = 〈T, γ(q)π

(
0 1
−1 0

)
f〉

the second relation is equivalent to

〈T, π
(

1 0
−u 1

)
f〉 = 〈T, f〉.
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The matrices (
1 u
0 1

)
, and

(
1 0
u 1

)
u ∈ F

generate the group SL(2,F). Therefore the distribution T is invariant by SL(2,F). In
particular

〈T, f(te)〉 =
γ(tq)

γ(q)
|t|−m/2〈T, f〉

and T = γ(q)T̂ .

Remark 2. Note that (for even m) γ(tq)/γ(q) is a character of t and non-zero distributions
which are invariant under SL(2,F) do exist. In the case where m is odd one obtains a
representation of the two-fold covering of SL(2,F) and we obtain the same homogeneity
condition. However γ(tq)/γ(q) is not a character; hence no non-zero T can exist.

In our situation we take E = V ⊕ V ∗ and q(v, v∗) = 〈v∗, v〉. Then

b
(

(v1, v
∗
1), (v2, v

∗
2)
)

= 〈v∗1, v2〉+ 〈v∗2, v1〉.

The Fourier transform commutes with the action of G̃. Both T and T̂ are supported on
Q(X) which is contained in Γ. As γ(tq) = 1 for all t this proves the Lemma and also that

T = T̂ . �
Remark 3. The same type of argument could have been used for the quadratic form
Tr(XY ) on sl(V ) = [g, g]. This would have given a short proof for even n and a ho-
mogeneity condition for odd n.

Now we find Q(X).

Lemma 4.4. If X is principal then Q(X) is the set of pairs (v, v∗) such that for 0 ≤ k < n,
〈v∗, Xkv〉 = 0.

Proof. Choose a basis (e1, . . . , en) of V such that Xe1 = 0 and Xej = ej−1 for j ≥ 2.
Consider the map A 7→ XA−AX from the space of n by n matrices into itself. This map
is anti-symmetric with respect to the Killing form and hence its image is the orthogonal
complement to its kernel. A simple computation shows that the kernel of this map, that
is to say the Lie algebra c of the centralizer C, is the space of polynomials (of degree at
most n− 1 ) in X. Therefore

Q(X) = {(v, v∗)|Xv,v∗ ∈ Im adX} = {(v, v∗)|∀ 0 ≤ k < n, Tr(Xv,v∗X
k) = 0} =

= {(v, v∗)|∀ 0 ≤ k < n, 〈v∗, Xkv〉 = 0}.
�

End of the proof of Lemma 4.1 For a principal X, we proceed by induction on n. Keep
the above notation. The centralizer C of X is the space of polynomials (of degree at most
n−1) in X with non-zero constant term. In particular the orbit Ω of en is the open subset
xn 6= 0. We shall prove that the restriction of T to Ω×V ∗ is 0. Note that the centralizer of
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en in C is trivial. By Frobenius descent (Theorem 2.2), to the restriction of T corresponds
a distribution R on V ∗ with support in the set of v∗ such that (en, v

∗) ∈ Q(X). By the
last Lemma this means that R is a multiple aδ of the Dirac measure at the origin. The
distribution T satisfies the two conditions

〈T, f(v, v∗)〉 = 〈T, f(tv, t−1v∗)〉 = |t|n〈T, f(tv, tv∗)〉.
therefore

〈T, f(v, t2v∗) = |t|−n〈T, f(v, v∗)〉.
Now T is recovered from R by the formula

〈T, f(v, v∗) =

∫

C

〈R, f(cen,
t c−1v∗〉dc = a

∫

C

f(cen, 0)dc, f ∈ S(Ω× V ∗).

Unless a = 0 this is not compatible with this last homogeneity condition.
Exactly in the same way one proves that T is 0 on V × Ω∗ where Ω∗ is the open orbit

x∗1 6= 0 of C in V ∗. The same argument is valid for T̂ (which is even equal to T . . . ).
If n = 1 then T is obviously 0. If n ≥ 2 then there exists a distribution T ′ on

⊕

1<j<n

Fej ⊕ Fe∗j

such that,

T = T ′ ⊗ δxn=0 ⊗ dx1 ⊗ δx∗1=0 ⊗ dx∗n.
Let u be the isomorphism of V onto V ∗ given by u(ej) = e∗n+1−j. Recall that it acts on

g×V ×V ∗ by (X, v, v∗) 7→ (t(uXu−1),t u−1v∗, uv). It belongs to C̃ but not to C so it must
transform T into −T .

The case n = 1 has just been settled. If n = 2 in the above formula T ′ should be replaced
by a constant. The constant must be 0 if we want u(T ) = −T . If n > 2 let

V ′ =
(
⊕n−11 Fei

)
/Fe1

and let X ′ be the nilpotent endomorphism of V ′ defined by X. We may consider T ′ as a
distribution on V ′ ⊕ V ′∗ and one easily checks that, with obvious notation, it transforms

according to the character χ of the the centralizer C̃ ′ of X ′ in G̃′. By induction T ′ = 0,
hence T = 0.

�

5. Reduction to the singular set: the orthogonal and unitary cases

We now turn our attention to the unitary case. We keep the notation of the introduction.
In particular W = V ⊕De is a vector space over D of dimension n+1 with a non-degenerate
hermitian form 〈., .〉 such that e is orthogonal to V . The unitary group G of V is embedded
into the unitary group M of W .

Let A be the set of all bijective maps u from V to V such that

u(v1 + v2) = u(v1) + u(v2), u(λv) = λu(v), 〈u(v1), u(v2)〉 = 〈v1, v2〉.
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An example of such a map is obtained by choosing a basis e1, . . . , en of V such that
〈ei, ej〉 ∈ F and defining

u(
∑

xiei) =
∑

xiei.

Any u ∈ A is extended to W by the rule u(v+ λe) = u(v) + λe and we define an action on
GL(W ) by m 7→ um−1u−1. The group G acts on GL(W ) by conjugation.

Let G̃ be the group of bijections of GL(W ) onto itself generated by the actions of G and

A. It is a semi direct product of G and S2. We identify G with a subgroup of G̃ and A

with G̃\G. Note that G̃ preserves M . When a confusion is possible we denote the product

in G̃ by ×.

We define a character χ of G̃ by χ(g) = 1 for g ∈ G and χ(u) = −1 for u ∈ G̃ \G. Our

overall goal is to prove that S ′(M)G̃,χ = (0).

Let G̃ act on G× V as follows:

g(x, v) = (gxg−1, g(v)), u(x, v) = (ux−1u−1,−u(v)), g ∈ G, u ∈ A, x ∈ G, v ∈ V
Our first step is to replace M by G× V .

Proposition 5.1. Suppose that for any V and any hermitian form S ′(G × V )G̃,χ = (0),

then S ′(M)G̃,χ = (0).

Proof. We have in particular S ′(M ×W )M̃,χ = (0). Let Y be the set of all (m,w) such

that 〈w,w〉 = 〈e, e〉; it is a closed subset, invariant under M̃ , hence S ′(Y )M̃,χ = (0). By
Witt’s theorem M acts transitively on Γ = {w|〈w,w〉 = 〈e, e〉}. We can apply Frobenius

descent (Theorem 2.2) to the map (m,w) 7→ w of Y onto Γ. The centralizer of e in M̃ is

isomorphic to G̃ acting as before on the fiber M ×{e}. We have a linear bijection between

S ′(M)G̃.χ and S ′(Y )M̃,χ; therefore S ′(M)G̃.χ = (0). �

The proof that S ′(G× V )G̃,χ = (0) is by induction on n. If g is the Lie algebra of G we

shall prove simultaneously that S ′(g× V )G̃,χ = (0). In this case G acts on its Lie algebra

by the adjoint action and for u ∈ G̃ \G one puts, for X ∈ g, u(X) = −uXu−1.
The case n = 0 is trivial so we may assume that n ≥ 1. If T ∈ S ′(G × V )G̃,χ in this

section we will prove that the support of T must be contained in the ”singular set”.
Let Z (resp. z) be the center of G (resp. g) and U (resp. N ) the (closed) set of all

unipotent (resp. nilpotent) elements of G (resp. g).

Lemma 5.1. If T ∈ S ′(G × V )G̃,χ (resp. T ∈ S ′(g × V )G̃,χ) then the support of T is
contained in ZU × V (resp. (z +N )× V ).

Proof. This is Harish-Chandra’s descent. We first review some facts about the centralizers
of semi-simple elements, following [SS70].

Let a ∈ G, semi-simple; we want to describe its centralizer Ga (resp. G̃a) in G (resp. in

G̃) and to show that S ′(Ga × V )G̃a,χ = (0).
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View a as a D-linear endomorphism of V and call P its minimal polynomial. Then,
as a is semi-simple, P decomposes into distinct irreducible factors P = P1 . . . Pr. Let
Vi = KerPi(a) so that V = ⊕Vi. Any element x which commutes with a will satisfy
xVi ⊆ Vi for each i. For

R(ξ) = d0 + · · ·+ dmξ
m, d0dm 6= 0

let

R∗(ξ) = d0ξ
m + · · ·+ dm.

Then, from aa∗ = 1 we obtain, if m is the degree of P

〈P (a)v, v′〉 = 〈v, a−mP ∗(a)v′〉
(note that the constant term of P can not be 0 because a is invertible). It follows that
P ∗(a) = 0 so that P ∗ is proportional to P . Now P ∗ = P ∗1 . . . P

∗
r ; hence there exists a

bijection τ from {1, 2, . . . , r} onto itself such that P ∗i is proportional to Pτ(i). Let mi be
the degree of Pi. Then, for some non-zero constant c

0 = 〈Pi(a)vi, vj〉 = 〈vi, a−miP ∗i (a)vj〉 = c〈vi, a−miPτ(i)(a)vj〉, vi ∈ Vi, vj ∈ Vj.
We have two possibilities.

Case 1: τ(i) = i. The space Vi is orthogonal to Vj for j 6= i; the restriction of the
hermitian form to Vi is non-degenerate. Let Di = D[ξ]/(Pi) and consider Vi as a vector
space over Di through the action (R(ξ), v) 7→ R(a)v. As a|Vi is invertible, ξ is invertible
modulo (Pi); choose η such that ξη = 1 modulo (Pi). Let σi be the semi-linear involution
of Di, as an algebra over D:

∑
djξ

j 7→
∑

djη
j (mod P )i

Let Fi be the subfield of fixed points for σi. It is a finite extension of F, and Di is either
a quadratic extension of Fi or equal to Fi. There exists a D-linear form ` 6= 0 on Di such
that `(σi(d)) = `(d) for all d ∈ Di. Then any D-linear form L on Di may be written as
d 7→ `(λd) for some unique λ ∈ Di.

If v, v′ ∈ Vi then d 7→ 〈d(a)v, v′〉 is D-linear map on Di; hence there exists S(v, v′) ∈ Di

such that

〈d(a)v, v′〉 = `(dS(v, v′)).

One checks that S is a non-degenerate hermitian form on Vi as a vector space over Di.
Also a D-linear map xi from Vi into itself commutes with ai if and only if it is Di-linear
and it is unitary with respect to our original hermitian form if and only if it is unitary with
respect to S. So in this case we call Gi the unitary group of S. It does not depend upon
the choice of `. As no confusion may arise, for λ ∈ Di we define λ = σi(λ).

We choose an Fi-linear map ui from Vi onto itself, such that ui(λv) = λu(v) and

S(ui(v), ui(v
′)) = S(v, v′). Then because of our original choice of ` we also have 〈ui(v), ui(v

′)〉 =

〈v, v′〉. Note that u(a|Vi)
−1u−1 = a|Vi .
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Case 2. Suppose now that j = τ(i) 6= i. Then Vi ⊕ Vj is orthogonal to Vk for k 6= i, j
and the restriction of the hermitian form to Vi⊕Vj is non-degenerate, both Vi and Vj being
totally isotropic subspaces. Choose an inverse η of ξ modulo Pj. Then for any P ∈ D[ξ]

〈P (a)vi, vj〉 = 〈vi, P (η(a))vj〉, vi ∈ Vi, vj ∈ Vj
where P is the polynomial obtained from P by conjugating its coefficients. This defines a
map, which we call σi from Di onto Dj. In a similar way we have a map σj which is the
inverse of σi. Then, for λ ∈ Di we have 〈λvi, vj〉 = 〈vi, σi(λ)vj〉.

View Vi as a vector space over Di. The action

(λ, vj) 7→ σi(λ)vj

defines a structure of Di vector space on Vj. However note that for λ ∈ D we have σi(λ) = λ
so that σi(λ)vj may be different from λvj. To avoid confusion we shall write, for λ ∈ Di

λvi = λ ∗ vi and σi(λ)vj = λ ∗ vj.
As in the first case choose a non-zero D-linear form ` on Di. For vi ∈ Vi and vj ∈ Vj

the map λ 7→ 〈λ ∗ vi, vj〉 is a D-linear form on Di; hence there exists a unique element
S(vi, vj) ∈ Di such that, for all λ

〈λ ∗ vi, vj〉 = `(λS(vi, vj)).

The form S is Di- bilinear and non-degenerate so that we can view Vj as the dual space
over Di of the Di vector space Vi.

Let (xi, xj) ∈ EndD(Vi)×EndD(Vj). They commute with (ai, aj) if and only if they are Di-
linear. The original hermitian form will be preserved, if and only if S(xivi, xjvj) = S(vi, vj)
for all vi, vj. This means that xj is the inverse of the transpose of xi. In this situation we
define Gi as the linear group of the Di-vector space Vi.

Let ui be a Di-linear bijection of Vi onto Vj. Then ui(avi) = a−1ui(vi) and u−1i (avj) =
a−1u−1i (vj).

Recall that Ga is the centralizer of a in G. Then (Ga, V ) decomposes as a ”product”,
each ”factor” being either of type (Gi, Vi) with Gi a unitary group (case 1) or (Gi, Vi×Vj)
with Gi a general linear group (case 2). Gluing together the ui (case 1) and the (ui, u

−1
i )

(case 2) we get an element u ∈ G̃\G such that ua−1u−1 = a which means that it belongs to

the centralizer of a in G̃. Finally if G̃a is the centralizer of a in G̃ then (G̃a, V ) is imbedded

into a product each ”factor” being either of type (G̃i, Vi) with Gi a unitary group (case 1)

or (G̃i, Vi × Vj) with Gi a general linear group (case 2).
If a is not central then for each i the dimension of Vi is strictly smaller than n and from

the result for the general linear group and the inductive assumption in the orthogonal or

unitary case we conclude that S ′(Ga × V )G̃a,χ = (0).
Proof of Lemma 5.1 in the group case. Consider the map g 7→ Pg where Pg is the

characteristic polynomial of g. It is a continuous map from G into the set of polynomials

of degree at most n. Each non-empty fiber F is stable under G but also under G̃ \ G.

Bernstein’s localization principle tells us that it is enough to prove that S ′(F×V )G̃,χ = (0).
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Now it follows from [SS70, chapter IV] that F contains only a finite number of semi-
simple orbits; in particular the set of semi-simple elements Fs in F is closed. Let us use
the multiplicative Jordan decomposition into a product of a semi-simple and a unipotent
element. Consider the map θ from F × V onto Fs which associates to (g, v) the semi-
simple part gs of g. This map is continuous (see the corresponding proof for GL) and

commutes with the action of G̃. In Fs each orbit γ is both open and closed therefore

θ−1(γ) is open and closed and invariant under G̃. It is enough to prove that for each

such orbit S ′(θ−1(γ))G̃,χ = (0). By Frobenius descent (Theorem 2.2), if a ∈ γ and is not
central, this follows from the above considerations on the centralizer of such an a and the

fact that θ−1(a) is a closed subset of the centralizer of a in G̃, the product of the set of
unipotent element commuting with a by V . Now gs is central if and only if g belongs to
ZU , hence the Lemma. For the Lie algebra the proof is similar, using the additive Jordan
decomposition. �

Going back to the group if a is central we see that it suffices to prove that S ′(U×V )G̃,χ =

(0) and similarly for the Lie algebra it is enough to prove that S ′(N × V )G̃,χ = (0).
Now the exponential map (or the Cayley transform) is a homeomorphism of N onto U

commuting with the action of G̃. Therefore it is enough to consider the Lie algebra case.
We now turn our attention to V . Let

Γ = {v ∈ V |〈v, v〉 = 0}

Proposition 5.2. If T ∈ S ′(N × V )G̃,χ then the support of T is contained in N × Γ.

Proof. Let
Γt = {v ∈ V | 〈v, v〉 = t}

Each Γt is stable by G̃, hence, by Bernstein’s localization principle, to prove that the

support of T is contained inN×Γ0 it is enough to prove that, for t 6= 0, S ′(N×Γt)
G̃,χ = (0).

By Witt’s theorem the group G acts transitively on Γt. We can apply Frobenius descent
to the projection from N × Γt onto Γt. Fix a point v0 ∈ Γt. The fiber is N × {v0}. Let

G̃1 be the centralizer of v0 in G̃. We have to show that S ′(N )G̃1,χ = (0) and it is enough

to prove that S ′(g)G̃1,χ = (0).
The vector v0 is not isotropic so we have an orthogonal decomposition

V = Dv0 ⊕ V1
with V1 orthogonal to v0. The restriction of the hermitian form to V1 is non-degenerate

and G1 is identified with the unitary group of this restriction, and G̃1 is the expected

semi-direct product with S2. As a G̃1-module the Lie algebra g is isomorphic to a direct
sum

g ≈ g1 ⊕ V1 ⊕W
where g1 is the Lie algebra of G1 and W a vector space over F of dimension 0 or 1 and on

which the action of G̃1 is trivial. The action on g1⊕V1 is the usual one so that, by induction,

we know that S ′(g1 ⊕ V1)G̃1,χ = (0). This readily implies that S ′(g)G̃1,χ = (0). �
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Summarizing: it remains to prove that S ′(N × Γ)G̃,χ = (0).

6. End of the proof in the orthogonal and unitary cases

We keep our general notation. We have to show that a distribution on N × Γ which is

invariant under G is invariant under G̃. To some extent the proof will be similar to the
one we gave for the general linear group.

In particular we will use the fact that if T is such a distribution then its partial Fourier
transform on V is also invariant under G. The Fourier transform on V is defined using the
bilinear form

(v1, v2) 7→ 〈v1, v2〉+ 〈v2, v1〉
which is invariant under G̃.

For v ∈ V put
ϕv(x) = 〈x, v〉v, x ∈ V.

It is a rank one endomorphism of V and 〈ϕv(x), y〉 = 〈x, ϕv(y)〉.
Lemma 6.1.

(1) In the unitary case, for λ ∈ D such that λ = −λ the map

νλ : (X, v) 7→ (X + λϕv, v)

is a homeomorphism of [g, g]× Γ onto itself which commutes with G̃.

(2) In the orthogonal case, for λ ∈ F the map

µλ : (X, v) 7→ (X + λXϕv + λϕvX, v)

is a homeomorphism of [g, g]× Γ onto itself which commutes with G̃.

The proof is a trivial verification.

We now use the stratification of N . Let us first check that a G-orbit is stable by G̃. 1

Choose a basis e1, . . . , en of V such that 〈ei, ej〉 ∈ F; this gives a conjugation u : v =∑
xiei 7→ v =

∑
xiei on V . If A is any endomorphism of V then A is the endomorphism

v 7→ A(v). The conjugation u is an element of G̃ \ G and, as such, it acts on g × V
by (X, v) 7→ (−uXu−1,−u(v)) = (−X,−v). In [MVW87, Chapter 4, Proposition 1-
2] it is shown that for X ∈ g there exists an F-linear automorphism a of V such that

〈a(x), a(y)〉 = 〈x, y〉 (this implies that a(λx) = λx) and such that aXa−1 = −X. Then
g = ua ∈ G and gXg−1 = −X so that −X belongs to the G-orbit of X. Note that

a ∈ G̃ \ G and as such acts as a(X, v) = (X,−a(v)); it is an element of the centralizer of

X in G̃ \G.
Let Ni be the union of all nilpotent orbits of dimension at most i. We shall prove, by

descending induction on i, that the support of a distribution T ∈ S ′(N × Γ)G̃,χ must be
contained in Ni × Γ.

1In fact, we only need this for nilpotent orbits and this will be done later in an explicit way, using the
canonical form of nilpotent matrices.
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So now assume that i ≥ 0 and that we already know that the support of any T ∈
S ′(N × Γ)G̃,χ must be contained in Ni × Γ. Let O be a nilpotent orbit of dimension i; we
have to show that the restriction of T to O is 0.

In the unitary case fix λ ∈ D such that λ = −λ and consider, for every t ∈ F the

homeomorphism νtλ; the image of T belongs to S ′(N × Γ)G̃,χ so that the image of the
support of T must be contained in Ni × Γ. If (X, v) belongs to this support this means
that X + tλϕv ∈ Ni.

If i = 0 so that Ni = {0} this implies that v = 0 so that T must be a multiple of the

Dirac measure at the point (0, 0) and hence is invariant under G̃ so must be 0.
If i > 0 and X ∈ O then as O is open in Ni, we get that, at least for |t| small enough,

X + tλϕv ∈ O and therefore λϕv belongs to the tangent space Im ad(X) of O at the point
X. Define

Q(X) = {v ∈ V |ϕv ∈ Im ad(X)}, X ∈ N , (unitary case).

Then we know that the support of the restriction of T to O is contained in

{(X, v)|X ∈ O, v ∈ Q(X)}
and the same is true for the partial Fourier transform of T on V .

In the orthogonal case for i = 0, the distribution T is the product of the Dirac measure
at the origin of g by a distribution T ′ on V . The distribution T ′ is invariant under G but

the image of G̃ in End(V ) is the same as the image of G so that T ′ is invariant under G̃
hence must be 0.

If i > 0 we proceed as in the unitary case, using µλ. We define

Q(X) = {v ∈ V |Xϕv + ϕvX ∈ Im ad(X)}, X ∈ N , (orthogonal case)

and we have the same conclusion.
In both cases, for i > 0, fix X ∈ O. We use Frobenius descent for the projection map

(Y, v) 7→ Y of O × V onto O. Let C (resp. C̃) be the stabilizer of X in G (resp. G̃). We

have a linear bijection of S ′(O × Γ)G̃,χ onto S ′(V )C̃,χ.

Lemma 6.2. Let T ∈ S ′(V )C̃,χ. If T and its Fourier transform are supported in Q(X)
then T = 0.

Let us say that a nilpotent element X is nice if the above Lemma is true.
Suppose that we have a direct sum decomposition V = V1 ⊕ V2 such that V1 and V2 are

orthogonal. By restriction we get non-degenerate hermitian forms 〈., .〉i on Vi. We call Gi

the unitary group of 〈., .〉i, gi its Lie algebra and so on. Suppose that X(Vi) ⊆ Vi so that
Xi = X|Vi is a nilpotent element of gi.

Lemma 6.3. If X1 and X2 are nice so is X.

Proof. We claim that Q(X) ⊆ Q(X1)×Q(X2). Indeed if

A =

(
A1,1 A1,2

A2,1 A2,2

)
∈ g
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then from

〈A
(
x1
x2

)
,

(
y1
y2

)
〉+ 〈

(
x1
x2

)
, A

(
y1
y2

)
〉 = 0

we get in particular

〈Ai,ixi, yi〉+ 〈xi, Ai,iyi〉 = 0

so that Ai,i ∈ gi. Note that

[X,A] =

(
[X1, A1,1] ∗
∗ [X2, A2,2]

)
.

If vi ∈ Vi and vj ∈ Vj we define ϕvi,vj : Vi 7→ Vj by ϕvi,vj(xi) = 〈xi, vi〉vj. Then, for
v = v1 + v2

ϕv =

(
ϕv1,v1 ϕv2,v1
ϕv1,v2 ϕv1,v2

)
.

Therefore if, for A ∈ g we have ϕv = [X,A] then ϕvi,vi = [Xi, Ai,i]. This proves the
assertion for the unitary case. The orthogonal case is similar.

The end of the proof is the same as the end of the proof of Lemma 4.2. �
Now in both orthogonal and unitary cases nilpotent elements have normal forms which

are orthogonal direct sums of ”simple” nilpotent matrices. This is precisely described in
[SS70] IV 2-19 page 259. By the above Lemma it is enough to prove that each ”simple”
matrix is nice.

Unitary case. There is only one type to consider. There exists a basis e1, . . . , en of V
such that Xe1 = 0 and Xei = ei−1, i ≥ 2. The hermitian form is given by

〈ei, ej〉 = 0 if i+ j 6= n+ 1, 〈ei, en+1−i〉 = (−1)n−iα

with α 6= 0. Note that α = (−1)n−1α. Suppose that v ∈ Q(X); for some A ∈ g we have
λϕv = XA− AX. For any integer p ≥ 0

Tr(λϕvX
p) = Tr(XAXp − AXp+1) = 0.

Now Tr(ϕvX
p) = 〈Xpv, v〉 Let v =

∑
xiei. Hence

〈Xpv, v〉 =

n−p∑

1

xi+p〈ei, v〉 =

n−p∑

1

(−1)n−iαxi+pxn+1−i = 0.

For p = n− 1 this gives xnxn = 0. For p = n− 2 we get nothing new but for p = n− 3 we
obtain xn−1 = 0. Going on, by an easy induction, we conclude that xi = 0 if i ≥ (n+ 1)/2.

If n = 2p + 1 is odd put V1 = ⊕p1Dei, V0 = Dep+1 and V2 = ⊕2p+1
p+2 Dei. If n = 2p is even

put V1 = ⊕p1Dei, V0 = (0) and V2 = ⊕2p
p+1Dei. In both cases we have V = V1⊕ V0⊕ V2. We

use the notation v = v2 + v0 + v1
The distribution T is supported by V1. Call δi the Dirac measure at 0 on Vi. Then we

may write T = U ⊗ δ0 ⊗ δ2 with U ∈ S ′(V1). The same thing must be true of the Fourier

transform of T . Note that Û is a distribution on V2, that δ̂2 is a Haar measure dv1 on V1
and that, for n odd δ̂0 is a Haar measure dv0 on V0. So we have T̂ = dv1 ⊗ Û if n is even
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and T̂ = dv1 ⊗ dv0 ⊗ Û if n is odd. In the odd case this forces T = 0. In the even case, up
to a scalar multiple the only possibility is T = dv1 ⊗ δ2.

Let
a :
∑

xiei 7→
∑

(−1)ixiei.

Then a ∈ G̃ \ G. It acts on g by Y 7→ −aY a−1 and in particular −aXa−1 = X so that

a ∈ C̃ \C. The action on V is given by v 7→ −a(v). It is an involution. The subspace V1 is

invariant and so dv1 is invariant. This implies that T is invariant under C̃ so it must be 0.
Orthogonal case. There are two different types of ”simple” nilpotent matrices.
The first type is the same as the unitary case, with α = 1 and thus n odd but now

our condition is that Xϕv + ϕvX = [X,A] for some A ∈ g. As before this implies that
Tr(ϕvX

q) = 0 but only for q ≥ 1. Put n = 2p+ 1; we get xj = 0 for j > p+ 1. Decompose
V as before: V = V1 ⊕ V0 ⊕ V2. Our distribution T is supported by the subspace v2 = 0

so we write it T = U ⊗ δ2 with U ∈ S ′(V1 ⊕ V0). This is also true for the distribution T̂
so we must have U = dv1 ⊗ R with R a distribution on V0. Finally T = dv1 ⊗ R ⊗ δ2.
Now − Id ∈ C and T is invariant under C so that R must be an even distribution. On
the other end the endomorphism a of V defined by a(ei) = (−1)i−p−1ei belongs to C and

aXa−1 = −X and u : (X, v) 7→ (−X,−v) belongs to G̃ \G. The product a× u of a and u

in G̃ belongs to C̃ \ C. Clearly T is invariant under a× u so that T is invariant under C̃
so it must be 0.

The second type is as follows. We have n = 2m, an even integer and a decomposition
V = E ⊕ F with both E and F of dimension m. We have a basis e1, . . . , em of E and a
basis f1, . . . , fm of F such that

〈ei, ej〉 = 〈fi, fj〉 = 0

and
〈ei, fj〉 = 0 if i+ j 6= m+ 1 and 〈ei, fm+1−i〉 = (−1)m−i.

Finally X is such that Xei = ei−1, Xfi = fi−1.
Let ξ be the matrix of the restriction of X to E or to F . Write an element A ∈ g as

2× 2 matrix A = (ai,j). Then

[X,A] =

(
[ξ, a1,1] [ξ, a1,2]
[ξ, a2,1] [ξ, a2,2]

)
.

Suppose that v ∈ Q(X) and let

v = e+ f with e =
∑

xiei, f =
∑

yifi.

We get

Xϕv + ϕvX =

(
ξϕf,e + ϕf,eξ ξϕf,f + ϕf,fξ
ξϕe,e + ϕe,eξ ξϕe,f + ϕe,fξ

)

where, for example ϕe,e is the map f ′ 7→ 〈f ′, e〉e from F into E. Thus, for some A,

ξϕe,e + ϕe,eξ = ξa2,1 − a2,1ξ
In this formula, using the basis (ei), (fi) replace all the maps by their matrices.



MULTIPLICITY ONE THEOREMS 25

Then, as before, we have Tr(ϕe,eξ
q) = 0 for 1 ≤ q ≤ m−1. If e′ =

∑
xifi (the xi are the

coordinates of e), then Tr(ξqϕe,e) is 〈ξqe, e′〉. Thus, as in the other cases, we have xj = 0
for j > m/2 if m is even and j > (m+ 1)/2 if m is odd. The same thing is true for the yi.

If m = 2p is even, let V1 = ⊕i≤p(Fei ⊕ Ffi) and V2 = ⊕i>p(Fei ⊕ Ffi); write v = v1 + v2
the corresponding decomposition of an arbitrary element of V . Let δ2 be the Dirac measure
at the origin in V2 and dv1 a Haar measure on V1. Then, as in the unitary case, using the
Fourier transform, we see that the distribution T must be a multiple of dv1 ⊗ δ2.

The endomorphism a of V defined by a(ei) = (−1)iei and a(fi) = (−1)i+1fi belongs to

G and aXa−1 = −X. The map u : (Y, v) 7→ (−Y,−v) belongs to G̃\G so that the product

a× u in G̃ belongs to C̃ \ C. It clearly leaves T invariant so that T = 0.
Finally if m = 2p + 1 is odd we put V1 = ⊕i≤p(Fei ⊕ Ffi), V0 = Fep+1 ⊕ Ffp+1, V2 =
⊕i≥p+2(Fei ⊕ Ffi). As in the unitary case we find that T = dv1 ⊗ R ⊗ δ2 with R a
distribution on V0. As − Id ∈ C we see that R must be even. Then again, define a ∈ G by
a(ei) = (−1)iei and a(fi) = (−1)ifi and consider a×u with u(Y, v) = (−Y,−v). As before

a× u ∈ C̃ \ C and leaves T invariant so we have to take T = 0. �
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Abstract. Let F be either R or C. Consider the standard embedding GLn(F ) ↪→
GLn+1(F ) and the action of GLn(F ) on GLn+1(F ) by conjugation.

In this paper we show that any GLn(F )-invariant distribution on GLn+1(F )
is invariant with respect to transposition.

We show that this implies that for any irreducible admissible smooth
Fréchet representations π of GLn+1(F ) and τ of GLn(F ),

dimHomGLn(F )(π, τ) ≤ 1.

For p-adic fields those results were proven in [AGRS].
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1. Introduction

Let F be an archimedean local field, i.e. F = R or F = C. Consider the standard
imbedding GLn(F ) ↪→ GLn+1(F ). We consider the action of GLn(F ) on GLn+1(F )
by conjugation. In this paper we prove the following theorem:

Theorem A. Any GLn(F ) - invariant distribution on GLn+1(F ) is invariant with
respect to transposition.

It has the following corollary in representation theory.

Theorem B. Let π be an irreducible admissible smooth Fréchet representation of
GLn+1(F ) and τ be an irreducible admissible smooth Fréchet representation of
GLn(F ). Then

dimHomGLn(F )(π, τ) ≤ 1. (1)

We deduce Theorem B from Theorem A using an argument due to Gelfand
and Kazhdan adapted to the archimedean case in [AGS].

Property (1) is sometimes called strong Gelfand property of the pair (GLn+1(F ),GLn(F )).
It is equivalent to the fact that the pair (GLn+1(F ) × GLn(F ),∆GLn(F )) is a
Gelfand pair.

Remark C. Using the tools developed here, combined with [AGRS], one can easily
show that Theorem A implies an analogous theorem for the unitary groups.
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Remark. After the completion of this work we found out that Chen-Bo Zhu and
Sun Binyong have obtained the same results simultaneously, independently and in
a different way, see [SZ].

They also proved an analogous theorem for the orthogonal groups.

1.1. Some related results

For non-archimedean local fields of characteristic zero Theorems A and B were
proven in [AGRS]. The proof in [AGRS] does not work in the archimedean case
because of the presence of transversal derivatives. For this reason we need to use
a new ingredient - the theory of D-modules and in particular the Integrability
Theorem (see Theorem 2.3.6 below).

We hope that this method will be very useful in the future. It already has
been used in subsequent works [AS08, Say09, Aiz08].

The proof given here cannot be literally repeated to get a new proof in the
non-Archimedean case since the theory of D-modules is not available there. How-
ever one can develop a non-Archimedean analog of the tools that we gain from the
theory of D-modules and obtain a proof that works uniformly in both cases. This
is done in the subsequent work [Aiz08].

In [AGS], a special case of Theorem B was proven for all local fields; namely
the case when τ is one-dimensional.

Theorem A easily implies the following corollary.

Corollary D. Let Pn ⊂ GLn be the subgroup consisting of all matrices whose
last row is (0, ..., 0, 1). Let GLn act on itself by conjugation. Then every Pn(F ) -
invariant distribution on GLn(F ) is GLn(F ) - invariant.

This theorem has been proven in [Bar] for eigendistributions with respect to
the center of UC(gln). In [Bar] it is also shown that this implies Kirillov’s conjecture.

1.2. Structure of the proof

We will now briefly sketch the main ingredients of our proof of Theorem A.
First we show that we can switch to the following problem. The group GLn(F )

acts on a certain linear space Xn and σ is an involution of Xn. We have to prove
that every GLn(F )-invariant distribution on Xn is also σ-invariant. We do that
by induction on n. Using the Harish-Chandra descent method we show that the
induction hypothesis implies that this holds for distributions on the complement
to a certain small closed subset S ⊂ Xn. We call this set the singular set. This is
done in section 3.

Next we assume the contrary: there exists a non-zero GLn(F )-invariant dis-
tribution ξ on X which is anti-invariant with respect to σ.

We use the notion of singular support of a distribution from the theory of D-
modules. Let T ⊂ T ∗X denote the singular support of ξ. Using Fourier transform
and the fact any such distribution is supported in S we obtain that T is contained
in Š where Š is a certain small subset in T ∗X. This is done in section 4.

Then we use a deep result from the theory of D-modules which states that the
singular support of a distribution is a coisotropic variety in the cotangent bundle.
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This enables us to show, using a complicated but purely geometric argument, that
the support of ξ is contained in a much smaller subset of S. This is done in section
5.

Finally it remains to prove that any GLn(F )-invariant distribution that is
supported on this subset together with its Fourier transform is zero. This is proven
in subsection 4.1 using Homogeneity Theorem (Theorem 2.2.13) which in turn uses
Weil representation.

1.3. Content of the paper

In section 2 we give the necessary preliminaries for the paper.
In subsection 2.1 we fix the general notation that we will use.
In subsection 2.2 we discuss invariant distributions and introduce some tools

to work with them. The most advanced are

• The Homogeneity theorem and Fourier transform.
• The Harish-Chandra descent method.

In subsection 2.3 we discuss the notion of singular support of a distribution.
The most important for us property of this singular support is being coisotropic.
This fact is a crucial tool of this paper.

In subsection 2.4 we introduce notation that we will use in our proof.

In section 3 we use the Harish-Chandra descent method.
In subsection 3.1 we linearize the problem to a problem on the linear space

X = sl(V )× V × V ∗, where V = Fn.
In subsection 3.2 we perform the Harish-Chandra descent on the sl(V )-

coordinate and V × V ∗ coordinate separately and then use automorphisms νλ
of X to descend further to the singular set S.

In section 4 we reduce Theorem A to the following geometric statement: any
coisotropic subvariety of Š is contained in a certain set ČX×X . The reduction is
done using the fact that the singular support of a distribution has to be coisotropic,
and the following proposition: any GL(V )-invariant distribution on X such that
it and its Fourier transform are supported on sl(V )× (V × 0 ∪ 0× V ∗) is zero.

In subsection 4.1 we prove this proposition using Homogeneity theorem.

In section 5 we prove the geometric statement. Technically this is the most
complicated part of the paper. However we would like to note that it is purely
algebro-geometric statement that involves no analysis.

In subsection 5.1 we give preliminaries on coisotropic subvarieties. In partic-
ular, we give a geometric partial analog of Frobenius reciprocity for coisotropic
subvarieties (Corollaries 5.1.7 and 5.1.8).

In subsection 5.2 we stratify the set Š and use an inductive argument on the
strata. This reduces the geometric statement to a proposition on one stratum that
we call the Key Proposition.
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In subsection 5.3 we analyze a stratum of Š and then use the geometric
analog of Frobenius reciprocity to reduce the Key Proposition to a lemma on
V × V ∗ × V × V ∗ that we call the Key Lemma.

In subsection 5.4 we prove the Key Lemma.

In Appendix A we prove that Theorem A implies Theorem B using an
archimedean analog of Gelfand-Kazhdan technique.

In Appendix B we give more details on the facts concerning the theory of
D-modules listed in subsection 2.3.
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for fruitful discussions. We also thank Moshe Baruch, Erez Lapid and Siddhartha
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Part of the work on this paper was done while we visited the Max Planck
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2. Preliminaries

2.1. General notation

• In this paper all the algebraic varieties are defined over F .
• For an algebraic variety X we denote by X(F ) the topological space or

smooth manifold of F points of X.
• We consider linear spaces as algebraic varieties and treat them in the same

way.
• For an algebraic variety X defined over R we denote by XC the natural

algebraic variety defined over R such that XC(R) = X(C). Note that over C,
XC is isomorphic to X ×X.

• For a group G acting on a set X and a point x ∈ X we denote by Gx or by
G(x) the orbit of x and by Gx the stabilizer of x.

• An action of a Lie algebra g on a (smooth, algebraic, etc) manifold M is a
Lie algebra homomorphism from g to the Lie algebra of vector fields on M .
Note that an action of a (Lie, algebraic, etc) group on M defines an action
of its Lie algebra on M .

• For a Lie algebra g acting on M , an element α ∈ g and a point x ∈ M we
denote by α(x) ∈ TxM the value at point x of the vector field corresponding
to α. We denote by gx ⊂ TxM or by g(x) the image of the map α 7→ α(x)
and by gx ⊂ g its kernel.

• For manifolds L ⊂ M we denote by NM
L := (TM |L)/TL the normal bundle

to L in M .
• Denote by CNM

L := (NM
L )∗ the conormal bundle.
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• For a point y ∈ L we denote by NM
L,y the normal space to L in M at the

point y and by CNM
L,y the conormal space.

2.2. Invariant distributions

2.2.1. Distributions on smooth manifolds.

Notation 2.2.1. Let X be a smooth manifold. Denote by C∞c (X) the space of test
functions on X, that is smooth compactly supported functions, with the standard
topology, i.e. the topology of inductive limit of Fréchet spaces.

Denote D(X) := C∞c (X)∗ to be the dual space to C∞c (X).
For any vector bundle E over X we denote by C∞c (X,E) the space of smooth

compactly supported sections of E and by D(X,E) its dual space. Also, for any
finite dimensional real vector space V we denote by C∞c (X,V ) the space of smooth
compactly supported sections of the trivial bundle with fiber V and by D(X,V ) its
dual space.

2.2.2. Schwartz distributions on Nash manifolds.
Our proof of Theorem A widely uses Fourier transform which cannot be applied
to general distributions. For this we require a theory of Schwartz functions and
distributions as developed in [AG1].

This theory is developed for Nash manifolds. Nash manifolds are smooth semi-
algebraic manifolds but in the present work only smooth real algebraic manifolds
are considered. Therefore the reader can safely replace the word Nash by smooth
real algebraic.

Schwartz functions are functions that decay, together with all their deriva-
tives, faster than any polynomial. On Rn it is the usual notion of Schwartz function.
For precise definitions of those notions we refer the reader to [AG1]. We will use
the following notations.

Notation 2.2.2. Let X be a Nash manifold. Denote by S(X) the Fréchet space of
Schwartz functions on X.

Denote by S∗(X) := S(X)∗ the space of Schwartz distributions on X.
For any Nash vector bundle E over X we denote by S(X,E) the space of

Schwartz sections of E and by S∗(X,E) its dual space.

Notation 2.2.3. Let X be a smooth manifold and let Z ⊂ X be a closed subset. We
denote S∗X(Z) := {ξ ∈ S∗(X)|Supp(ξ) ⊂ Z}.

For a locally closed subset Y ⊂ X we denote S∗X(Y ) := S∗
X\(Y \Y )

(Y ). In the

same way, for any bundle E on X we define S∗X(Y,E).

Remark 2.2.4. Schwartz distributions have the following two advantages over gen-
eral distributions:
(i) For a Nash manifold X and an open Nash submanifold U ⊂ X, we have the
following exact sequence

0 → S∗X(X \ U) → S∗(X) → S∗(U) → 0.

(ii) Fourier transform defines an isomorphism F : S∗(Rn) → S∗(Rn).
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The following theorem allows us to switch between general distributions and
Schwartz distributions.

Theorem 2.2.5. Let a reductive group G act on a smooth affine variety X. Let V
be a finite dimensional continuous representation of G(F ) over R. Suppose that
S∗(X(F ), V )G(F ) = 0. Then D(X(F ), V )G(F ) = 0.

For proof see [AG2], Theorem 4.0.2.

2.2.3. Basic tools.
We present here some basic tools on equivariant distributions that we will use in
this paper.

Proposition 2.2.6. Let a Nash group G act on a Nash manifold X. Let Z ⊂ X be
a closed subset.

Let Z =
⋃l

i=0 Zi be a Nash G-invariant stratification of Z. Let χ be a charac-
ter of G. Suppose that for any k ∈ Z≥0 and 0 ≤ i ≤ l we have S∗(Zi, Sym

k(CNX
Zi
))G,χ =

0. Then S∗X(Z)G,χ = 0.

For proof see section B.2 in [AGS].

Proposition 2.2.7. Let Gi be Nash groups acting on Nash manifolds Xi for i =
1 . . . n. Let Ei → Xi be Gi-equivariant Nash vector bundles.
(i) Suppose that S∗(Xj , Ej)

Gj = 0 for some 1 ≤ j ≤ n. Then

S∗(
n∏

i=1

Xi,�Ei)
Q

Gi = 0,

where � denotes the external product of vector bundles.
(ii) Let Hi < Gi be Nash subgroups. Suppose that S∗(Xi, Ei)

Hi = S∗(Xi, Ei)
Gi

for all i. Then

S∗(
∏

Xi,�Ei)
Q

Hi = S∗(
∏

Xi,�Ei)
Q

Gi ,

The proof is trivial and the same as the proof of Proposition 3.1.5 in [AGS].

Theorem 2.2.8 (Frobenius reciprocity). Let a unimodular Nash group G act tran-
sitively on a Nash manifold Z. Let ϕ : X → Z be a G-equivariant Nash map.
Let z ∈ Z. Suppose that its stabilizer Gz is unimodular. Note that this implies
that there exists a G-invariant measure on Z. Fix such a measure. Let Xz be the
fiber of z. Let χ be a character of G. Then S∗(X)G,χ is canonically isomorphic to
S∗(Xz)

Gz,χ.

Moreover, for any G-equivariant bundle E on X, the space S∗(X,E)G,χ is
canonically isomorphic to S∗(Xz, E|Xz )Gz,χ.

For proof see [AG2], Theorem 2.5.7.
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2.2.4. Fourier transform.
From now till the end of the paper we fix an additive character κ of F given by
κ(x) := e2πiRe(x).

Notation 2.2.9. Let V be a vector space over F . Let B be a non-degenerate bilinear
form on V . Then B defines Fourier transform with respect to the self-dual Haar
measure on V . We denote it by FB : S∗(V ) → S∗(V ).

For any Nash manifold M we also denote by FB : S∗(M ×V ) → S∗(M ×V )
the fiberwise Fourier transform.

If there is no ambiguity, we will write FV instead FB.

We will use the following trivial observation.

Lemma 2.2.10. Let V be a finite dimensional vector space over F . Let a Nash group
G act linearly on V . Let B be a G-invariant non-degenerate symmetric bilinear
form on V . Let M be a Nash manifold with an action of G. Let ξ ∈ S∗(V (F )×M)
be a G-invariant distribution. Then FB(ξ) is also G-invariant.

2.2.5. Homogeneity Theorem.

Notation 2.2.11. Let V be a vector space over F . Consider the homothety action
of F× on V by ρ(λ)v := λ−1v. It gives rise to an action ρ of F× on S∗(V ).

Also, for any λ ∈ F we denote |λ|F := |λ|dimRF .

Notation 2.2.12. Let V be a vector space over F . Let B be a non-degenerate sym-
metric bilinear form on V . We denote

Z(B) := {x ∈ V (F )|B(x, x) = 0}.
Theorem 2.2.13 (Homogeneity Theorem). Let V be a vector space over F . Let B
be a non-degenerate symmetric bilinear form on V . Let M be a Nash manifold.
Let L ⊂ S∗V (F )×M (Z(B) ×M) be a non-zero subspace such that ∀ξ ∈ L we have

FB(ξ) ∈ L and Bξ ∈ L (here B is interpreted as a quadratic form).
Then there exist a non-zero distribution ξ ∈ L and a unitary character

u of F× such that either ρ(λ)ξ = |λ|
dimV

2

F u(λ)ξ for any λ ∈ F× or ρ(λ)ξ =

|λ|
dimV

2 +1

F u(λ)ξ for any λ ∈ F×.

For proof see [AG2], Theorem 5.1.7.

2.2.6. Harish-Chandra descent.

Definition 2.2.14. Let an algebraic group G act on an algebraic variety X. We say
that an element x ∈ X(F ) is G-semisimple if its orbit G(F )x is closed.

Theorem 2.2.15 (Generalized Harish-Chandra descent). Let a reductive group G
act on smooth affine varieties X and Y . Let χ be a character of G(F ). Suppose
that for any G-semisimple x ∈ X(F ) we have

S∗((NX
Gx,x × Y )(F ))G(F )x,χ = 0.

Then S∗(X(F )× Y (F ))G(F )x,χ = 0.
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For proof see [AG2], Theorem 3.1.6.

2.3. D-modules and singular support

In this paper we will use the algebraic theory of D-modules. We will now sum-
marize the facts that we need and give more details in Appendix B. For a good
introduction to the algebraic theory of D-modules we refer the reader to [Ber] and
[Bor].

More specifically, we will use the notion of singular support of a distribution.
For those who are not familiar with the theory of D-modules, Corollary 2.3.7 and
the facts that are listed after it are the only properties of singular support that we
use.

In this subsection F = R.

Definition 2.3.1. Let X be a smooth algebraic variety. Let ξ ∈ S∗(X(R)). Consider
the DX-submodule Mξ of S∗(X(R)) generated by ξ. We define the singular support
of ξ to be the singular support of Mξ. We denote it by SS(ξ).

Remark 2.3.2. A similar, but not equivalent notion is sometimes called in the
literature a ’wave front of ξ’ .

Notation 2.3.3. Let (V,B) be a quadratic space. Let X be a smooth algebraic vari-
ety. Consider B as a map B : V → V ∗. Identify T ∗(X × V ) with T ∗X × V × V ∗.
We define FV : T ∗(X × V ) → T ∗(X × V ) by FV (α, v, φ) := (α,−B−1φ,Bv).
Definition 2.3.4. Let M be a smooth algebraic variety and ω be a symplectic form
on it. Let Z ⊂ M be an algebraic subvariety. We call it M -coisotropic if one of
the following equivalent conditions holds.
(i) The ideal sheaf of regular functions that vanish on Z is closed under Poisson
bracket.
(ii) At every smooth point z ∈ Z we have TzZ ⊃ (TzZ)

⊥. Here, (TzZ)⊥ denotes
the orthogonal complement to (TzZ) in (TzM) with respect to ω.
(iii) For a generic smooth point z ∈ Z we have TzZ ⊃ (TzZ)

⊥.
If there is no ambiguity, we will call Z a coisotropic variety.

Note that every non-empty M -coisotropic variety is of dimension at least
1
2dimM .

Notation 2.3.5. For a smooth algebraic variety X we always consider the stan-
dard symplectic form on T ∗X. Also, we denote by pX : T ∗X → X the standard
projection.

The following theorem is crucial in this paper.

Theorem 2.3.6. [Integrability Theorem] Let X be a smooth algebraic variety. Let
M be a finitely generated DX-module. Then SS(M) is a T ∗X-coisotropic variety.

This is a special case of Theorem I in [Gab]. For similar versions see also
[KKS, Mal].
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Corollary 2.3.7. Let X be a smooth algebraic variety. Let ξ ∈ S∗(X(R)). Then
SS(ξ) is coisotropic.

We will also use the following well-known facts from the theory of D-modules.
Let X be a smooth algebraic variety.

Fact 2.3.8. Let ξ ∈ S∗(X(R)). Then Supp(ξ)Zar = pX(SS(ξ))(R), where Supp(ξ)Zar

denotes the Zariski closure of Supp(ξ).

Fact 2.3.9.
Let an algebraic group G act on X. Let g denote the Lie algebra of G. Let ξ ∈
S∗(X(R))G(R). Then

SS(ξ) ⊂ {(x, φ) ∈ T ∗X | ∀α ∈ gφ(α(x)) = 0}.

Fact 2.3.10. Let (V,B) be a quadratic space. Let Z ⊂ X×V be a closed subvariety,
invariant with respect to homotheties in V . Suppose that Supp(ξ) ⊂ Z(R). Then

SS(FV (ξ)) ⊂ FV (p
−1
X×V (Z)).

For proofs of those facts see Appendix B.

2.4. Specific notation

The following notations will be used in the body of the paper.

• Let V := Vn be the standard n-dimensional linear space defined over F .
• Let sl(V ) denote the Lie algebra of operators with zero trace.
• Denote X := Xn := sl(Vn)× Vn × V ∗n
• G := Gn := GL(Vn)
• g := gn := Lie(Gn) = gl(Vn)

• G̃ := G̃n := Gn o {1, σ}, where the action of the 2-element group {1, σ} on

G is given by the involution g 7→ gt
−1

.

• We define a character χ of G̃ by χ(G) = {1} and χ(G̃−G) = {−1}.
• Let Gn act on Gn+1, gn+1 and on sl(Vn) by g(A) := gAg−1.
• Let G act on V × V ∗ by g(v, φ) := (gv, (g∗)−1φ). This gives rise to an action
of G on X.

• Extend the actions of G to actions of G̃ by σ(A) := At and σ(v, φ) := (φt, vt).
• We consider the standard scalar products on sl(V ) and V × V ∗. They give

rise to a scalar product on X.
• We identify the cotangent bundle T ∗X with X × X using the above scalar

product.
• Let N := Nn ⊂ sl(Vn) denote the cone of nilpotent operators.
• C := (V × 0) ∪ (0× V ∗) ⊂ V × V ∗.
• Č := (V × 0× V × 0) ∪ (0× V ∗ × 0× V ∗) ⊂ V × V ∗ × V × V ∗.
• ČX×X := (sl(V )×V ×0× sl(V )×V ×0)∪ (sl(V )×0×V ∗× sl(V )×0×V ∗) ⊂
X ×X.

• S := {(A, v, φ) ∈ Xn|An = 0 and φ(Aiv) = 0 for any 0 ≤ i ≤ n}.
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•
Š := {((A1, v1, φ1), (A2, v2, φ2)) ∈ X ×X | ∀i, j ∈ {1, 2}

(Ai, vj , φj) ∈ S and ∀α ∈ gl(V ), α(A1, v1, φ1)⊥(A2, v2, φ2)}
.

• Note that

Š = {((A1, v1, φ1), (A2, v2, φ2)) ∈ X ×X | ∀i, j ∈ {1, 2}
(Ai, vj , φj) ∈ S and [A1, A2] + v1 ⊗ φ2 − v2 ⊗ φ1 = 0}.

• Š′ := Š − ČX×X .
• Γ := {(v, φ) ∈ V × V ∗ |φ(V ) = 0}.
• For any λ ∈ F we define νλ : X → X by νλ(A, v, φ) := (A + λv ⊗ φ −
λ 〈φ,v〉n Id, v, φ).

• It defines ν̌λ : X ×X → X ×X. It is given by

ν̌λ((A1, v1, φ1), (A2, v2, φ2)) =

= ((A1 + λv1 ⊗ φ1 − λ
〈φ1, v1〉
n

Id, v1, φ1), (A2, v2 − λA2v1, φ2 − λA∗2φ1)).

3. Harish-Chandra descent

3.1. Linearization

In this subsection we reduce Theorem A to the following one

Theorem 3.1.1. S∗(X(F ))
eG(F ),χ = 0.

We will divide this reduction to several propositions.

Proposition 3.1.2. If D(Gn+1(F ))
eGn(F ),χ = 0 then Theorem A holds.

The proof is straightforward.

Proposition 3.1.3. If S∗(Gn+1(F ))
eGn(F ),χ = 0 then D(Gn+1(F ))

eGn(F ),χ = 0.

Follows from Theorem 2.2.5.

Proposition 3.1.4. If S∗(gn+1(F ))
eGn(F ),χ = 0 then S∗(Gn+1(F ))

eGn(F ),χ = 0.

Proof. Let ξ ∈ S∗(Gn+1(F ))
eGn(F ),χ. We have to prove ξ = 0. Assume the

contrary. Take p ∈ Supp(ξ). Let t = det(p). Let f ∈ S(F ) be such that f
vanishes in a neighborhood of 0 and f(t) 6= 0. Consider the determinant map
det : Gn+1(F ) → F . Consider ξ′ := (f ◦ det) · ξ. It is easy to check that

ξ′ ∈ S∗(Gn+1(F ))
eGn(F ),χ and p ∈ Supp(ξ′). However, we can extend ξ′ by

zero to ξ′′ ∈ S∗(gn+1(F ))
eGn(F ),χ, which is zero by the assumption. Hence ξ′

is also zero. Contradiction. �
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Proposition 3.1.5. If S∗(Xn(F ))
eGn(F ),χ = 0 then S∗(gn+1(F ))

eGn(F ),χ = 0.

Proof. The G̃n(F )-space gln+1(F ) is isomorphic toXn(F )×F×F with trivial
action on F × F . This isomorphism is given by(

An×n vn×1
φ1×n λ

)
7→ ((A− TrA

n
Id, v, φ), λ,TrA).

�
3.2. Harish-Chandra descent

Now we start to prove Theorem 3.1.1. The proof is by induction on n. Till
the end of the paper we will assume that Theorem 3.1.1 holds for all k < n
for both archimedean local fields.

The theorem obviously holds for n = 0. Thus from now on we assume
n ≥ 1. The goal of this subsection is to prove the following theorem.

Proposition 3.2.1. S∗(X(F )− S(F ))
eG(F ),χ = 0.

In fact, one can prove this theorem directly using Theorem 2.2.15. How-
ever, this will require long computations. Thus, we will divide the proof to
several steps and use some tricks to avoid part of those computations.

Proposition 3.2.2. S∗(X(F )− (N × V × V ∗)(F )) eG(F ),χ = 0.

Proof. By Theorem 2.2.15 it is enough to prove that for any semi-simple
A ∈ sl(V ) we have

S∗((N sl(V )
GA,A × (V × V ∗))(F ))

eG(F )A,χ = 0.

Now note that G̃(F )A ∼=
∏
G̃ni(Fi) where ni < n and Fi are some field

extensions of F . Note also that

(N
sl(V )
GA,A × V × V ∗)(F ) ∼= sl(V )A × (V × V ∗)(F ) ∼=

∏
Xni(Fi)×Z(sl(V )A)(F ),

where Z(sl(V )A) is the center of sl(V )A. Clearly, G̃A acts trivially on Z(sl(V )A).
Now by Proposition 2.2.7 the induction hypothesis implies that

S∗(
∏

Xni(Fi)×Z(sl(V )A)(F ))
Q eGni (Fi),χ = 0.

�
In the same way we obtain the following proposition.

Proposition 3.2.3. S∗(X(F )− (sl(V )× Γ)(F ))
eG(F ),χ = 0.

Corollary 3.2.4. S∗(X(F )− (N × Γ)(F ))
eG(F ),χ = 0.

Lemma 3.2.5. Let A ∈ sl(V ), v ∈ V and φ ∈ V ∗. Suppose A + λv ⊗ φ is
nilpotent for all λ ∈ F . Then φ(Aiv) = 0 for any i ≥ 0.

Proof. Since A + λv ⊗ φ is nilpotent, we have tr(A + λv ⊗ φ)k = 0 for any
k ≥ 0 and λ ∈ F . By induction on i this implies that φ(Aiv) = 0. �
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Proof of Theorem 3.2.1. By the previous lemma,
⋂

λ∈F νλ(N×Γ) ⊂ S. Hence⋃
λ∈F νλ(X −N × Γ) ⊃ X − S.

By Corollary 3.2.4 S∗(X(F ) − (N × Γ)(F ))
eG(F ),χ = 0. Note that νλ

commutes with the action of G̃(F ). Thus S∗(νλ(X(F )−(N×Γ)(F )))
eG(F ),χ =

0 and hence S∗(X(F )− S(F ))
eG(F ),χ = 0. �

4. Reduction to the geometric statement

In this section coisotropic variety means X ×X-coisotropic variety.
The goal of this section is to reduce Theorem 3.1.1 to the following

statement, which is purely geometric and involves no distributions.

Theorem 4.0.1 (geometric statement). For any coisotropic subvariety of T ⊂
Š we have T ⊂ ČX×X .

Till the end of this section we will assume the geometric statement.

Proposition 4.0.2. Let ξ ∈ S∗(X(F ))
eG(F ),χ = 0. Then Supp(ξ) ⊂ (sl(V ) ×

C)(F ).

Proof for the case F = R.
Step 1. SS(ξ) ⊂ Š.

We know that

Supp(ξ),Supp(F−1sl(V )ξ),Supp(F−1V×V ∗(ξ)),Supp(F−1X (ξ)) ⊂ S(F ).

By Fact 2.3.10 this implies that

SS(ξ) ⊂ (S ×X) ∩ Fsl(V )(S ×X) ∩ FV×V ∗(S ×X) ∩ FX(S ×X).

On the other hand, ξ is G(F )-invariant and hence by Fact 2.3.9

SS(ξ) ⊂ {((x1, x2) ∈ X ×X | ∀g ∈ g, g(x1)⊥x2}.
Thus SS(ξ) ⊂ Š.

Step 2. SS(ξ) ⊂ ČX×X .
By Corollary 2.3.6, SS(ξ) is X ×X-coisotropic and hence by the geometric
statement SS(ξ) ⊂ ČX×X .

Step 3. Supp(ξ) ⊂ (sl(V )× C)(F ).
Follows from the previous step by Fact 2.3.8. �

The case F = C is proven in the same way using the following corollary
of the geometric statement.

Proposition 4.0.3. Any (X × X)C-coisotropic subvariety of ŠC is contained
in (ČX×X)C.

Now it is left to prove the following proposition.
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Proposition 4.0.4. Let ξ ∈ S∗(X(F ))
eG(F ),χ be such that

Supp(ξ),Supp(FV×V ∗(ξ)) ⊂ (sl(V )× C)(F ).

Then ξ = 0.

4.1. Proof of proposition 4.0.4

Proposition 4.0.4 follows from the following lemma.

Lemma 4.1.1. Let F× act on V × V ∗ by λ(v, φ) := (λv, φλ ). Let ξ ∈ S∗((V ×
V ∗)(F ))F

×
be such that

Supp(ξ),Supp(FV×V ∗(ξ)) ⊂ C(F ).

Then ξ = 0.

By Homogeneity Theorem (Theorem 2.2.13) it is enough to prove the
following lemma.

Lemma 4.1.2. Let µ be a character of F× given by | · |nFu or | · |n+1
F u where

u is some unitary character. Let F× × F× act on V × V ∗ by (x, y)(v, φ) =

( yxv,
1
xyφ). Then S∗(V×V ∗)(F )(C(F ))

F××F×,µ×1 = 0.

By Proposition 2.2.6 this lemma follows from the following one.

Lemma 4.1.3. For any k ≥ 0 we have

(i) S∗(((V − 0)× 0)(F ), Symk(CNV×V ∗

(V−0)×0(F )))
F××F×,µ×1 = 0.

(ii) S∗((0× (V ∗ − 0))(F ), Symk(CNV×V ∗

0×(V ∗−0)(F )))
F××F×,µ×1 = 0.

(iii) S∗(0, Symk(CNV×V ∗

0 (F )))F
××F×,µ×1 = 0.

Proof.
(i) Cover V − 0 by standard affine open sets Vi := {xi 6= 0}. It is enough to

show that S∗((Vi × 0)(F ), Symk(CNV×V ∗

(Vi×0)(F )(F )))
F××F×,µ×1 = 0.

Note that Vi is isomorphic as an F× × F×-manifold to Fn−1 × F×

with the action given by (x, y)(v, α) = (v, yxα). Note also that the bundle

Symk(CNV×V ∗

(Vi×0)(F )(F )) is a constant bundle with fiber Symk(V ).

Hence by Proposition 2.2.7 it is enough to show that S∗(F×, Symk(V ))F
××F×,µ×1 =

0. Let H := (F××F×)1 = {(t, t) ∈ F××F×}. Now by Frobenius reciprocity
(Theorem 2.2.8) it is enough to show that (Symk(V ∗(F ))⊗R C)H,µ×1|H = 0.
This is clear since (t, t) acts on (Symk(V ∗(F )) by multiplication by t−2k.
(ii) is proven in the same way.

(iii) is equivalent to the statement ((Symk(V ×V ∗)(F ))⊗RC)F
××F×,µ×1 = 0.

This is clear since (t, 1) acts on Symk(V × V ∗)(F ) by multiplication by
t−k. �
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5. Proof of the geometric statement

5.1. Preliminaries on coisotropic subvarieties

Proposition 5.1.1. LetM be a smooth algebraic variety with a symplectic form
on it. Let R ⊂ M be an algebraic subvariety. Then there exists a maximal
M -coisotropic subvariety of R i.e. an M -coisotropic subvariety T ⊂ M that
includes all M -coisotropic subvarieties of R.

Proof. Let T ′ be the union of all smooth M -coisotropic subvarieties of R.
Let T be the Zariski closure of T ′ in R. Clearly, T includes all M -coisotropic
subvarieties of R. Let U denote the set of regular points of T . Clearly U ∩T ′
is dense in U . On the other hand, for any x ∈ U ∩T ′, the tangent space to T
at x is coisotropic. Hence T is coisotropic. �

Remark 5.1.2. Suppose M is affine. Then T can be computed explicitly in the
following way. Let I be the ideal of regular functions that vanish on R. We can
iteratively close it with respect to Poisson brackets and taking radical. Since
O(M) is Noetherian, this process will stabilize. Let J denote the obtained
closure and Z(J) denote the zero set of J . Then T = Z(J) ∩R.

The following lemma is trivial.

Lemma 5.1.3. LetM be a smooth algebraic variety and ω be a symplectic form
on it. Let a group G act on M preserving ω. Let S be a G -invariant subva-
riety. Then the maximal M -coisotropic subvariety of S is also G-invariant.

Definition 5.1.4. Let Y be a smooth algebraic variety. Let Z ⊂ Y be a smooth
subvariety and R ⊂ T ∗Y be any subvariety. We define the restriction R|Z ⊂
T ∗Z of R to Z in the following way. Let R′ = p−1Y (Z)∩R. Let q : p−1Y (Z) →
T ∗Z be the projection. We define R|Z := q(R′).

Lemma 5.1.5. Let Y be a smooth algebraic variety. Let Z ⊂ Y be a smooth
subvariety and R ⊂ T ∗Y be a coisotropic subvariety. Assume that any smooth
point z ∈ p−1Y (Z) ∩ R is also a smooth point of R and we have Tz(p

−1
Y (Z) ∩

R) = Tz(p
−1
Y (Z)) ∩ TzR.

Then R|Z is T ∗Z coisotropic.

In the proof we will use the following straightforward lemma.

Lemma 5.1.6. Let W be a linear space. Let L ⊂ W be a linear subspace and
R ⊂W ⊕W ∗ be a coisotropic subspace. Then R|L is L⊕ L∗ coisotropic.

Proof of lemma 5.1.5. Without loss of generality we assume that R is irre-
ducible. Let R′ = p−1Y (Z)∩R. Without loss of generality we assume that R′ is
irreducible. Let R′′ be the set of smooth points of R′. Let q : p−1Y (Z) → T ∗Z
be the projection. Let R′′′ be the set of smooth points in q(R′′). Clearly R′′′

is dense in R|Z . Hence it is enough to prove that for any x ∈ R′′′ the space
Tx(R|Z) is coisotropic. Let y ∈ R′′ s.t. x = q(y). Denote W := TpY (y)Y . Let
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Q := TyR ⊂W ⊕W ∗. Let L := TpY (y)Z. By the assumption Tx(R|Z) ⊃ Q|L.
By the lemma, Q|L is coisotropic and hence Tx(R|Z) is also coisotropic. �

Corollary 5.1.7. Let Y be a smooth algebraic variety. Let an algebraic group
H act on Y . Let q : Y → B be an H-equivariant morphism. Let O ⊂ B be
an orbit. Consider the natural action of G on T ∗Y and let R ⊂ T ∗Y be an
H-invariant subvariety. Suppose that pY (R) ⊂ q−1(O). Let x ∈ O. Denote
Yx := q−1(x). Then

– if R is T ∗Y -coisotropic then R|Yx is T ∗(Yx)-coisotropic.

Corollary 5.1.8. In the notation of the previous corollary, if R|Yx has no (non-
empty) T ∗(Yx)-coisotropic subvarieties then R has no (non-empty) T ∗(Y )-
coisotropic subvarieties.

Note that the converse statement does not hold in general.

5.2. Reduction to the Key Proposition

In this subsection coisotropic variety means X ×X-coisotropic variety.
We will use the following notation.

Notation 5.2.1.
(i) For any nilpotent operator A ∈ sl(V ) we denote

QA := {(v, φ) ∈ V × V ∗ | v ⊗ φ ∈ [A, g]} = {(v, φ) ∈ V × V ∗ | (v ⊗ φ)⊥gA}.
(ii) Denote by T the maximal coisotropic subvariety of Š′.
(iii) For any two nilpotent orbits O1, O2 ⊂ N denote

U(O1, O2) := {(A1, v1, φ1, A2, v2, φ2) ∈ X ×X| ∀i, j ∈ {1, 2}
Ai ∈ Oi, (vj , φj) ∈ QAi , [A1, A2] + v1 ⊗ φ2 − v2 ⊗ φ1 = 0, (v1, φ1, v2, φ2) /∈ Č}.

The geometric statement is equivalent to the following theorem

Theorem 5.2.2. T = ∅.
The goal of this subsection is to reduce the geometric statement to the

following Key Proposition.

Proposition 5.2.3 (Key Proposition). For any two nilpotent orbits O1, O2

there are no (non-empty) coisotropic subvarieties in U(O1, O2).

The reduction will be in the spirit of the beginning of section 3 in
[AGRS].

Notation 5.2.4. Let

N i = {(A1, A2) ∈ N ×N|dimG(A1) + dimG(A2) ≤ i}.

N̂ i := {(A1, v1, φ1, A2, v2, φ2) ∈ Š′|(A1, A2) ∈ N i}.
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We will prove by descending induction that T ⊂ N̂ i. From now on we
fix i, suppose that this holds for i and prove that holds for i−1. Let S denote
the subgroup of automorphisms of X×X generated by ν̌λ, Fsl(V ) and FV×V ∗ .

Denote Ñ i :=
⋂

ν∈S ν(N̂ i). We know that T ⊂ N̂ i, and hence T ⊂ Ñ i.

Let U i := Ñ i−N̂ i−1. It is enough to show that U i does not have (non-empty)
coisotropic subvarieties.

Notation 5.2.5. Let O1, O2 be nilpotent orbits such that dimO1+dimO2 = i.
Denote U ′(O1, O2) := {(A1, v1, φ1, A2, v2, φ2) ∈ U i|A1 ∈ O1, A2 ∈ O2}.

Since the sets U ′(O1, O2) form an open cover of U i, it is enough to show
that each U ′(O1, O2) does not have (non-empty) coisotropic subvarieties. This
fact clearly follows from the Key Proposition using the following easy lemma.

Lemma 5.2.6. U ′(O1, O2) ⊂ U(O1, O2).

5.3. Reduction to the Key Lemma

We will use the following notation

Notation 5.3.1.

RA := {(v1, φ1, v2, φ2) ∈ QA ×QA − Č |
∃B ∈ [A, g] ∩N such that [A,B] + v1 ⊗ φ2 − v2 ⊗ φ1 = 0}.

The goal of this subsection is to reduce the Key Proposition to the
following Key Lemma.

Lemma 5.3.2 (Key Lemma). RA does not have (non-empty) V ×V ∗×V ×V ∗-
coisotropic subvarieties.

Notation 5.3.3. Denote

U ′′(O1, O2) := {(A1, v1, φ1, A2, v2, φ2) ∈ U(O1, O2)|gA1
⊥gA2

}.
Lemma 5.3.4. Any X×X-coisotropic subvariety of U(O1, O2) lies in U

′′(O1, O2).

Proof. Denote M := O1×V ×V ∗×O2×V ×V ∗. Note that U(O1, O2) ⊂M .
Note that any coisotropic subvariety ofM is contained inM ′ := {(A1, v1, φ1, A2, v2, φ2) ∈
M | gA1

⊥gA2
}. Hence any coisotropic subvariety of U(O1, O2) is contained in

U(O1, O2) ∩M ′. �
The following straightforward lemma together with Corollary 5.1.8 fin-

ish the reduction.

Lemma 5.3.5. U ′′(O1, O2)|A×V×V ∗ ⊂ RA.

5.4. Proof of the Key Lemma

We will first give a short description of the proof for the case when A is one
Jordan block. Then we will present the proof in the general case.

During the whole subsection coisotropic variety means V ×V ∗×V ×V ∗-
coisotropic variety.
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5.4.1. Proof in the case when A is one Jordan block.
In this case QA =

⋃n
i=0(KerA

i)× (Ker(A∗)n−i). Hence

QA ×QA =
n⋃

i,j=0

(KerAi)× (Ker(A∗)n−i)× (KerAj)× (Ker(A∗)n−j).

Denote Lij := (KerAi)× (Ker(A∗)n−i)× (KerAj)× (Ker(A∗)n−j).
It is easy to see that any coisotropic subvariety of QA×QA is contained

in
⋃n

i=0 Lii. Hence it is enough to show that for any i, dimRA ∩ Lii < 2n.
For i = 0, n it is clear since RA ∩ Lii is empty. So we will assume 0 < i < n.

Let f ∈ O(Lii) be the polynomial defined by f(v1, φ1, v2, φ2) := (v1)i(φ2)i+1−
(v2)i(φ1)i+1, where (·)i means the i-th coordinate. It is enough to show that
f(RA ∩ Lii) = {0}.

Let (v1, φ1, v2, φ2) ∈ Lii. Let M := v1 ⊗ φ2 − v2 ⊗ φ1. Clearly, M is of
the form

M =

(
0i×i ∗

0(n−i)×i 0(n−i)×(n−i)

)
.

Note also that Mi,i+1 = f(v1, φ1, v2, φ2).
It is easy to see that any B satisfying [A,B] =M is upper triangular. On

the other hand, we know that there exists a nilpotent B satisfying [A,B] =
M . Hence this B is upper nilpotent, which implies Mi,i+1 = 0 and hence
f(v1, φ1, v2, φ2) = 0.

5.4.2. Notation on filtrations.

Notation 5.4.1.
(i) Let L be a vector space with a gradation GiL. It defines a filtration G≥iL
by G≥iL :=

⊕
j≥iG

jL .

(ii) Let L be a vector space with a descending filtration F≥i. We define
F>iL :=

⋃
j>i F

≥jL.

Notation 5.4.2. Let L and M be vector spaces with descending filtrations
F≥iL and F≥iM .

Define filtrations F≥i(L⊗M) :=
∑

k+l=i F
≥kL⊗F≥lM and F≥i(L∗) :=

(F>−iL)⊥.
Similarly for gradations GiL and GiM we define gradations Gi(L ⊕

M) :=
⊕

k+l=iG
kL⊗GlM and Gi(L∗) := (

⊕
j 6=−iG

jL)⊥.

We fix a standard basis {E,H,F} of sl2.

Notation 5.4.3. Let L be a representation of sl2. We define

– A gradation Wα(L) := Ker(H − αId) and
– An ascending filtration Ki(L) := Ker(Ei).

Note that if L is an irreducible representation thenKi(L) =W≥dimL+1−2i(L).
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5.4.3. Proof of the Key Lemma.
We will cover RA by linear spaces and show that every one of them does not
include coisotropic subvarieties of RA.

Fix a morphism of Lie algebras ψ : sl2 → sl(V ) such that ψ(E) = A.

Decompose V to irreducible representations of sl2: V =
⊕k

i=1 Vi such that
dimVi ≥ dimVi+1.

Notation 5.4.4. Denote Di := dimVi. Let D denote the multiindex D :=
(D1, ..., Dk).

For any multiindex I = (I1, ..., Ik) such that 0 ≤ Il ≤ Dl, I 6= 0 and
I 6= D we define

– LI :=W≥D1+1−2I1(V1)⊕...⊕W≥Dk+1−2Ik(Vk) = KI1(V1)⊕...⊕KIk(Vk)
– L′I := W≥D1+1−2I1(V ∗1 ) ⊕ ... ⊕ W≥Dk+1−2Ik(V ∗k ) = KI1(V

∗
1 ) ⊕ ... ⊕

KIk(V
∗
k )

– LIJ := LI × L′D−I × LJ × L′D−J
The following two lemmas are straightforward

Lemma 5.4.5.
RA ⊂

⋃

I,J

LIJ

Lemma 5.4.6. LIJ is not coisotropic if I 6= J .

Hence it is enough to prove the following proposition.

Proposition 5.4.7. dimLII ∩RA < 2n.

From here on we fix I and suppose that the proposition does not hold
for this I. Our aim now is to get a contradiction. Note that if Proposition
5.4.7 holds for I then it holds for D− I. Hence without loss of generality we
can (and will) assume Ik < Dk.

Lemma 5.4.8. For any m < l we have Dm −Dl ≥ Im − Il ≥ 0.

Before we prove this lemma we introduce some notation.
We fix a Jordan basis of A in each Vi.

Notation 5.4.9. For any v ∈ V, φ ∈ V ∗, X ∈ V ⊗ V ∗ we define vl to be the
l-th component of v with respect to the decomposition V = ⊕Vl and vlα to be
its α coordinate.

Similarly we define φl, φlα, X
lm, X lm

α,β

Proof of lemma 5.4.8. It is enough to prove that for any l,m we have Il +
(Dm − Im) ≤ max(Dl, Dm). Assume that the contrary holds for some l,m.
It is enough to show that in this case dim(QA ∩ (LI ×L′D−I)) < n. Consider

the function g ∈ O(LI ×L′D−I) defined by g(v, φ) = φmIm+1 · vlIl . It is enough
to show that g(QA ∩ (LI × LD−I)) = {0}.

Let B ∈ Vm ⊗ V ∗l be defined by Bα,β = δα−β,Im−Il+1. Consider B
as an element of g. Note that B ∈ gA and 〈B, v ⊗ φ〉 = g(v, φ) for any
(v, φ) ∈ LI × L′D−I . Hence g(QA ∩ (LI × LD−I)) = {0}. �
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Corollary 5.4.10.
(i) If Im = 0 then Il = 0 for any l > m.
(ii) If Im = Dm then Il = Dl for any l > m.

Corollary 5.4.11. D1 > I1 > 0.

Notation 5.4.12. Let k′ be the maximal index such that Dk′ > Ik′ > 0.

Notation 5.4.13. Define fl ∈ O(V × V ∗ × V × V ∗) by

fl(v1, φ1, v2, φ2) := (v1)
l
Il
(φ2)

l
Il+1 − (v2)

l
Il
(φ1)

l
Il+1.

Define also f :=
∑k′

l=1
Dl−Il
Dl

fl.

Now it is enough to prove the following proposition.

Proposition 5.4.14.

f(RA ∩ LII) = {0}.

We will need several notations and straightforward lemmas.

Lemma 5.4.15. For any α ≤ |Dm − Dl| we have W≥α(Vl ⊗ V ∗m) = {X ∈
Vl ⊗ V ∗m|E(X) ∈W≥α+2(Vl ⊗ V ∗m)}.

Definition 5.4.16. Define gradation W i
I on Vl byW

i
I (Vl) =W i+(Dl+l−2Il)(Vl).

It gives rise to gradations W i
I on V ∗l , Vm ⊗ V ∗l , V, V

∗.

Lemma 5.4.17.
(i) If i is odd then W i

I = 0.

(ii) W≥0I (V ) = LI .

(iii) W≥2I (V ∗) = L′D−I .

Definition 5.4.18. Let A be the algebra W≥0I (V ⊗ V ∗) and I be its ideal

W>0
I (V ⊗ V ∗) = W≥2I (V ⊗ V ∗). Clearly A/I ∼=

∏
End(W i

I (V )). This gives
rise to a homomorphism ε : A → End(W 0

I (V )).

Lemma 5.4.19.
(i) A =

⊕
1≤l,m≤kW

≥Dl−Dm−2(Il−Im)(Vl ⊗ V ∗m).

(ii) I :=
⊕

1≤l,m≤kW
≥Dl−Dm−2(Il−Im)+2(Vl ⊗ V ∗m).

(iii) dim(W 0
I (V )) = k′

(iv) Consider the basis on W 0
I (V ) corresponding to the one on V and identify

End(W 0
I (V )) with gl(k′). Then

ε(X)lm := X lm
Il,Im

.

Corollary 5.4.20. A = {X ∈ End(V )|[A,X] ∈ I}.

Proof. Follows from the previous lemma using Lemma 5.4.15. �
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Proof of Proposition 5.4.14. Let (v1, φ1, v2, φ2) ∈ LII ∩ RA. Let M := v1 ⊗
φ2 − v2 ⊗ φ1. We know that there exists a nilpotent matrix B ∈ [A, gl(V )]
such that [A,B] = M . By Corollary 5.4.20 B ∈ A. Denote ∆ := ε(B).
Fix 1 ≤ l ≤ k′. Denote al := M ll

Il,Il+1. Note that [Al, B
ll] = M ll. Hence

B11
ll = ... = BIl,Il

ll = ∆ll = BIl+1,Il+1
ll − al = ... = BDl,Dl

ll − al. Since

B ∈ [A,End(V )] we have tr(Bll) = 0. Thus ∆ll =
Dl−Il
Dl

al.

SinceB is nilpotent ∆ is nilpotent. Hence tr(∆) = 0 and thus
∑k′

l=1
Dl−Il
Dl

al =

0 which means f(v1, φ1, v2, φ2) = 0. �

Appendix A. Theorem A implies Theorem B

This appendix is analogous to section 1 in [AGRS]. There, the classical theory
of Gelfand and Kazhdan (see [GK]) is used. Here we use an archimedean ana-
log of this theory which is described in [AGS], section 2. We work in the nota-
tions of [AGS]. In particular, what we call a smooth Fréchet representation is
sometimes called in the literature smooth Fréchet representation of moderate
growth (see e.g. [Wal]).

We will also use the theory of nuclear Fréchet spaces. For a good brief
survey on this theory we refer the reader to [CHM], Appendix A.

Notation A.0.1.
(i) For a smooth Fréchet representation π of a real reductive group we denote
by π̃ the smooth dual of π.
(ii) For a representation π of GLn(F ) we let π̂ be the representation of

GLn(F ) defined by π̂ = π ◦θ, where θ is the (Cartan) involution θ(g) = g−1
t
.

We will use the following theorem.

Theorem A.0.2 (Casselman - Wallach globalization). Let G be a real reductive
group. There is a canonical equivalence of categories between the category of
admissible smooth Fréchet representations of G and the category of admissi-
ble (g,K)- modules.

See e.g. [Wal], chapter 11.
We will also use the embedding theorem of Casselman.

Theorem A.0.3. Any irreducible (g,K)-module can be imbedded into a (g,K)-
module of principal series.

Those two theorems have the following corollary.

Corollary A.0.4. The underlying topological vector space of any admissible
smooth Fréchet representation is a nuclear Fréchet space.

Definition A.0.5. Let G and H be real reductive groups. Let (π,E) and (τ,W )
be admissible smooth Fréchet representations of G and H respectively. We
define π ⊗ τ to be the natural representation of G×H on the space E⊗̂W .
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Proposition A.0.6. Let G and H be real reductive groups. Let π and τ be
irreducible admissible Harish-Chandra modules of G and H respectively. Then
π ⊗ τ is irreducible Harish-Chandra module of G×H.

This proposition is well known. For the benefit of the reader we include
its proof in subsection A.1. An analogous proposition in the non-Archimedean
case appears in [BZ, subsection 2.16], and the proof we give here is along the
same lines.

Corollary A.0.7. Let G and H be real reductive groups. Let π and τ be irre-
ducible admissible smooth Fréchet representations of G and H respectively.
Then π ⊗ τ is an irreducible representation of G×H.

Lemma A.0.8. Let G and H be real reductive groups. Let (π,E) and (τ,W )
be admissible smooth Fréchet representations of G and H respectively. Then
HomC(π, τ) is canonically embedded to HomC(π ⊗ τ̃ ,C).

Proof. For a nuclear Fréchet space V we denote by V ′ its dual space equipped
with the strong topology. Let W̃ denote the underlying space of τ̃ . By the
theory of nuclear Fréchet spaces, we know HomC(E,W ) ∼= E′⊗̂W and

HomC(E⊗̂W̃ ,C) ∼= E′⊗̂W̃ ′. The lemma follows now from the fact that W is

canonically embedded to W̃ ′. �

We will use the following two archimedean analogs of theorems of Gelfand
and Kazhdan.

Theorem A.0.9. Let π be an irreducible admissible representation of GLn(F ).
Then π̂ is isomorphic to π̃.

For proof see [AGS], Theorem 2.4.4.

Theorem A.0.10. Let H ⊂ G be real reductive groups and let σ be an involu-
tive anti-automorphism of G and assume that σ(H) = H. Suppose σ(ξ) = ξ
for all H-bi-invariant Schwartz distributions ξ on G. Let π be an irreducible
admissible smooth Fréchet representation of G. Then

dimHomH(π,C) · dimHomH(π̃,C) ≤ 1.

For proof see [AGS], Theorem 2.3.2.

Corollary A.0.11. Let H ⊂ G be real reductive groups and let σ be an involu-
tive anti-automorphism of G such that σ(H) = H. Suppose σ(ξ) = ξ for all
Schwartz distributions ξ on G which are invariant with respect to conjugation
by H.

Let π be an irreducible admissible smooth Fréchet representation of G
and τ be an irreducible admissible smooth Fréchet representation of H. Then

dimHomH(π, τ) · dimHomH(π̃, τ̃) ≤ 1.
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Proof. Define σ′ : G × H → G × H by σ′(g, h) := (σ(g), σ(h)). Let ∆H <
G × H be the diagonal. Consider the projection G × H → H. By Frobe-
nius reciprocity (Theorem 2.2.8), the assumption implies that any ∆H-bi-
invariant distribution on G×H is invariant with respect to σ′.

Hence by the previous theorem, for any irreducible admissible smooth

Fréchet representation π′ ofG×H we have dimHom∆H(π′,C)·dimHom∆H(π̃′,C) ≤
1.

Taking π′ := π ⊗ τ̃ we obtain the required inequality. �

Corollary A.0.12. Theorem A implies Theorem B.

Proof. By Theorem A.0.9, dimHomH(π̃, τ̃) = dimHomH(π̂, τ̂) = dimHomH(π, τ).
�

A.1. Proof of proposition A.0.6

Notation A.1.1. Let G be a reductive group, g be its Lie algebra and K be its
maximal compact subgroup. Let π be an admissible (g,K)-module.
Let ρ be an irreducible representation of K.
(i) We denote by eρ : π → π the projection to the K-type ρ.
(ii) We denote by Gπ

ρ the subalgebra of End(eρ(π)) generated by the actions
of K and eρU(g)eρ.

The following lemma is well-known

Lemma A.1.2. Let π be an irreducible admissible (g,K)-module. Let ρ be an
irreducible representation of K. Suppose that eρ(π) 6= 0. Then eρ(π) is an
irreducible representation of Gπ

ρ .

We will also use Bernside theorem.

Theorem A.1.3. Let V be a finite dimensional complex vector space. Let A ⊂
End(V ) be a subalgebra such that V does not have any non-trivial A-invariant
subspaces. Then A = End(V ).

Now we are ready to prove proposition A.0.6.

Proof of proposition A.0.6. Let g and h be the Lie algebras of G and H. Let
K and L be maximal compact subgroups of G and H. Let ω ⊂ π ⊗ τ be a
nonzero (g×h,K×L)-submodule. Then ω intersects non-trivially some K×L
type. Denote this type by ρ ⊗ σ. By Lemma A.1.2, eρ(π) is an irreducible
representation of Gπ

ρ and eσ(τ) is an irreducible representation of Hτ
σ . Hence

by Bernside theorem Gπ
ρ = End(eρ(π)) and Hτ

σ = End(eσ(τ)). Hence (G ×
H)π⊗τρ⊗σ = End(eρ(π)⊗ eσ(τ)). Thus ω ∩ eρ⊗σ(π ⊗ τ) = eρ⊗σ(π ⊗ τ).

This means that ω contains an element of the form v⊗w, which implies
that ω = π ⊗ τ . �
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Appendix B. D-modules

In this appendix X denotes a smooth affine variety defined over R. All the
statements of this section extend automatically to general smooth algebraic
varieties defined over R. In this paper we use only the case when X is an
affine space.

Definition B.0.1. Let D(X) denote the algebra of polynomial differential op-
erators on X. We consider the filtration F≤iD(X) on D(X) given by the
order of differential operator.

Definition B.0.2. We denote by GrD(X) the associated graded algebra of
D(X).

Define the symbol map σ : D(X) → GrD(X) in the following way. Let
d ∈ D(X). Let i be the minimal index such that d ∈ F≤i. We define σ(d) to
be the image of d in (F≤iD(X))/(F≤i−1D(X))

Proposition B.0.3. GrD(X) ∼= O(T ∗X).

For proof see e.g. [Bor].

Notation B.0.4. Let (V,B) be a quadratic space.
(i) We define a morphism of algebras ΦD

V : D(X × V ) → D(X × V ) in the
following way.

Consider B as a map B : V → V ∗. For any f ∈ V ∗ we set ΦD
V (f) :=

∂B−1(f). For any v ∈ V we set ΦD
V (∂v) := −B(v) and for any d ∈ D(X) we

set ΦD
V (d) := d.

(ii) It defines a morphism of algebras ΦO
V : O(T ∗X) → O(T ∗X).

The following lemma is straightforward.

Lemma B.0.5. Let f be a homogeneous polynomial. Consider it as a differ-
ential operator. Then σ(ΦD

V (f)) = ΦO
V (σ(f)).

The D-modules we use in the paper are right D-modules. The difference
between right and left D-modules is not essential (see e.g. section VI.3 in
[Bor]). We will use the notion of good filtration on a D-module, see e.g.
section II.4 in [Bor]. Let us now remind the definition of singular support of
a module and a distribution.

Notation B.0.6. Let M be a D(X)-module. Let α ∈ M be an element. Then
we denote by AnnD(X) the annihilator of α.

Definition B.0.7. Let M be a D(X)-module. Choose a good filtration on M .
Consider grM as a module over GrD(X) ∼= O(T ∗X). We define

SS(M) := Supp(GrM) ⊂ T ∗X.

This does not depend on the choice of the good filtration on M (see e.g. [Bor],
section II.4).

For a distribution ξ ∈ S∗(X(R)) we define SS(ξ) to be the singular
support of the module of distributions generated by ξ.



Multiplicity one theorem for (GLn+1(R),GLn(R)) 25

The following proposition is trivial.

Proposition B.0.8. Let I < D(X) be a right ideal. Consider the induced
filtrations on I and D(X)/I. Then Gr(D(X)/I) ∼= Gr(D(X))/Gr(I).

Corollary B.0.9. Let ξ ∈ S∗(X). Then SS(ξ) is the zero set of Gr(AnnD(X)ξ).

Corollary B.0.10. Let I < O(T ∗X) be the ideal generated by {σ(d) | d ∈
AnnD(X)(ξ)}. Then SS(ξ) is the zero set of I.

Corollary B.0.11. Fact 2.3.9 holds.

Lemma B.0.12. Let ξ ∈ S∗(X). Let Z ⊂ X be a closed subvariety such that
Supp(ξ) ⊂ Z(R). Let f ∈ O(X) be a polynomial that vanishes on Z. Then
there exists k ∈ N such that fkξ = 0.

Proof.
Step 1. Proof for the case when X is affine space and f is a coordinate

function.
This follows from the proof of Corollary 5.5.4 in [AG1].

Step 2. Proof for the general case.
Embed X into an affine space AN such that f will be a coordinate function
and consider ξ as distribution on AN supported in X. By Step 1, fkξ = 0
for some k. �
Corollary B.0.13. Fact 2.3.8 holds.

Proposition B.0.14. Fact 2.3.10 holds. Namely:
Let (V,B) be a quadratic space. Let Z ⊂ X × V be a closed subvariety,

invariant with respect to homotheties in V . Suppose that Supp(ξ) ⊂ Z(R).
Then SS(FV (ξ)) ⊂ FV (p

−1
X×V (Z)).

Proof. Let f ∈ O(X × V ) be homogeneous with respect to homotheties in
V . Suppose that f vanishes on Z. Then ΦD

V (fk) ∈ AnnD(X)(FV (ξ)). There-

fore σ(ΦD
V (fk)) vanishes on SS(FV (ξ)). On the other hand, σ(ΦD

V (fk)) =
ΦO

V (σ(f
k)) = (ΦO

V (σ(f)))
k. Hence SS(FV (ξ)) is included in the zero set of

ΦO
V (σ(f)). Intersecting over all such f we obtain the required inclusion. �
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SPHERICAL PAIRS OVER CLOSE LOCAL FIELDS

AVRAHAM AIZENBUD, NIR AVNI, AND DMITRY GOUREVITCH

Abstract. Extending results of [Kaz86] to the relative case, we relate harmonic analysis over some

spherical spaces G(F )/H(F ), where F is a field of positive characteristic, to harmonic analysis over the

spherical spaces G(E)/H(E), where E is a suitably chosen field of characteristic 0.
We apply our results to show that the pair (GLn+1(F ),GLn(F )) is a strong Gelfand pair for all local

fields of arbitrary characteristic, and that the pair (GLn+k(F ),GLn(F )×GLk(F )) is a Gelfand pair for
local fields of any characteristic different from 2. We also give a criterion for finite generation of the

space of K-invariant compactly supported functions on G(E)/H(E) as a module over the Hecke algebra.

Contents

0. Introduction 1
0.1. Structure of the paper 3
0.2. Acknowledgments 3
1. Preliminaries and notation 4
2. Finite Generation of Hecke Modules 4
2.1. Preliminaries 5
2.2. Descent Of Finite Multiplicity 7
2.3. Proof of Theorem A 8
2.4. Homologies of l-groups 11
3. Uniform Spherical Pairs 13
3.1. Definitions 14
3.2. Close Local Fields 16
4. Applications 19
4.1. The Pair (GLn+k,GLn×GLk) 20
4.2. Structure of the spherical space (GLn+1×GLn)/∆ GLn 22
4.3. The Pair (GLn+1×GLn,∆ GLn) 23
References 24

0. Introduction

Local fields of positive characteristic can be approximated by local fields of characteristic zero. If F
and E are local fields, we say that they are m-close if OF /PmF ∼= OE/PmE , where OF , OE are the rings of
integers of F and E, and PF ,PE are their maximal ideals. For example, Fp((t)) is m-close to Qp( m

√
p).

More generally, for any local field F of positive characteristic p and any m there exists a (sufficiently
ramified) extension of Qp that is m-close to F .

Let G be a reductive group defined over Z. For any local field F and conductor ` ∈ Z≥0, the Hecke
algebra H`(G(F )) is finitely generated and finitely presented. Based on this fact, Kazhdan showed in
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[Kaz86] that for any ` there exists m ≥ ` such that the algebras H`(G(F )) and H`(G(E)) are isomorphic
for any m-close fields F and E. This allows one to transfer certain results in representation theory of
reductive groups from local fields of zero characteristic to local fields of positive characteristic.

In this paper we investigate a relative version of this technique. Let G be a reductive group and H be
a spherical subgroup. Suppose for simplicity that both are defined over Z.

In the first part of the paper we consider the space S(G(F )/H(F ))K of compactly supported functions
on G(F )/H(F ) which are invariant with respect to a compact open subgroup K. We prove under certain
assumption on the pair (G,H) that this space is finitely generated (and hence finitely presented) over
the Hecke algebra HK(G(F )).

Theorem A (see Theorem 2.3.1). Let F be a (non-Archimedean) local field. Let G be a reductive group
and H < G be an algebraic subgroup both defined over F . Suppose that for any parabolic subgroup P ⊂ G,
there is a finite number of double cosets P (F )\G(F )/H(F ). Suppose also that for any irreducible smooth
representation ρ of G(F ) we have

(1) dim HomH(F )(ρ|H(F ),C) <∞.
Then for any compact open subgroup K < G(F ), the space S(G(F )/H(F ))K is a finitely generated module
over the Hecke algebra HK(G(F )).

Assumption (1) is rather weak in light of the results of [Del, SV]. In particular, it holds for all symmetric
pairs over fields of characteristic different from 2. One can easily show that the converse is also true.
Namely, that if S(G(F )/H(F ))K is a finitely generated module over the Hecke algebra HK(G(F )) for
any compact open subgroup K < G(F ), then (1) holds.

Remark. Theorem A implies that, if dim HomH(F )(ρ|H(F ),C) is finite, then it is bounded on every
Bernstein component.

In the second part of the paper we introduce the notion of a uniform spherical pair and prove for them
the following analog of Kazhdan’s theorem.

Theorem B. [See Theorem 3.2.3] Let H < G be reductive groups defined over Z. Suppose that the pair
(G,H) is uniform spherical.

Then for any l there exists n such that for any n-close local fields F and E, the module
S(G(F )/H(F ))K`(F ) over the algebra H`(G(F )) is isomorphic to the module S(G(E)/H(E))K`(E) over
the algebra H`(G(E)), where we identify H`(G(F )) and H`(G(E)) using Kazhdan’s isomorphism.

In fact, we prove a more general theorem, see §3. This implies the following corollary.

Corollary C. Let (G,H) be a uniform spherical pair of reductive groups defined over Z. Suppose that

• For any local field F , and any parabolic subgroup P ⊂ G, there is a finite number of double cosets
P (F ) \G(F )/H(F ).

• For any local field F of characteristic zero the pair (G(F ), H(F )) is a Gelfand pair, i.e. for any
irreducible smooth representation ρ of G(F ) we have

dim HomH(F )(ρ|H(F ),C) ≤ 1.

Then for any local field F the pair (G(F ), H(F )) is a Gelfand pair.

In fact, we prove a more general theorem, see §3.

Remark. In a similar way one can deduce an analogous corollary for cuspidal representations. Namely,
suppose that the first two conditions of the last corollary hold and the third condition holds for all cuspidal
representations ρ. Then for any local field F the pair (G(F ), H(F )) is a cuspidal Gelfand pair: for any
irreducible smooth cuspidal representation ρ of G(F ) we have

dim HomH(F )(ρ|H(F ),C) ≤ 1.
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Remark. Originally, we included in the formulation of Theorem B an extra condition: we demanded
that the module S(G(F )/H(F ))K`(F ) is finitely generated over the Hecke algebra H`(G(F )) for any F
and l. This was our original motivation for Theorem A. Later we realized that this condition just follows
from the definition of uniform spherical pair. However, we think that Theorem A and the technique we
use in its proof have importance of their own.

In the last part of the paper we apply our technique to show that (GLn+1,GLn) is a strong Gelfand pair
over any local field and (GLn+k,GLn×GLk) is a Gelfand pair over any local field of odd characteristic.

Theorem D. Let F be any local field. Then (GLn+1(F ),GLn(F )) is a strong Gelfand pair, i.e. for any
irreducible smooth representations π of GLn+1(F ) and τ of GLn(F ) we have

dim HomGLn(F )(π, τ) ≤ 1.

Theorem E. Let F be any local field. Suppose that charF 6= 2. Then (GLn+k (F ),GLn (F )×GLk (F ))
is a Gelfand pair.

We deduce these theorems from the zero characteristic case, which was proven in [AGRS] and [JR96]
respectively. The proofs in [AGRS] and [JR96] cannot be directly adapted to the case of positive char-
acteristic since they rely on Jordan decomposition which is problematic in positive characteristic, local
fields of positive characteristic being non-perfect.

Remark. In [AGS08], a special case of Theorem D was proven for all local fields; namely the case when
τ is one-dimensional.

Remark. In [AG09a] and (independently) in [SZ], an analog of Theorem D was proven for Archimedean
local fields. In [AG09b], an analog of Theorem E was proven for Archimedean local fields.

0.1. Structure of the paper.
In Section 1 we introduce notation and give some general preliminaries.

In Section 2 we prove Theorem A.
In Subsection 2.1 we collect a few general facts for the proof. One is a criterion, due to Bernstein,

for finite generation of the space of K-invariant vectors in a representation of a reductive group G; the
other facts concern homologies of l-groups. In Subsection 2.2 we prove the main inductive step in the
proof of Theorem A, and in Subsection 2.3 we prove Theorem A. Subsection 2.4 is devoted to the proofs
of some facts about the homologies of l-groups.

In Section 3 we prove Theorem B and derive Corollary C.
In Subsection 3.1 we introduce the notion of uniform spherical pair. In Subsection 3.2 we prove the

theorem and the corollary.

We apply our results in Section 4. In Subsection 4.1 we prove that the pair (GLn+k,GLn×GLk)
satisfies the assumptions of Corollary C over fields of characteristic different from 2. In Subsections 4.3
and 4.2 we prove that the pair (GLn+1×GLn,∆ GLn) satisfies the assumptions of Corollary C. These
facts imply Theorems D and E.

0.2. Acknowledgments.
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fruitful discussions and the referee for many useful remarks.
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1. Preliminaries and notation

Definition 1.0.1. A local field is a locally compact complete non-discrete topological field. In this paper
we will consider only non-Archimedean local fields. All such fields have discrete valuations.

Remark 1.0.2. Any local field of characteristic zero and residue characteristic p is a finite extension
of the field Qp of p-adic numbers and any local field of characteristic p is a finite extension of the field
Fp((t)) of formal Laurent series over the field with p elements.

Notation 1.0.3. For a local field F we denote by valF its valuation, by OF the ring of integers and by
PF its unique maximal ideal. For an algebraic group G defined over OF we denote by K`(G,F ) the kernel
of the (surjective) morphism G(OF ) → G(OF /P`F ). If ` > 0 then we call K`(G,F ) the `-th congruence
subgroup.

We will use the terminology of l-spaces and l-groups introduced in [BZ76]. An l-space is a locally
compact second countable totally disconnected topological space, an l-group is a l-space with a continuous
group structure. For further background on l-spaces, l-groups and their representations we refer the reader
to [BZ76].

Notation 1.0.4. Let G be an l-group. Denote by M(G) the category of smooth complex representations
of G.

Define the functor of coinvariants CIG :M(G)→ V ect by

CIG(V ) := V/(Span{v − gv | v ∈ V, g ∈ G}).
Sometimes we will also denote VG := CIG(V ).

Notation 1.0.5. For an l-space X we denote by S(X) the space of locally constant compactly supported
complex valued functions on X. If X is an analytic variety over a non-Archimedean local field, we denote
by M(X) the space of locally constant compactly supported measures on X.

Notation 1.0.6. For an l-group G and an open compact subgroup K we denote by H(G,K) or HK(G)
the Hecke algebra of G w.r.t. K, i.e. the algebra of compactly supported measures on G that are invariant
w.r.t. both left and right multiplication by K.

For a local field F and a reductive group G defined over OF we will also denote H`(G(F )) :=
HK`(G)(G(F )).

Notation 1.0.7. By a reductive group over a ring R, we mean a smooth group scheme over Spec(R) all
of whose geometric fibers are reductive and connected.

2. Finite Generation of Hecke Modules

The goal of this section is to prove Theorem A.
In this section F is a fixed (non-Archimedean) local field of arbitrary characteristic. All the algebraic

groups and algebraic varieties that we consider in this section are defined over F . In particular, reductive
means reductive over F .

For the reader’s convenience, we now give an overview of the argument. In Lemma 2.1.10 we present a
criterion, due to Bernstein, for the finite generation of spaces of K-invariants. The proof of the criterion
uses the theory of Bernstein Center. This condition is given in terms of all parabolic subgroups of G.
We directly prove this condition when the parabolic is G (this is Step 1 in the proof of Theorem A).
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The case of general parabolic is reduced to the case where the parabolic is G. For this, the main step is
to show that the assumptions of the theorem imply similar assumptions for the Levi components of the
parabolic subgroups of G. This is proved in Lemma 2.2.4 by stratifying the space G(F )/P (F ) according
to the H(F )-orbits inside it. In the proof of this lemma we use two homological tools: Lemma 2.1.11
that which gives a criterion for finite dimensionality of the first homology of a representation and Lemma
2.1.12 which connects the homologies of a representation and of its induction.

2.1. Preliminaries.

Notation 2.1.1. For l-groups H < G we denote by indGH : M(H) → M(G) the compactly supported
induction functor and by IndGH :M(H)→M(G) the full induction functor.

Definition 2.1.2. Let G be a reductive group, let P < G be a parabolic subgroup with unipotent radical
U , and let M := P/U . Such M is called a Levi subquotient of G. Note that every representation of M(F )
can be considered as a representation of P (F ) using the quotient morphism P �M . Define:

(1) The Jacquet functor rGM :M(G(F ))→M(M(F )) by rGM (π) := (π|P (F ))U(F ).

(2) The parabolic induction functor iGM :M(M(F ))→M(G(F )) by iGM (τ) := ind
G(F )
P (F )(τ).

Note that iGM is right adjoint to rGM . A representation π of G(F ) is called cuspidal if rGM (π) = 0 for
any Levi subquotient M of G.

Definition 2.1.3. Let G be an l-group. A smooth representation V of G is called compact if for any

v ∈ V and ξ ∈ Ṽ the matrix coefficient function defined by mv,ξ(g) := ξ(gv) is a compactly supported
function on G.

Theorem 2.1.4 (Bernstein-Zelevinsky). Let G be an l-group. Then any compact representation of G is
a projective object in the category M(G).

Definition 2.1.5. Let G be a reductive group.
(i) Denote by G1 the preimage in G(F ) of the maximal compact subgroup of G(F )/[G,G](F ).
(ii) Denote G0 := G1Z(G(F )).
(iii) A complex character of G(F ) is called unramified if it is trivial on G1. We denote the set of all
unramified characters by ΨG. Note that G(F )/G1 is a lattice and therefore we can identify ΨG with
(C×)n. This defines a structure of algebraic variety on ΨG.
(iv) For any smooth representation ρ of G(F ) we denote Ψ(ρ) := indGG1(ρ|G1). Note that Ψ(ρ) ' ρ ⊗
O(ΨG), where G(F ) acts only on the first factor, but this action depends on the second factor. This
identification gives a structure of O(ΨG)-module on Ψ(ρ).

Remark 2.1.6. The definition of unramified characters above is not the standard one, but it is more
convenient for our purposes.

Theorem 2.1.7 (Harish-Chandra). Let G be a reductive group and V be a cuspidal representation of
G(F ). Then V |G1 is a compact representation of G1.

Corollary 2.1.8. Let G be a reductive group and ρ be a cuspidal representation of G(F ). Then
(i) ρ|G1 is a projective object in the category M(G1).
(ii) Ψ(ρ) is a projective object in the category M(G(F )).

Proof. (i) is clear.
(ii) note that

HomG(Ψ(ρ), π) ∼= HomG/G1
(O(ΨM ), HomG1(ρ, π)),

for any representation π. Therefore the functor π 7→ HomG(Ψ(ρ), π) is a composition of two exact
functors and hence is exact. �
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Definition 2.1.9. Let G be a reductive group and K < G(F ) be a compact open subgroup. Denote

M(G,K) := {V ∈M(G(F )) |V is generated by V K}
and

M(G,K)⊥ := {V ∈M(G(F ) |V K = 0}.
We call K a splitting subgroup if the category M(G(F )) is the direct sum of the categories M(G,K)
and M(G,K)⊥, and M(G,K) ∼=M(HK(G)). Recall that an abelian category A is a direct sum of two
abelian subcategories B and C, if every object of A is isomorphic to a direct sum of an object in B and
an object in C, and, furthermore, that there are no non-trivial morphisms between objects of B and C.

We will use the following statements from Bernstein’s theory on the center of the categoryM(G). Let
P < G be a parabolic subgroup and M be the reductive quotient of P .

(1) The set of splitting subgroups defines a basis at 1 for the topology of G(F ). If G splits over OF
then, for any large enough `, the congruence subgroup K`(G,F ) is splitting.

(2) Let P denote the parabolic subgroup of G opposite to P , and let rGM :M(G(F ))→M(M(F ))
denote the Jacquet functor defined using P . Then rGM is right adjoint to iGM . In particular, iGM
maps projective objects to projective ones and hence for any irreducible cuspidal representation
ρ of M(F ), iGM (Ψ(ρ)) is a projective object of M(G(F )).

(3) Denote by Mρ the subcategory of M(G(F )) generated by iGM (Ψ(ρ)). Then

M(G,K) = ⊕(M,ρ)∈BKMρ,

where BK is some finite set of pairs consisting of a Levi subquotient of G and its cuspidal
representation. Moreover, for any Levi subquotient M < G and a cuspidal representation ρ of
M(F ) such that Mρ ⊂M(G,K) there exist (M ′, ρ′) ∈ BK such that Mρ =Mρ′ .

(4) End(iGM (Ψ(ρ))) is finitely generated over O(Ψ) which is finitely generated over the center of the
ring End(iGM (Ψ(ρ))). The center of the ring End(iGM (Ψ(ρ))) is equal to the center Z(Mρ) of
the category Mρ.

For statements 1 see e.g. [BD84, pp. 15-16] and [vD, §2]. For statement 2 see [Ber87] or [Bus01,
Theorem 3]. For statements 3,4 see [BD84, Proposition 2.10,2.11].

We now present a criterion, due to Bernstein, for finite generation of the space V K , consisting of
vectors in a representation V that are invariant with respect to a compact open subgroup K.

Lemma 2.1.10. Let V be a smooth representation of G(F ). Suppose that for any parabolic P < G
and any irreducible cuspidal representation ρ of M(F ) (where M denotes the reductive quotient of P ),
HomG(F )(iGM (Ψ(ρ)), V ) is a finitely generated module over O(ΨM ). Then V K is a finitely generated
module over Z(HK(G(F ))), for any compact open subgroup K < G(F ).

Proof.
Step 1. Proof for the case when K is splitting and V = iGM (Ψ(ρ)) for some Levi subquotient M of G
and an irreducible cuspidal representation ρ of M(F ). Let P denote the parabolic subgroup that defines
M and U denote its unipotent radical. Denote KM := K/(U(F ) ∩ K) < M(F ). If V K = 0 there is
nothing to prove. Otherwise Mρ is a direct summand of M(G,K). Now

V K = Ψ(ρ)KM = ρKM ⊗O(Ψ).

Hence V K is finitely generated over Z(Mρ). Hence V K is finitely generated over Z(M(G,K)) =
Z(HK(G)).

Step 2. Proof for the case when K is splitting and V ∈Mρ for some Levi subquotient M < G and an
irreducible cuspidal representation ρ of M(F ).

Let

φ : iGM (Ψ(ρ))⊗Hom(iGM (Ψ(ρ)), V ) � V
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be the natural epimorphism. We are given that Hom(iGM (Ψ(ρ)), V ) is finitely generated over O(Ψ).
Hence it is finitely generated over Z(M(ρ)). Choose some generators α1, ..., αn ∈ Hom(iGM (Ψ(ρ)). Let

ψ : iGM (Ψ(ρ))n ↪→ iGM (Ψ(ρ))⊗Hom(iGM (Ψ(ρ)), V )

be the corresponding morphism. Im(φ◦ψ) is Z(M(ρ))-invariant and hence coincides with Im(φ). Hence
φ ◦ ψ is onto. The statement now follows from the previous step.

Step 3. Proof for the case when K is splitting.
Let W < V be the subrepresentation generated by V K . By definition W ∈ M(G,K) and hence

W = ⊕ni=1Wi where Wi ∈Mρi for some ρi. The lemma now follows from the previous step.
Step 4. General case
Let K ′ be a splitting subgroup s.t. K ′ < K. Let v1...vn ∈ V K

′
be the generators of V K

′
over

Z(HK′(G(F ))) given by the previous step. Define wi := eKvi ∈ V K where eK ∈ HK(G(F )) is the
normalized Haar measure of K. Let us show that wi generate V K over
Z(HK(G(F ))). Let x ∈ V K . We can represent x as a sum

∑
hivi, where hi ∈ Z(HK′(G(F ))). Now

x = eKx =
∑

eKhivi =
∑

eKeKhivi =
∑

eKhieKvi =
∑

eKhieKeKvi =
∑

eKhieKwi.

�
Finally, in this subsection, we state two facts about homologies of l-groups. The proofs and relevant

definitions are in Subsection 2.4.

Lemma 2.1.11. Let G be an algebraic group and U be its unipotent radical. Let ρ be an irreducible
cuspidal representation of (G/U)(F ). We treat ρ as a representation of G(F ) with trivial action of U(F ).

Let H < G be an algebraic subgroup. Suppose that the space of coinvariants ρH(F ) is finite dimensional.
Then dim H1(H(F ), ρ) <∞.

We will also use the following version of Shapiro Lemma.

Lemma 2.1.12. Let G be an l-group that acts transitively on an l-space X. Let F be a G-equivariant
sheaf over X. Choose a point x ∈ X, let Fx denote the stalk of F at x and Gx denote the stabilizer of x.
Then

Hi(G,F(X)) = Hi(Gx,Fx).

2.2. Descent Of Finite Multiplicity.

Definition 2.2.1. We call a pair (G,H) consisting of a reductive group G and an algebraic subgroup H
an F -spherical pair if for any parabolic subgroup P ⊂ G, there is a finite number of double cosets in
P (F ) \G(F )/H(F ).

Remark 2.2.2. If charF = 0 and G is quasi-split over F then (G,H) is an F -spherical pair if and only
if it is a spherical pair of algebraic groups. However, we do not know whether this is true if charF > 0.

Notation 2.2.3. Let G be a reductive group and H be a subgroup. Let P < G be a parabolic subgroup
and M be its Levi quotient. We denote by HM the image of H ∩ P under the projection P �M .

The following Lemma is the main step in the proof of Theorem A

Lemma 2.2.4. Let (G,H) be an F -spherical pair. Let P < G be a parabolic subgroup and M be its Levi
quotient. Then
(i) (M,HM ) is also an F -spherical pair.
(ii) Suppose also that for any smooth irreducible representation ρ of G(F ) we have

dim HomH(F )(ρ|H(F ),C) <∞.
Then for any irreducible cuspidal representation σ of M(F ) we have

dim HomHM (F )(σ|HM (F ),C) <∞.
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Remark 2.2.5. One can show that the converse of (ii) is also true. Namely, if
dim HomHM (F )(σ|HM (F ),C) < ∞ for any irreducible cuspidal representation σ of M(F ) for any Levi
subquotient M then dim HomH(F )(ρ|H(F ),C) < ∞ for any smooth irreducible representation ρ of G(F ).
We will not prove this since we will not use this.

We will need the following lemma.

Lemma 2.2.6. Let M be an l-group and V be a smooth representation of M . Let 0 = F 0V ⊂ ... ⊂
Fn−1V ⊂ FnV = V be a finite filtration of V by subrepresentations. Suppose that for any i, either

dim(F iV/F i−1V )M =∞
or

both dim(F iV/F i−1V )M <∞ and dim H1(M, (F iV/F i−1V )) <∞.
Suppose also that dimVM <∞. Then dim(F iV/F i−1V )M <∞ for any i.

Proof. We prove by a decreasing induction on i that dim(F iV )M < ∞, and, therefore,
dim(F iV/F i−1V )M <∞. Consider the short exact sequence

0→ F i−1V → F iV → F iV/F i−1V → 0,

and the corresponding long exact sequence

...→ H1(M, (F iV/F i−1V ))→ (F i−1V )M → (F iV )M → (F iV/F i−1V )M → 0.

In this sequence dim H1(M, (F iV/F i−1V )) < ∞ and dim(F iV )M < ∞, and hence dim(F i−1V )M <
∞. �

Now we are ready to prove Lemma 2.2.4.

Proof of Lemma 2.2.4.
(i) is trivial.
(ii) Let P < G be a parabolic subgroup, M be the Levi quotient of P and let ρ be a cuspidal representation
of M(F ). We know that dim(iGMρ)H(F ) <∞ and we have to show that dim ρHM (F ) <∞.

Let I denote the natural G(F )-equivariant locally constant sheaf of complex vector spaces on
G(F )/P (F ) such that iGMρ ∼= S(G(F )/P (F ), I). Let Yj denote the H(F ) orbits on G(F )/P (F ). We
know that there exists a natural filtration on S(G(F )/P (F ), I)|H(F ) with associated graded components
isomorphic to S(Yj , Ij), where Ij are H(F )- equivariant sheaves on Yj corresponding to I. For any j
choose a representative yj ∈ Yj . Do it in such a way that there exists j0 such that yj0 = [1]. Let Pj := Gyj
and Mj be its Levi quotient. Note that Pj0 = P and Mj0 = M . Let ρj be the stalk of Ij at the point yj .
Clearly ρj is a cuspidal irreducible representation of Mj(F ) and ρj0 = ρ. By Shapiro Lemma (Lemma
2.1.12)

Hi(H(F ),S(Yj , Ij)) ∼= Hi((H ∩ Pj)(F ), ρj).

By Lemma 2.1.11 either dim H0((H ∩ Pj)(F ), ρj) = ∞ or both dim H0((H ∩ Pj)(F ), ρj) < ∞ and
dim H1((H ∩ Pj)(F ), ρj) < ∞. Hence by Lemma 2.2.6 dim H0((H ∩ Pj)(F ), ρj) < ∞ and hence
dim ρHM (F ) <∞. �
2.3. Proof of Theorem A.

In this subsection we prove Theorem A. Let us remind its formulation.

Theorem 2.3.1. Let (G,H) be an F -spherical pair. Suppose that for any irreducible smooth represen-
tation ρ of G(F ) we have

(2) dim HomH(F )(ρ|H(F ),C) <∞.
Then for any compact open subgroup K < G(F ), S(G(F )/H(F ))K is a finitely generated module over
the Hecke algebra HK(G(F )).



SPHERICAL PAIRS OVER CLOSE LOCAL FIELDS 9

Remark 2.3.2. Conjecturally, any F -spherical pair satisfies the condition (2). In [Del] and in [SV] this
is proven for wide classes of spherical pairs, which include all symmetric pairs over fields of characteristic
different from 2.

We will need several lemmas and definitions.

Lemma 2.3.3. Let (G,H) be an F -spherical pair, and denote H̃ = H(F )Z(G(F )) ∩ G1. Sup-
pose that for any smooth (respectively cuspidal) irreducible representation ρ of G(F ) we have
dim HomH(F )(ρ|H(F ),C) < ∞. Then for any smooth (respectively cuspidal) irreducible representation

ρ of G(F ) and for every character χ̃ of H̃ whose restriction to H(F ) ∩G1 is trivial, we have

dim HomH̃(ρ|H̃ , χ̃) <∞.
Proof. Let ρ be a smooth (respectively cuspidal) irreducible representation of G(F ), and let χ̃ be a

character of H̃ whose restriction to H(F ) ∩G1 is trivial.

HomH̃

(
ρ|H̃ , χ̃

)
= Hom(H(F )Z(G(F )))∩G0

(
ρ|(H(F )Z(G(F )))∩G0

, Ind
(H(F )Z(G(F )))∩G0

H̃
χ̃
)
.

Since
H(F )Z(G(F )) ∩G0 = H̃Z(G(F )) ∩G0 = H̃Z(G(F )),

the subspace of Ind
(H(F )Z(G(F )))∩G0

H̃
χ̃ that transforms under Z(G(F )) according to the central character

of ρ is at most one dimensional. If this subspace is trivial, then the lemma is clear. Otherwise, denote it

by τ . Since H(F ) ∩G1 is normal in H(F )Z(G(F )), we get that the restriction of Ind
(H(F )Z(G(F )))∩G0

H̃
χ̃

to H(F ) ∩G1 is trivial, and hence that τ |H(F )∩G1 is trivial. Hence HomH̃

(
ρ|H̃ , χ̃

)
is equal to

Hom(H(F )Z(G(F )))∩G0

(
ρ|(H(F )Z(G(F )))∩G0

, τ
)

= HomH(F )∩G0

(
ρ|H(F )∩G0

, τ |H(F )∩G0

)
=

= HomH(F )

(
ρ|H(F ), Ind

H(F )
H(F )∩G0

τ |H(F )∩G0

)
.

Since H(F )/H(F ) ∩ G0 is finite and abelian, the representation Ind
H(F )
H(F )∩G0

τ |H(F )∩G0
is a finite direct

sum of characters of H(F ), the restrictions of all to H(F )∩G1 are trivial. Any character θ of H(F ) whose
restriction to H(F ) ∩G1 is trivial can be extended to a character of G(F ), because H(F )/(H(F ) ∩G1)
is a sub-lattice of G(F )/G1. Denoting the extension by Θ, we get that

HomH(F )

(
ρ|H(F ), θ

)
= HomH(F )

(
(ρ⊗Θ−1)|H(F ),C

)
,

but ρ⊗Θ−1 is again smooth (respectively cuspidal) irreducible representation of G(F ), so this last space
is finite-dimensional.

�
Lemma 2.3.4. Let A be a commutative unital Noetherian algebra without zero divisors and let K be its
field of fractions. Let KN be the space of all sequences of elements of K. Let V be a finite dimensional
subspace of KN and let M := V ∩AN. Then M is finitely generated.

Proof. Since A does not have zero divisors, M injects into KN. There is a number n such that the
projection of V to K{1,...n} is injective. Therefore, M injects into A{1,...n}, and, since A is Noetherian,
M is finitely generated. �
Lemma 2.3.5. Let M be an l-group, let L ⊂M be a closed subgroup, and let L′ ⊂ L be an open normal
subgroup of L such that L/L′ is a lattice. Let ρ be a smooth representation of M of countable dimension.
Suppose that for any character χ of L whose restriction to L′ is trivial we have

dim HomL(ρ|L, χ) <∞.
Consider HomL′(ρ,S(L/L′)) as a representation of L, where L acts by ((hf)(x))([y]) = (f(x))([yh]).
Then this representation is finitely generated.
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Proof. By assumption, the action of L on HomL′(ρ,S(L/L′)) factors through L/L′. Since L/L′ is discrete,
S(L/L′) is the group algebra C[L/L′]. We want to show that HomL′(ρ,C[L/L′]) is a finitely generated
module over C[L/L′].

Let C(L/L′) be the fraction field of C[L/L′]. Choosing a countable basis for the vector space of ρ, we
can identify any C-linear map from ρ to C[L/L′] with an element of C[L/L′]N. Moreover, the condition
that the map intertwines the action of L/L′ translates into a collection of linear equations that the tuple
in C[L/L′]N should satisfy. Hence, HomL′(ρ,C[L/L′]) is the intersection of the C(L/L′)-vector space
HomL′(ρ,C(L/L′)) and C[L/L′]N. By Lemma 2.3.4, it suffices to prove that HomL′(ρ,C(L/L′)) is finite
dimensional over C(L/L′).

Since L′ is separable, and ρ is smooth and of countable dimension, there are only countably many linear
equations defining HomL′(ρ,C(L/L′)); denote them by φ1, φ2, . . . ∈

(
C(L/L′)N

)∗
. Choose a countable

subfield K ⊂ C that contains all the coefficients of the elements of C(L/L′) that appear in any of
the φi’s. If we define W as the K(L/L′)-linear subspace of K(L/L′)N defined by the φi’s, then
HomL′(ρ,C(L/L′)) = W ⊗K(L/L′) C(L/L′), so dimC(L/L′) HomL′(ρ,C(L/L′)) = dimK(L/L′)W .

Since L/L′ is a lattice generated by, say, g1, . . . , gn, we get that K(L/L′) = K(t±1
1 , . . . , t±1

n )
= K(t1, . . . , tn). Choosing elements π1, . . . , πn ∈ C such that tr.degK(K(π1, . . . , πn)) = n, we get an
injection ι of K(L/L′) into C. As before, we get that if we denote the C-vector subspace of CN cut
by the equations ι(φi) by U , then dimK(L/L′)W = dimC U . However, U is isomorphic to HomL′(ρ, χ),
where χ is the character of L/L′ such that χ(gi) = πi. By assumption, this last vector space is finite
dimensional. �

Now we are ready to prove Theorem 2.3.1.

Proof of Theorem 2.3.1. By Lemma 2.1.10 it is enough to show that for any parabolic P < G
and any irreducible cuspidal representation ρ of M(F ) (where M denotes the Levi quotient of P ),
Hom(iGM (Ψ(ρ)),S(G(F )/H(F ))) is a finitely generated module over O(ΨM ).

Step 1. Proof for the case P = G.
We have

HomG(F )(iGM (Ψ(ρ)),S(G(F )/H(F ))) = HomG(F )(Ψ(ρ),S(G(F )/H(F ))) = HomG1(ρ,S(G(F )/H(F ))).

Here we consider the space HomG1(ρ,S(G(F )/H(F ))) with
the natural action of G. Note that G1 acts trivially and hence this action gives rise to an action of

G/G1, which gives the O(ΨG) - module structure.
Now consider the subspace

V := HomG1(ρ,S(G1/(H(F ) ∩G1))) ⊂ HomG1(ρ,S(G(F )/H(F ))).

It generates HomG1(ρ,S(G(F )/H(F ))) as a representation of G(F ), and therefore also as an O(ΨG) -
module. Note that V is H(F ) invariant. Therefore it is enough to show that V is finitely generated over
H(F ). Denote H ′ := H(F ) ∩G1 and H ′′ := (H(F )Z(G(F ))) ∩G1. Note that

S(G1/H ′) ∼= indG
1

H′′(S(H ′′/H ′)) ⊂ IndG1

H′′(S(H ′′/H ′)).

Therefore V is canonically embedded into HomH′′(ρ,S(H ′′/H ′)). The action of H on V is naturally
extended to an action Π on HomH′′(ρ,S(H ′′/H ′)) by

((Π(h)(f))(v))([k]) = f(h−1v)([h−1kh]).

Let Ξ be the action of H ′′ on HomH′′(ρ,S(H ′′/H ′)) as described in Lemma 2.3.5, i.e.

((Ξ(h)(f))(v))([k]) = f(v)([kh]).

By Lemmas 2.3.5 and 2.3.3 it is enough to show that for any h ∈ H ′′ there exist an h′ ∈ H and a scalar
α s.t.

Ξ(h) = αΠ(h′).
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In order to show this let us decompose h to a product h = zh′ where h′ ∈ H and z ∈ Z(G(F )). Now

((Ξ(h)(f))(v))([k]) = f(v)([kh]) = f(h−1v)([h−1kh]) = f(h
′−1z−1v)([h

′−1kh′]) =

= αf(h′−1v)([h
′−1kh′]) = α((Π(h′)(f))(v))([k]),

where α is the scalar with which z−1 acts on ρ.
Step 2. Proof in the general case.

HomG(F )(iGM (Ψ(ρ)),S(G(F )/H(F ))) = HomM(F )(Ψ(ρ), rMG(S(G(F )/H(F )))) =

= HomM(F )(Ψ(ρ), ((S(G(F )/H(F )))|P (F ))U(F )),

where U is the unipotent radical of P , the parabolic opposite to P . Let {Yi}ni=1 be the orbits of
P (F ) on G(F )/H(F ). We know that there exists a filtration on (S(G(F )/H(F )))|P (F ) such that

the associated graded components are isomorphic to S(Yi). Consider the corresponding filtration on
((S(G(F )/H(F )))|P (F ))U(F ). Let Vi be the associated graded components of this filtration. We have

a natural surjection S(Yi)U � Vi. In order to prove that HomM(F )(Ψ(ρ), ((S(G(F )/H(F )))|P (F ))U(F ))

is finitely generated it is enough to prove that HomM(F )(Ψ(ρ), Vi) is finitely generated. Since Ψ(ρ) is a
projective object ofM(M(F )) (by Corollary 2.1.8), it is enough to show that HomM(F )(Ψ(ρ),S(Yi)U(F ))

is finitely generated. Denote Zi := U(F ) \ Yi. It is easy to see that Zi ∼= M(F )/((Hi)M (F )), where Hi

is some conjugation of H. Now the assertion follows from the previous step using Lemma 2.2.4. �

2.4. Homologies of l-groups.
The goal of this subsection is to prove Lemma 2.1.11 and Lemma 2.1.12.
We start with some generalities on abelian categories.

Definition 2.4.1. Let C be an abelian category. We call a family of objects A ⊂ Ob(C) generating
family if for any object X ∈ Ob(C) there exists an object Y ∈ A and an epimorphism Y � X.

Definition 2.4.2. Let C and D be abelian categories and F : C → D be a right-exact additive functor.
A family of objects A ⊂ Ob(C) is called F-adapted if it is generating , closed under direct sums and for
any exact sequence 0 → A1 → A2 → ... with Ai ∈ A, the sequence 0 → F(A1) → F(A2) → ... is also
exact.

For example, a generating, closed under direct sums system consisting of projective objects is F-adapted
for any right-exact functor F . For an l-group G the system of objects consisting of direct sums of copies
of S(G) is an example of such system.

The following results are well-known.

Theorem 2.4.3. Let C and D be abelian categories and F : C → D be a right-exact additive functor.
Suppose that there exists an F-adapted family A ⊂ Ob(C). Then F has derived functors.

Lemma 2.4.4. Let A, B and C be abelian categories. Let F : A → B and G : B → C be right-exact
additive functors. Suppose that both F and G have derived functors.

(i) Suppose that F is exact. Suppose also that there exists a class E ⊂ Ob(A) which is G ◦ F-adapted
and such that F(X) is G-acyclic for any X ∈ E. Then the functors Li(G ◦F) and LiG ◦F are isomorphic.

(ii) Suppose that there exists a class E ⊂ Ob(A) which is G ◦ F-adapted and F-adapted and such that
F(X) is G-acyclic for any X ∈ E. Let Y ∈ A be an F-acyclic object. Then Li(G ◦ F)(Y ) is (naturally)
isomorphic to LiG(F(Y )).

(iii) Suppose that G is exact. Suppose that there exists a class E ⊂ Ob(A) which is G ◦ F-adapted and
F-adapted. Then the functors Li(G ◦ F) and G ◦ LiF are isomorphic.
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Definition 2.4.5. Let G be an l-group. For any smooth representation V of G denote Hi(G,V ) :=
LiCIG(V ). Recall that CIG denotes the coinvariants functor.

Proof of Lemma 2.1.12. Note that F(X) = indGGxFx. Note also that indGGx is an exact functor, and

CIGx = CIG ◦ indGGx . The lemma follows now from Lemma 2.4.4(i). �

Lemma 2.4.6. Let L be a lattice. Let V be a linear space. Let L act on V by a character. Then

H1(L, V ) = H0(L, V )⊗C (L⊗Z C).

The proof of this lemma is straightforward.

Lemma 2.4.7. Let L be an l-group and L′ < L be a subgroup. Then
(i) for any representation V of L we have

Hi(L
′, V ) = LiF(V ),

where F :M(L)→ V ect is the functor defined by F(V ) = VL′ .
(ii) Suppose that L′ is normal. Let F ′ :M(L)→M(L/L′) be the functor defined by F ′(V ) = VL′ . Then
for any representation V of L we have Hi(L

′, V ) = LiF ′(V ).

Proof. (i) Consider the restriction functor ResLL′ :M(L)→M(L′). Note that it is exact. Consider also
the functor G :M(L′) → V ect defined by G(ρ) := ρL′ . Note that F = G ◦ ResLL′ . The assertion follows
now from Lemma 2.4.4(i) using the fact that S(L) is a projective object in M(L′).
(ii) follows from (i) in a similar way, but using part (iii) of Lemma 2.4.4 instead part (i). �

Lemma 2.4.8. Let G be a reductive group and H < G be a subgroup. Consider the functor

F :M(G(F ))→M(H(F )/(H(F ) ∩G1)) defined by F(V ) = VH(F )∩G1 .

Then any finitely generated cuspidal representation of G(F ) is an F-acyclic object.

Proof. Consider the restriction functors

Res
H(F )/(H(F )∩G1)
1 :M(H(F )/(H(F ) ∩G1))→ V ect

and

Res
G(F )
G1 :M(G(F ))→M(G1).

Note that they are exact. Consider also the functor G : M(G1) → V ect defined by G(ρ) := ρG1∩H(F ).

Denote E := G ◦ResG(F )
G1 . Note that E = Res

H(F )/(H(F )∩G1)
1 ◦ F .

M(G(F ))
F //

E

))SSSSSSSSSSSSSSS

Res
G(F )

G1

��

M(H(F )/(H(F ) ∩G1))

Res
H(F )∩G1

1

��
M(G1)

G // V ect

Let π be a cuspidal finitely generated representation of G(F ). By Corollary 2.1.8, Res
G(F )
G1 (π) is

projective and hence G-acyclic. Hence by Lemma 2.4.4(ii) π is E-acyclic. Hence by Lemma 2.4.4(iii) π is
F-acyclic.

�

Lemma 2.4.9. Let L be an l-group and L′ < L be a normal subgroup. Suppose that Hi(L
′,C) = 0 for

all i > 0. Let ρ be a representation of L/L′. Denote by Ext(ρ) the natural representation of L obtained
from ρ. Then Hi(L/L

′, ρ) = Hi(L,Ext(ρ)).



SPHERICAL PAIRS OVER CLOSE LOCAL FIELDS 13

Proof. Consider the coinvariants functors E : M(L) → V ect and F : M(L/L′) → V ect defined by
E(V ) := VL and F(V ) := VL/L′ . Note that F = E ◦ Ext and Ext is exact. By Shapiro Lemma
(Lemma 2.1.12), S(L/L′) is acyclic with respect to both E and F . The lemma follows now from Lemma
2.4.4(ii). �

Remark 2.4.10. Recall that if L′ = N(F ) where N is a unipotent algebraic group, then Hi(L
′) = 0 for

all i > 0.

Now we are ready to prove Lemma 2.1.11

Proof of Lemma 2.1.11. By Lemma 2.4.9 we can assume that G is reductive.
Let F :M(G(F ))→ V ect be the functor defined by F(V ) := VH(F ). Let

G :M(G(F ))→M(H(F )/(H(F ) ∩G1))

be defined by

G(V ) := VH(F )∩G1 .

Let

E :M(H(F )/(H(F ) ∩G1))→ V ect

be defined by

E(V ) := VH(F )/(H(F )∩G1).

Clearly, F = E ◦ G. By Lemma 2.4.8, ρ is G-acyclic. Hence by Lemma 2.4.4(ii), LiF(ρ) = LiE(G(ρ)).

M(G(F ))
G //

F

))
M(H(F )/(H(F )∩G1))

E

))K //M(H(F )/(H(F )∩G0))
C // V ect

Consider the coinvariants functors K : M(H(F )/(H(F ) ∩ G1)) → M(H(F )/(H(F ) ∩ G0)) and C :
M(H(F )/(H(F ) ∩G0))→ V ect defined by K(ρ) := ρ(H(F )∩G0)/(H(F )∩G1) and C(ρ) := ρH(F )/(H(F )∩G1).
Note that E = C ◦ K.

Note that C is exact since the group H(F )/(H(F ) ∩ G1) is finite. Hence by Lemma 2.4.4(iii), LiE =
C ◦ LiK.

Now, by Lemma 2.4.7,

Hi(H(F ), ρ) = LiF(ρ) = LiE(G(ρ)) = C(LiK(G(ρ))) = C(Hi((H(F ) ∩G0)/(H(F ) ∩G1),G(ρ))).

Hence, by Lemma 2.4.6, if H0(H(F ), ρ) is finite dimensional then H1(H(F ), ρ) is finite dimensional. �

3. Uniform Spherical Pairs

In this section we introduce the notion of uniform spherical pair and prove Theorem B.
We follow the main steps of [Kaz86], where the author constructs an isomorphism between the Hecke

algebras of a reductive group over close enough local fields. First, he constructs a linear isomorphism
between the Hecke algebras, using Cartan decomposition. Then, he shows that for two given elements of
the Hecke algebra there exists m such that if the fields are m-close then the product of those elements
will be mapped to the product of their images. Then he uses the fact that the Hecke algebras are finitely
generated and finitely presented to deduce the theorem.

Roughly speaking, we call a pair H < G of reductive groups a uniform spherical pair if it possesses a
relative analog of Cartan decomposition, i.e. a “nice” description of the set of double cosets K0(G,F ) \
G(F )/H(F ) which in some sense does not depend on F . We give the precise definition in the first
subsection and prove Theorem B in the second subsection.
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3.1. Definitions.
Let R be a complete and smooth local ring, let m denote its maximal ideal, and let π be an element

in m \m2. A good example to keep in mind is the ring Zp[[π]]. An (R, π)-local field is a local field F
together with an epimorphism of rings R → OF , such that the image of π (which we will continue to
denote by π) is a uniformizer. Denote the collection of all (R, π)-local fields by FR,π.

Suppose that G is a reductive group defined and split over R. Let T be a fixed split torus, and
let X∗(T ) be the coweight lattice of T . For every λ ∈ X∗(T ) and every (R, π)-local field F , we write
πλ = λ(π) ∈ T (F ) ⊂ G(F ). We denote the subgroup G(OF ) by K0(F ), and denote its `’th congruence
subgroup by K`(F ).

Definition 3.1.1. Let F be a local field. Let X ⊂ AnOF be a closed subscheme. For any x, y ∈ X(F ),
define the valuative distance between x and y to be valF (x, y) := min{valF (xi − yi)}. Also, for any
x ∈ X(F ), define valF (x) := min{valF (xi)}. The ball of valuative radius ` around a point x in X(F )
will be denoted by B(x, `)(F ).

Definition 3.1.2. Let G be a split reductive group defined over R and let H ⊂ G be a smooth reductive
subgroup defined over R. We say that the pair (G,H) is uniform spherical if there are

• An R-split torus T ⊂ G,
• An affine embedding G/H ↪→ An.
• A finite subset X ⊂ G(R)/H(R).
• A subset Υ ⊂ X∗(T ).

such that

(1) The map x 7→ K0(F )x from πΥX to K0(F )\G(F )/H(F ) is onto for every F ∈ FR,π.
(2) For every x, y ∈ πΥX ⊂ (G/H)(R[π−1]), the closure in G of the R[π−1]-scheme

Tx,y := {g ∈ G×Spec(R) Spec(R[π−1])|gx = y}
is smooth over R. We denote this closure by Sx,y.

(3) For every x ∈ πΥX, the valuation valF (x) does not depend on F ∈ FR,π.
(4) There exists l0 s.t. for any l > l0, for any F ∈ FR,π and for every x ∈ X and α ∈ Υ we have

Klπ
αKlx = Klπ

αx .

If G,H are defined over Z, we say that the pair (G,H) is uniform spherical if, for every R as above,
the pair (G×Spec(Z) Spec(R), H ×Spec(Z) Spec(R)) is uniform spherical.

In Section 4 we give two examples of uniform spherical pairs. We will list now several basic properties
of uniform spherical pairs. In light of the recent developments in the structure theory of symmetric and
spherical pairs (e.g. [Del], [SV]), we believe that the majority of symmetric pairs and many spherical
pairs defined over local fields are specializations of appropriate uniform spherical pairs.

From now and until the end of the section we fix a uniform spherical pair (G,H). First note that,
since H is smooth, the fibers of G→ G/H are smooth. Hence the map G→ G/H is smooth.

Lemma 3.1.3. Let (G,H) be a uniform spherical pair. Let x, y ∈ πΥX. Let F be an (R, π)-local field.
Then

Sx,y(OF ) = Tx,y(F ) ∩G(O).

Proof. The inclusion Sx,y(OF ) ⊂ Tx,y(F ) ∩ G(OF ) is evident. In order to prove the other inclu-
sion we have to show that any map ψ : Spec(OF )→ G×SpecR SpecOF such that Im(ψ|SpecF ) ⊂
Tx,y ×SpecR[π−1] SpecF satisfies Imψ ⊂ Sx,y ×SpecR SpecOF .

This holds since Sx,y ×SpecR SpecOF lies in the closure of Tx,y ×SpecR[π−1] SpecF in
G×SpecR SpecOF . �
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Lemma 3.1.4. If (G,H) is uniform spherical, then there is a subset ∆ ⊂ πΥX such that, for every
F ∈ FR,π, the map x 7→ K0(F )x is a bijection between ∆ and K0(F )\G(F )/H(F ).

Proof. It is enough to show that for any F, F ′ ∈ FR,π and for any x, y ∈ πΥX, the equality K0(F )x =
K0(F )y is equivalent to K0(F ′)x = K0(F ′)y.

The scheme Sx,y ⊗ OF is smooth over R, and hence it is smooth over OF . Therefore, it is formally
smooth. This implies that the map Sx,y(OF ) → Sx,y(Fq) is onto and hence {g ∈ G(OF )|gx = y} 6= ∅ if
and only if Sx,y(Fq) 6= ∅.

Hence, the two equalities K0(F )x = K0(F )y and K0(F ′)x = K0(F ′)y are equivalent to Sx,y(Fq) 6=
∅. �

From now untill the end of the section we fix ∆ as in the lemma.

Proposition 3.1.5. If (G,H) is uniform spherical, then for every x ∈ πΥX and every ` ∈ N, there is
M ∈ N such that for every F ∈ FR,π, the set K`(F )x contains a ball of radius M around x.

Proof. Since, for every δ ∈ X∗(T ) and every ` ∈ N, there is n ∈ N such that Kn(F ) ⊂ πδK`(F )π−δ for
every F , we can assume that x ∈ X. The claim now follows from the following version of the implicit
function theorem.

Lemma 3.1.6. Let F be a local field. Let X and Y be affine schemes defined over OF . Let ψ : X → Y be
a smooth morphism defined over OF . Let x ∈ X(OF ) and y := ψ(x). Then ψ(B(x, `)(F )) = B(y, `)(F )
for any natural number l.

Proof. The inclusion ψ(B(x, `)(F )) ⊂ B(y, `)(F ) is clear. We prove the inclusion ψ(B(x, `)(F )) ⊃
B(y, `)(F ).
Case 1: X and Y are affine spaces and ψ is etale. The proof is standard.
Case 2: X = Am, ψ is etale: We can assume that Y ⊂ Am+n is defined by f1, . . . , fn with independent
differentials, and that ψ is the projection. The proof in this case follows from Case 1 by considering the
map F : Am+n → Am+n given by F (x1, . . . , xm+n) = (x1, . . . , xm, f1, . . . , fn).
Case 3: ψ is etale: Follows from Case 2 by restriction from the ambient affine spaces.
Case 4: In general, a smooth morphism is a composition of an etale morphism and a projection, for which
the claim is trivial. �

�
Lemma 3.1.7. For every λ ∈ X∗(T ) and x ∈ πΥX, there is a finite subset B ⊂ πΥX such that
πλK0(F )x ⊂ ⋃y∈BK0(F )y for all F ∈ FR,π.

Proof. By Lemma 3.1.4, we can assume that the sets K0(F )πλx0 for λ ∈ Υ are disjoint. There is a
constant C such that for every F and for every g ∈ πλK0(F )πδ, valF (gx0) ≥ C. Fix F and assume
that g ∈ K0(F )πλK0(F )πδ. From the proof of Proposition 3.1.5, it follows that K0(F )gx0 contains a
ball whose radius depends only on λ, δ. Since F is locally compact, there are only finitely many disjoint
such balls in the set {x ∈ G(F )/H(F ) | valF (x) ≥ C}, so there are only finitely many η ∈ Υ such
that valF (πλx0) ≥ C. By definition, this finite set, S, does not depend on the field F . Therefore,
πλK0(F )πδx0 ⊂

⋃
η∈S K0(F )πηx0. �

Notation 3.1.8.

• Denote by M`(G(F )/H(F )) the space of K`(F )-invariant compactly supported measures on
G(F )/H(F ).

• For a Kl invariant subset U ⊂ G(F )/H(F ) we denote by 1U ∈ M`(G(F )/H(F )) the Haar
measure on G(F )/H(F ) multiplied by the characteristic function of U and normalized s.t. its
integral is 1. We define in a similar way 1V ∈ H`(G,F ) for a Kl-double invariant subset V ⊂
G(F ).
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Proposition 3.1.9. If (G,H) is uniform spherical then M`(G(F )/H(F )) is finitely generated over
H`(G,F ) for any `.

Proof. As in step 4 of Lemma 2.1.10, it is enough to prove the assertion for large enough l. Thus we
may assume that for every x ∈ X and α ∈ Υ we have Klπ

αKlx = Klπ
αx. Therefore, 1KlπαKl1Klx =

1Klπαx. Hence for any g ∈ K0/Kl we have (g1KlπαKl)1Klx = 1gKlπαx. Now, the elements 1gKlπαx
span M`(G(F )/H(F )) by condition 1 in definition 3.1.2. This implies that the elements 1Klx generate
M`(G(F )/H(F )). �

3.2. Close Local Fields.

Definition 3.2.1. Two (R, π)-local fields F,E ∈ FR,π, are n-close if there is an isomorphism φE,F :
OF /π

n → OE/π
n such that the two maps R → OF → OF /π

n → OE/π
n and R → OE → OE/π

n

coincide. In this case, φ is unique.

Theorem 3.2.2 ([Kaz86]). Let F be an (R, π) local field. Then, for any `, there exists n such that, for any
E ∈ FR,π, which is n-close to F , there exists a unique isomorphism ΦH,` between the algebras H`(G,F )
and H`(G,E) that maps the Haar measure on K`(F )πλK`(F ) to the Haar measure on K`(E)πλK`(E),

for every λ ∈ X∗(T ), and intertwines the actions of the finite group K0(F )/K`(F )
φF,E∼= K0(E)/K`(E).

In this section we prove the following refinement of Theorem B from the Introduction:

Theorem 3.2.3. Let (G,H) be a uniform spherical pair. Then, for any ` ∈ N and F ∈ FR,π, there
exists n such that, for any E ∈ FR,π that is n-close to F , there exists a unique map

M`(G(F )/H(F ))→M`(G(E)/H(E))

which is an isomorphism of modules over the Hecke algebra

H(G(F ),K`(F ))
ΦH,`∼= H(G(E),K`(E))

that maps the Haar measure on K`(F )x to the Haar measure on K`(E)x, for every x ∈ ∆ ⊂ πλΥ, and

intertwines the actions of the finite group K0(F )/K`(F )
φF,E∼= K0(E)/K`(E).

For the proof we will need notation and several lemmas.

Notation 3.2.4. For any valued field F with uniformizer π and any integer m ∈ Z, we denote by
resm : F → F/πmO the projection. Note that the groups πnO are naturally isomorphic for all n. Hence
if two local fields F,E ∈ FR,π are n-close, then for any m we are given an isomorphism, which we also
denote by φF,E between πm−nOF /πmOF and πm−nOE/πmOE, which are subgroups of F/πmOF and
E/πmOE.

Lemma 3.2.5. Suppose that (G,H) is a uniform spherical pair, and suppose that F,E ∈ FR,π are `-close.
Then for all δ ∈ ∆,

φF,E(StabK0(F )/K`(F )K`(F )δ) = StabK0(E)/K`(E)K`(E)δ.

Proof. The stabilizer of K`(F )δ in K0/K` is the projection of the stabilizer of δ in K0 to K0/K`. In
other words, it is the image of Sδ,δ(OF ) in Sδ,δ(OF /π

`). Since Sδ,δ is smooth over R, it is smooth over
OF . Hence Sδ,δ is formally smooth, and so this map is onto. The same applies to the stabilizer of K`(E)δ
in K0(E)/K`(E), but φF,E(Sδ,δ(O/π

`)) = Sδ,δ(O
′/π′`). �

Corollary 3.2.6. Let ` ∈ N.
Then, for any F,E ∈ FR,π that are `-close, there exists a unique morphism of vector spaces

ΦM,` :M`(G(F )/H(F ))→M`(G(E)/H(E))
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that maps the Haar measure on K`(F )x to the Haar measure on K`(E)x, for every x ∈ ∆, and inter-

twines the actions of the finite group K0(F )/K`(F )
φF,E∼= K0(E)/K`(E). Moreover, this morphism is an

isomorphism.

Proof. The uniqueness is evident. By Lemma 3.2.5 and Lemma 3.1.4, the map between
K`(F )\G(F )/H(F ) and K`(E)\G(E)/H(E) given by

K`(F )gδ 7→ K`(E)g′δ,

where g ∈ K0(F ) and g′ ∈ K0(E) satisfy that φF,E(res`(g)) = res`(g
′), is a bijection. This bijection

gives the required isomorphism. �

Remark 3.2.7. A similar construction can be applied to the pair (G × G,∆G). In this case, the main
result of [Kaz86] is that the obtained linear map ΦH,` between the Hecke algebras H(G(F ),K`(F )) and
H(G(E),K`(E)) is an isomorphism of algebras if the fields F and E are close enough.

The following Lemma is evident:

Lemma 3.2.8. Let P (x) ∈ R[π−1][x1, . . . , xd] be a polynomial. For any natural numbers M and k, there
is N such that, if F,E ∈ FR,π are N -close, and x0 ∈ π−kOdF , y0 ∈ π−kOdE satisfy that P (x0) ∈ π−kOF
and φF,E(resN (x0)) = resN (y0), then P (y0) ∈ π−kOE and φF,E(resM (P (x0))) = resM (P (y0)).

Corollary 3.2.9. Suppose that (G,H) is a uniform spherical pair. Fix an embedding of G/H to an affine
space Ad. Let λ ∈ X∗(T ), x ∈ πΥX, F ∈ FR,π, and k ∈ G(OF ). Choose m such that πλkx ∈ π−mOdF .
Then, for every M , there is N ≥M +m such that, for any E ∈ FR,π that is N -close to F , and for any
k′ ∈ G(OE) such that φF,E(resN (k)) = resN (k′),

πλk′x ∈ G(E)/H(E) ∩ π−mOdE and φF,E(resM (πλkx)) = resM (πλk′x).

Corollary 3.2.10. Suppose that (G,H) is a uniform spherical pair. Fix an embedding of G/H to an
affine space Ad. Let m be an integer. For every M , there is N such that, for any F,E ∈ FR,π that are N -
close, any x ∈ G(F )/H(F )∩ π−mOdF and any y ∈ G(E)/H(E)∩ π−mOdE, such that φF,E(resN−m(x)) =
resN−m(y), we have ΦM(1KM (F )x) = 1KM (E)y.

Proof. Let kF ∈ G(OF ) and δ ∈ ∆ such that x = kF δ. By Proposition 3.1.5, there is an l such that, for
any L ∈ FR,π and any kL ∈ G(OL), we have KM (L)kLδ contains a ball of radius l.

Using the previous corollary, choose an integer N such that, for any F and E that are N -close and
any kE ∈ G(OE), such that φF,E(resN (kF )) = resN (kE), we have

kEδ ∈ (G(E)/H(E)) ∩ π−mOdE and φF,E(resl(x)) = resl(kEδ).

Choose such kE ∈ G(OE) and let z = kEδ. Since resl(z) = φF,E(resl(x)) = resl(y), we have that
z ∈ B(y, l), and hence z ∈ KM (E)y. Hence

1KM (E)y = 1KM (E)z = ΦM(1KM (F )x).

�

From the last two corollaries we obtain the following one.

Corollary 3.2.11. Given ` ∈ N, λ ∈ X∗(T ), and δ ∈ ∆, there is n such that if F,E ∈ FR,π are n-
close, and gF ∈ G(OF ), gE ∈ G(OE) satisfy that φF,E(resn(gF )) = resn(gE), then ΦM,`(1K`(F )π

λgF δ) =

1K`(E)π
λgEδ.

Proposition 3.2.12. Let F ∈ FR,π. Then for every `, and every two elements f ∈ H`(F ) and v ∈
M`(F ), there is n such that, if E ∈ FR,π is n-close to F , then ΦM,`(f · v) = ΦH,`(f) · ΦM,`(v).



18 AVRAHAM AIZENBUD, NIR AVNI, AND DMITRY GOUREVITCH

Proof. By linearity, we can assume that f = 1K`(F )k1π
λk21K`(F ) and that v = 1K`(F )k3δ, where

k1, k2, k3 ∈ K0(F ). Choose N ≥ l big enough so that πλKN (F )π−λ ⊂ K`(F ).
Choose k′i ∈ G(OE) such that φF,E(resN (ki)) = resN (k′i). Since ΦM,` and ΦH,` intertwine left

multiplication by 1K`(F )k11K`(F ) to left multiplication by 1K`(E)k
′
11K`(E), we can assume that k1 = 1 =

k′1. Also, since k2 normalizes K`(F ), we can assume that k2 = 1 = k′2. Let K`(F ) =
⋃s
i=1KN (F )gi be a

decomposition of K`(F ) into cosets. Choose g′i ∈ K`(E) such that φF,E(resN (gi)) = resN (g′i). Then

1K`(F ) = c

s∑

i=1

1KN (F )gi and 1K`(E) = c

s∑

i=1

1KN (E)g
′
i

where c = |K`(F )/KN (F )| = |K`(E)/KN (E)|. Hence

fv = 1K`(F )π
λ1K`(F )k3δ = c

s∑

i=1

1K`(F )π
λ1KN (F )gik3δ = c

s∑

i=1

1K`(F )π
λgik3δ.

and

ΦH,`(f)ΦM,`(v) = 1K`(E)π
λ1K`(E)k

′
3δ = c

s∑

i=1

1K`(E)π
λ1KN (E)gik

′
3δ = c

s∑

i=1

1K`(E)π
λg′ik

′
3δ.

The proposition follows now from Corollary 3.2.11. �
Now we are ready to prove Theorem 3.2.3.

Proof of Theorem 3.2.3. We have to show for any ` there exists n such that if F,E ∈ FR,π are n-close then

the map ΦM,l constructed in Corollary 3.2.6 is an isomorphism of modules over H(G(F ),K`(F ))
ΦH,`∼=

H(G(E),K`(E)).
Since H(G(F ),K`(F )) is Noetherian,M`(G(F )/H(F )) is generated by a finite set v1, . . . , vn satisfying

a finite set of relations
∑
i fi,jvi = 0. Without loss of generality we may assume that for any x ∈ X the

Haar measure on K`(F )x is contained in the set {vi}.
By Proposition 3.2.12, if E is close enough to F , then ΦM,`(vi) satisfy the above relations.
Therefore there exists a homomorphism of Hecke modules Φ′ :M`(G(F )/H(F ))→M`(G(E)/H(E))

given on the generators vi by Φ′(vi) := ΦM,`(vi).

Φ′ intertwines the actions of the finite group K0(F )/K`(F )
φF,E∼= K0(E)/K`(E). Therefore, by Corollary

3.2.6, in order to show that Φ′ coincides with ΦM,` it is enough to check that Φ′ maps the normalized
Haar measure on K`(F )x to the normalized Haar measure on K`(E)x for every x ∈ ∆. In order to do
this let us decompose x = παx0 where x0 ∈ X and α ∈ Υ. Now, since (G,H) is uniformly spherical we
have

1Kn(F )x = 1Kn(F )παKn(F )1Kn(F )x0

and
1Kn(E)x = 1Kn(E)παKn(E)1Kn(E)x0

.

Therefore, since Φ′ is a homomorphism, we have

Φ′(1Kn(F )x) = Φ′(1Kn(F )παKn(F )1Kn(F )x0
) = 1Kn(E)παKn(E)1Kn(E)x0

= 1Kn(F )x.

Hence the linear map ΦM,` : M`(G(F )/H(F )) → M`(G(E)/H(E)) is a homomorphism of Hecke
modules. Since it is a linear isomorphism, it is an isomorphism of Hecke modules. �

Now we obtain the following generalization of Corollary C:

Corollary 3.2.13. Let (G,H) be a uniform spherical pair. Suppose that

• For any F ∈ FR,π, the pair (G,H) is F -spherical.
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• For any E ∈ FR,π and natural number n, there is a field F ∈ FR,π such that E and F are n-close
and the pair (G(F ), H(F )) is a Gelfand pair, i.e. for any irreducible smooth representation ρ of
G(F ) we have

dim HomH(F )(ρ|H(F ),C) ≤ 1.

Then (G(F ), H(F )) is a Gelfand pair for any F ∈ FR,π.

Remark 3.2.14. Fix a prime power q = pk. Let F be the unramified extension of Qp of degree k, let W
be the ring of integers of F , and let R = W [[π]]. Then FR,π includes all local fields with residue field Fq,
and so Corollary 3.2.13 implies Corollary C.

Corollary 3.2.13 follows from Theorem 3.2.3, Theorem 2.3.1, and the following lemma.

Lemma 3.2.15. Let F be a local field and H < G be a pair of reductive groups defined over F . Suppose
that G is split over F . Then (G(F ), H(F )) is a Gelfand pair if and only if for any large enough l ∈ Z>0

and any simple module ρ over Hl(G(F )) we have

dim HomHl(G(F ))(Ml(G(F )/H(F )), ρ) ≤ 1.

This lemma follows from statement (1) formulated in Subsection 2.1.

4. Applications

In this section we prove that the pair (GLn+k(F ),GLn(F )×GLk(F )) is a Gelfand pair for any local
field F of characteristic different from 2 and the pair (GLn+1(F ),GLn(F )) is a strong Gelfand pair for
any local field F . We use Corollary 3.2.13 to deduce those results from the characteristic zero case which
were proven in [JR96] and [AGRS] respectively. Let R = W [[π]].

To verify condition (2) in Definition 3.1.2, we use the following straightforward lemma:

Lemma 4.0.1. Let G = (GLn1)R × · · · × (GLnk)R and let C < G ⊗R R[π−1] be a sub-group scheme
defined over R[π−1]. Suppose that C is defined by equations of the following type:

l∑

i=1

εiaµiπ
λi = πν ,

or
l∑

i=1

εiaµiπ
λi = 0,

where εi = ±1, a1, ..., an2
1+...+n2

k
are entries of matrices, 1 ≤ µi ≤ n2

1 + ... + n2
k are some indices, and

ν, λi are integers. Suppose also that the indices µi are distinct for all the equations. Then the closure C
of C in G is smooth over R.

To verify condition (4) in Definition 3.1.2, we use the following straightforward lemma:

Lemma 4.0.2. Suppose that there exists a natural number `0 such that, for any F ∈ FR,π and any
` > `0, there is a subgroup P` < K`(G,F ) satisfying that for every x ∈ X

(1) For any α ∈ Υ we have παP`π
−α ⊂ K`.

(2) K`x = P`x.

Then condition (4) in Definition 3.1.2 is satisfied.

In our applications, we use the following to show that the pairs we consider are F -spherical.

Proposition 4.0.3. Let F be an infinite field, and consider G = GLn1 × · · · × GLnk embedded in the
standard way in M = Matn1

× · · · ×Matnk . Let A,B ⊂ G⊗ F be two F -subgroups whose closures in M
are affine subspaces MA,MB.
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(1) For any x, y ∈ G(F ), if the variety {(a, b) ∈ A × B|axb = y} is non-empty, then it has an
F -rational point.

(2) If (G,A) is a spherical pair, then it is also an F -spherical pair.

Proof. (1) Denote the projections G → GLnj by πj . Assume that x, y ∈ G(F ), and there is a pair

(a, b) ∈ (A×B)(F ) such that axb = y. Let L ⊂MA×MB be the affine subspace {(α, β)|αx = yβ},
defined over F . By assumption, the functions (α, β) 7→ detπj(α) and (α, β) 7→ detπj(β), for

j = 1, . . . , k, are non-zero on L(F ). Hence there is (a, b) ∈ L(F )∩G, which means that axb−1 = y.
(2) Applying (1) to A and any parabolic subgroup B ⊂ G, any (A × B)(F )-orbit in G(F ) contains

at most one (A×B)(F )-orbit. Since there are only finitely many (A×B)(F )-orbits in G(F ), the
pair (G,A) is F -spherical.

�

4.1. The Pair (GLn+k,GLn×GLk).
In this subsection we assume p 6= 2 and consider only local fields of characteristic different from 2.
Let G := (GLn+k)R and H := (GLn)R × (GLk)R < G be the subgroup of block matrices. Note that

H is a symmetric subgroup since it consists of fixed points of conjugation by ε =

(
Idk 0
0 −Idn

)
. We

prove that (G,H) is a Gelfand pair using Corollary C. The pair (G,H) is a symmetric pair, hence it is a
spherical pair and therefore by Proposition 4.0.3 it is F -spherical. The second condition of Corollary C
is [JR96, Theorem 1.1]. It remains to prove that (G,H) is a uniform spherical pair.

Proposition 4.1.1. The pair (G,H) is uniform spherical.

Proof. Without loss of generality suppose that n ≥ k. Let X = {x0}, where

x0 :=



Idk 0 Idk
0 Idn−k 0
0 0 Idk


H and Υ = {(µ1, ..., µk, 0, ..., 0) ∈ X∗(T ) |µ1 ≤ ... ≤ µk ≤ 0}.

To show the first condition we show that every double coset in K0\G/H includes an element of the
form

Idk 0 diag(πµ1 , ..., πµk)
0 Idn−k 0
0 0 Idk


 s.t. µ1 ≤ ... ≤ µk ≤ 0. Take any g ∈ G. By left multiplication by

K0 we can bring it to upper triangular form. By right multiplication by H we can bring it to a form(
Idn A
0 Idk

)
. Conjugating by a matrix

(
k1 0
0 k2

)
∈ K0 ∩ H we can replace it by

(
Idn k1Ak

−1
2

0 Idk

)
.

Hence we can bring A to be a k-by-(n− k) block of zero, followed by the a diagonal matrix of the form

diag(πµ1 , ..., πµk) s.t. µ1 ≤ ... ≤ µk. Multiplying by an element of K0 of the form



Idk 0 k
0 Idn−k 0
0 0 Idk




we can bring A to the desired form.

As for the second condition, we first compute the stabilizer Gx0
of x0 in G. Note that the coset

x0 ∈ G/H equals






g1 g2 h
g3 g4 0
0 0 h


 |
(
g1 g2

g3 g4

)
∈ (GLn)R, h ∈ (GLk)R




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and 

A B C
D E F
G H I





Idk 0 Idk
0 Idn−k 0
0 0 Idk


 =



A B A+ C
D E D + F
G H G+ I


 .

Hence

Gx0
=







g1 g2 h− g1

g3 g4 −g3

0 0 h


 |
(
g1 g2

g3 g4

)
∈ (GLn)R, h ∈ (GLk)R



 .

Therefore, for any δ1 = (λ1,1, ..., λ1,k, 0, ..., 0), δ2 = (λ2,1, ..., λ2,k, 0, ..., 0) ∈ Υ,

G(F )πλ1x0,πλ2x0
=







πλ2g1π

−λ1 πλ2g2 πλ2(h− g1)
g3π
−λ1 g4 −g3

0 0 h


 |

(
g1 g2

g3 g4

)
∈ (GLn)R, h ∈ (GLk)R



 =

=







A B C
D E F
0 0 I


 ∈ GLn+k, |D = −Fπ−λ1 , C = πλ2I −Aπλ1



 .

The second condition of Definition 3.1.2 follows now from Lemma 4.0.1.

As for the third condition, we use the embedding G/H → G given by g 7→ gεg−1ε. It is easy to see
that valF (πµx0) = µ1, which is independent of F .

Let us now prove the last condition using Lemma 4.0.2. Take l0 = 1 and

P :=







Id 0 0
D E F
G H I


 ∈ GLn+k



 .

Let Pl := P (F )∩Kl(GLn+k, F ). The first condition of Lemma 4.0.2 obviously holds. To show the second
condition, we have to show that for any F , any l ≥ 1 and any g ∈ Kl(GLn+k, F ) there exist p ∈ Pl and
h ∈ H(F ) such that gx0 = pxoh. In other words, we have to solve the following equation:



Idk +A B Idk +A+ C

D Idn−k + E D + F
G H Idk +G+ I


 =



Idk 0 Idk
D′ Idn−k + E′ D′ + F ′

G′ H ′ Idk +G′ + I ′





Idk + x y 0

z Idk + w 0
0 0 Idk + h


 ,

where all the capital letters denote matrices of appropriate sizes with entries in πlOF , and the matrices
in the left hand side are parameters and matrices in the right hand side are unknowns.

The solution is given by:

x = A, y = B, z = D, w =E, h = A+ C

D′ = 0, E′ = 0, F ′ = (D + F )(Idk +A+ C)−1,

H ′ = (H −G(Idk +A)−1B)(−D(Idk +A)−1B + Idn−k + E)−1

G′ = (G−H ′D)(Idk +A)−1, I ′ = (G+ I −A− C)(Idk +A+ C)−1 −G′

�
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4.2. Structure of the spherical space (GLn+1×GLn)/∆ GLn. Consider the embedding ι : GLn ↪→
GLn+1 given by

A 7→
(

1 0
0 A

)
.

Denote G = GLn+1(F ) × GLn(F ) and H = ∆ GLn(F ). The quotient space G/H is isomorphic to
(GLn+1)R via the map (g, h) 7→ gι(h−1). Under this isomorphism, the action of G on G/H becomes
(g, h) ·X = gXι(h−1).

The space G/H is spherical. Indeed, let B ⊂ G be the Borel subgroup consisting of pairs (b1, b2),
where b1 is lower triangular and b2 is upper triangular, and let x0 ∈ G/H be the point represented by
the matrix

x0 =

(
1 e
0 I

)
,

where e is a row vector of 1’s. We claim that Bx0 is open in G/H. Let b be the Lie algebra of B. It
consists of pairs (X,Y ) where X is lower triangular and Y is upper triangular. The infinitesimal action
of b on X at x0 is given by (X,Y ) 7→ Xx0− x0dι(Y ). To show that the image is Matn+1, it is enough to
show that the images of the maps X 7→ Xx0 and Y 7→ x0dι(Y ) have trivial intersection. Suppose that
Xx0 = x0dι(Y ). Then X = x0dι(Y )x−1

0 , i.e.

X =

(
1 e

I

)(
0 0
0 Y

)(
1 −e

I

)
=

(
0 eY
0 Y

)
.

Since X is lower triangular and Y is upper triangular, both have to be diagonal. But eY = 0 implies
that Y = 0, and hence also X=0. Proposition 4.0.3 implies that the pair (G,H) is F -spherical.

The following describes the quotient G(OF )\G(F )/H(F ).

Lemma 4.2.1. For every matrix A ∈ Matn+1(F ) there are k1 ∈ GLn+1(O) and k2 ∈ GLn(O) such that

(3) k1Aι(k2) =




πa πb1 πb2 . . . πbn

πc1

πc2

. . .

πcn



,

where the numbers a, bi, ci satisfy that if i < j then ci − cj ≤ bi − bj ≤ 0 and b1 ≤ c1.

Proof. Let a be the minimal valuation of an element in the first column of A. There is an integral
matrix w1 such that the first column of the matrix w1A is πa, 0, 0, . . . , 0. Let C be the n× n lower-right
sub-matrix of w1A. By Cartan decomposition, there are integral matrices w2, w3 such that w2Cw

−1
3 is

diagonal, and its diagonal entries are πci for a non-decreasing sequence ci. Finally, there are integral and
diagonal matrices d1, d2 such that the matrix d1ι(w2)w1Aι(w

−1
3 )ι(d−1

2 ) has the form (3).
Suppose that i < j and bi > bj . Then adding the j’th column to the i’th column and subtracting

πcj−ci times the i’th row to the j’th row, we can change the matrix (3) so that bi = bj . Similarly, if i < j
and bi − bj < ci − cj , then adding πbj−bi−1 times the i’th column to the j’th column, and subtracting
πci+bj−bi−1−cj times the j’th row to the i’th row changes the matrix (3) so that bi becomes smaller in 1.
Finally, if c1 < b1 than adding the second row to the first changes the matrix so that c1 = b1. �

Let T ⊂ G be the torus consisting of pairs (t1, t2) such that ti are diagonal. The co-character group of
T is the group Zn+1 × Zn. The positive Weyl chamber of T that is defined by B1 is the set ∆ ⊂ X∗(T )
consisting of pairs (µ, ν) such that the µi’s are non-decreasing and the νi’s are non-increasing. Lemma

1The positive Weyl chamber defined by the Borel B is the subset of co-weights λ such that πλB(O)π−λ ⊂ B(O)
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4.2.1 implies that the set
{
πλx0

}
λ∈∆

is a complete set of orbit representatives for G(O)\G(F )/H(F ).

We are ready to prove that (G,H) is uniform spherical.

Proposition 4.2.2. The pair ((GLn+1)R × (GLn)R,∆(GLn)R) is uniform spherical.

Proof. Let Υ ⊂ X∗(T ) be the positive Weyl chamber and let X := {x0}. By the above, the first
condition of Definition 3.1.2 holds. As for the second condition, an easy computation shows that if
a, b1, . . . , bn, c1, . . . , cn ∈ Z, a′, b′1, . . . , b

′
n, c
′
1, . . . , c

′
n ∈ Z satisfy the conclusion of Lemma 4.2.1, and

(k1, k2) ∈ G(O) satisfy that

k1




πa πb1 πb2 . . . πbn

πc1

πc2

. . .

πcn



ι(k1) =




πa
′

πb
′
1 πb

′
2 . . . πb

′
n

πc
′
1

πc
′
2

. . .

πc
′
n



,

then a = a′, ci = c′i, k1 has the form

(
1 B
0 D

)
, where B is a 1 × n matrix and D is an n × n matrix

that satisfy the equations D = πck2π
−c and Bπc = πb − πb′k2, where πc denotes the diagonal matrix

with entries πc1 , . . . , πcn , πb denotes the row vector with entries πbi , and πb
′

denotes the row vector with
entries πb

′
i . The second condition of Definition 3.1.2 holds by Lemma 4.0.1.

The third condition follows because, using the affine embedding as above, πλx0 has the form (3) and
so valF (πλx0) is independent of F .

Finally it is left to verify the last condition. In the following, we will distinguish between the `th
congruence subgroup in GLn+1(F ), which we denote by K`(GLn+1(F )), the `th congruence subgroup in
GLn(F ), which we denote by K`(GLn(F )), and the `th congruence subgroup in G = GLn+1(F )×GLn(F ),
which we denote by K`. By lemma 4.0.2 it is enough to show that (B ∩Kl)x0 = Klx0. It is easy to see
that Klx0 = x0 + πlMatn(OF ). Let y ∈ x0 + πlMatn(OF ). We have to show that y ∈ (B ∩Kl)x0. In
order to do this let us represent y as a block matrix

y =

(
a b
c D

)
,

where a is a scalar and D is n × n matrix. Using left multiplication by lower triangular matrix from

Kl(GLn+1(F )) we may bring y to the form

(
1 b′

0 D′

)
. We can decompose D′ = LU , where L,U ∈

Kl(GLn+1(F )) and L is lower triangular and U is upper triangular. Therefore by action of an element

from B ∩Kl we may bring y to the form

(
1 b′′

0 Id

)
. Using right multiplication by diagonal matrix from

Kl(GLn+1(F )) (with first entry 1) we may bring y to the form

(
1 e
0 D′′

)
, where e is a row vector of 1’s

and D′′ is a diagonal matrix. Finally, using left multiplication by diagonal matrix from Kl(GLn+1(F ))
we may bring y to be x0. �

4.3. The Pair (GLn+1×GLn,∆ GLn).
In this section we prove Theorem D which states that (GLn+1(F ),GLn(F )) is a strong Gelfand pair

for any local field F , i.e. for any irreducible smooth representations π of GLn+1(F ) and τ of GLn(F ) we
have

dim HomGLn(F )(π, τ) ≤ 1.
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It is well known (see e.g. [AGRS, section 1]) that this theorem is equivalent to the statement that
(GLn+1(F ) × GLn(F ),∆ GLn(F )), where ∆ GLn is embedded in GLn+1×GLn by the map ι × Id, is a
Gelfand pair.

By Corollary C this statement follows from Proposition 4.2.2, and the following theorem:

Theorem 4.3.1 ([AGRS], Theorem 1). Let F be a local field of characteristic 0. Then
(GLn+1(F ),GLn(F )) is a strong Gelfand pair.
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UNIQUENESS OF SHALIKA FUNCTIONALS (THE ARCHIMEDEAN CASE)

AVRAHAM AIZENBUD, DMITRY GOUREVITCH, AND HERVÉ JACQUET

Abstract. Let F be either R or C. Let (π, V ) be an irreducible admissible smooth Fréchet
representation of GL2n(F ). A Shalika functional φ : V → C is a continuous linear functional such

that for any g ∈ GLn(F ), A ∈ Matn×n(F ) and v ∈ V we have

φ

�
π

�
g A

0 g

�
)v

�
= exp(2πiRe(Tr(g−1A)))φ(v).

In this paper we prove that the space of Shalika functionals on V is at most one dimensional.

For non-Archimedean F (of characteristic zero) this theorem was proven in [JR96].
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1. Introduction

Let F be either R or C. Let (π, V ) be an admissible smooth Fréchet representation of GL2n(F ). We
assume that V is the canonical completion of an irreducible Harish-Chandra (g,K)- module in the sense
of Casselman-Wallach (see e.g. [Wal92], chapter 11). A Shalika functional φ : V → C is a continuous
linear functional such that for any g ∈ GLn(F ), A ∈Matn×n(F ) and v ∈ V we have

φ

[
π

(
g A
0 g

)
v

]
= exp

(
2πiRe(Tr(g−1A))

)
φ(v).

In this paper we prove the following theorem.

Theorem 1.1. Let (π, V ) be an irreducible admissible smooth Fréchet representation of GL2n(F ). Then
the space of Shalika functionals on V is at most one dimensional.

For non-Archimedean F (of characteristic zero) this theorem was proven in [JR96]. The proof in
[JR96] is based on the fact that (GL2n(F ),GLn(F )×GLn(F )) is a Gelfand pair, which was also proven
in [JR96], and the method of [FJ93, Section 3] of integration of Shalika functionals.

Date: May 21, 2009.
Key words and phrases. Multiplicity one, Gelfand pair, Shalika functional, uniqueness of linear periods.
MSC Classes: 22E45.
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2 AVRAHAM AIZENBUD, DMITRY GOUREVITCH, AND HERVÉ JACQUET

In the Archimedean case those two ingredients also exist. Namely, [FJ93, Section 3] is valid also in
the Archimedean case, and the fact that (GL2n(F ),GLn(F ) × GLn(F )) is a Gelfand pair is proven in
[AG08b].

The proof that we present here is similar to the proof in [JR96]. The main difierence is that we have
to prove the continuity of a certain linear form.

1.1. Structure of the proof.
We construct a linear map from the space of Shalika functionals to the space of linear periods (linear
functionals on V that are invariant by GLn(F )×GLn(F )) and prove that the map is injective. Hence the
uniqueness of the linear periods implies uniqueness of the Shalika functionals. The uniqueness of linear
periods, i.e. the fact that (GL2n(F ),GLn(F )×GLn(F )) is a Gelfand pair, is proven in [AG08b].

1.2. Structure of the paper.
In §2 we fix notation and terminology. In §3 we describe a way of obtaining a linear period from a Shalika
functional by integration, as in [FJ93, Section 3]. In §4 we investigate the properties of the obtained
period. In §5 we explain how this implies the uniqueness of Shalika functionals.

1.3. Acknowledgements.
Aizenbud and Gourevitch thank Josef Bernstein, Wee Teck Gan and Binyong Sun for useful re-
marks.

Aizenbud and Gourevitch were partially supported by a BSF grant, a GIF grant, and an ISF Center
of excellency grant.

2. Preliminaries and notation

2.1. Notation.

• Henceforth we fix an Archimedean field F (i.e. F is R or C).
• For a group G acting on a vector space V we denote by V G the space of G-invariant vectors in
V . For a character χ of G we denote by V G,χ the space of (G,χ)-equivariant vectors in V .

• For a smooth real algebraic variety M we denote by S(M) the space of Schwartz functions on
M , i.e. the space of smooth functions that are rapidly decreasing as well as all their derivatives.
For precise definition see e.g. [AG08a].

• We fix a natural number n and denote G := GL2n(F ).
• We fix a norm on G by

||g|| :=
∑

1≤i,j≤2n
|gij |2 +

∑

1≤i,j≤2n
|(g−1)ij |2.

• We denote

G1 :=

{(
g 0
0 Id

)
| g ∈ GLn(F )

}
⊂ G

• We denote by ν : GLn(F ) → G1 the isomorphism defined by

ν(g) :=

(
g 0
0 Id

)
.

Note that for any X ∈ Mat(n× n, F ), dν(X) =

(
X 0
0 0

)
.

• We denote

H :=

{(
g 0
0 g

)
| g ∈ GLn(F )

}
⊂ G

• We denote

U :=

{(
Id A
0 Id

)
|A ∈Matn×n(F )

}
⊂ G
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• We denote by µ : Mat(n× n, F ) → U the isomorphism defined by

µ(A) :=

(
Id A
0 Id

)
.

Note that for any X ∈ Mat(n× n, F ), dµ(X) =

(
0 X
0 0

)
.

• We denote by τ : U → F the homomorphism given by

τ(µ(A)) := Tr(A).

• We let ψ be the additive character of F defined by ψ(x) := e2πi Re x. We define an homomorphism
Ψ : U → F× by

Ψ := ψ ◦ τ.
We extend Ψ to an homomorphism Ψ : HU → F× trivial on H.

• We denote by K the standard maximal compact subgroup of G. Thus K = O(2n) if F = R and
K = U(2n) if F = C.

2.2. Admissible representations.
In this paper we consider admissible smooth Fréchet representations of G, i.e. smooth admissible repre-
sentations (π, V ) of G such that V is a Fréchet space and, for any continuous semi-norm α on V , there
exist another continuous semi-norm β on V and a natural number M such that for any g ∈ G,

α(π(g)v) ≤ β(v)||g||M .
By Casselman - Wallach theorem (see e.g. [Wal92], chapter 11), V may be regarded as the canonical

model of an irreducible Harish-Chandra (g,K)−module. By Casselman embedding theorem ([Cas80]), V

can be realized as a closed subspace of a principal series representation. We denote by Ṽ the canonical
model of the contragredient Harish-Chandra (g,K)−module. It is a subspace of the topological dual V ∗

of V .

3. Integration of Shalika functionals

In this section we fix:

• an irreducible admissible smooth Fréchet representation (π, V ) of G
• a Shalika functional λ on V , i.e. λ ∈ (V ∗)HU,Ψ.

Theorem 3.1. There exists M ∈ R such that for any v ∈ v and over the region of s ∈ C with Re(s) > M ,
the integral

Lλ,v(s) :=

∫

g∈G1

λ(π(g)v)|det(g)|s− 1
2 dg

converges absolutely and is a holomorphic function of s.
Moreover, Lλ,v(s) has meromorphic continuation to the complex plane and is a holomorphic multiple of

the L-function Lπ of the representation π. Finally, for any λ 6= 0 there exists v ∈ V such that Lλ,v = Lπ.

In [FJ93, Proposition 3.1] this theorem is proven under the following assumption:
(*) There exists a continuous semi-norm β on V such that |λ(π(g)v)| ≤ β(v) for any g ∈ G.

This may not be true in general. However, we have the following result.

Lemma 3.2. There exist M > 0 and a continuous semi-norm β on V such that |λ(π(g)v)| ≤
|det g|−Mβ(v) for any g ∈ G1.

Before proving the Lemma, we check that, with the help of this Lemma, the proof of Theorem 3.1
is still valid. Indeed, the functions g 7→ λ(π(g)v) are bounded in [FJ93] and satisfy a sharper estimate
([FJ93, Lemma 3.1]). Here they satisfy the following estimates.
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Lemma 3.3. There is a continuous semi-norm γ on V such that, for any v ∈ V ,

|λ(π(g)v)| ≤ |det b−1a|−Mγ(v)
for

g = u

(
a 0
0 b

)
k

with a, b ∈ GL(n, F ), u ∈ U , k ∈ K. Furthermore, for any v ∈ V , there is Φv ∈ S(Mat(n × n, F )) such
that

|λ(π(g)v)| ≤ Φ(b−1a)|det b−1a|−M ,
for g of the above form.

Proof. For the first assertion, we have

λ(π(g)v) = Ψ(u)λ(π(ν(b−1a))π(k)v).

Hence
|λ(π(g)v)| ≤ |det b−1a|−Mβ(π(k)v).

There is another continuous semi-norm γ such that, for all k ∈ K,

β(π(k)v) ≤ γ(v).

The first assertion follows.
For the second assertion, we go through the proof of [FJ93, Lemma 3.1] (which is the above estimate

with M = 0) and arrive at once at the present estimate. �

The proof of Theorem 3.1 is still valid. The only modification is that we need to check that, under
our weaker assumption, two integrals in [FJ93] which depend on s ∈ C, are still absolutely convergent
for Re s >> 0.

The first integral is integral [FJ93, 45]:
∫
λ(π(g)v)Φ(g)|det g|s+n− 1

2 d×g

where Φ ∈ S(Mat(2n× 2n, F )). We write

g =

(
a x
0 b

)
k.

Then
d×g = |det a|−nd×ad×bdxdk.

By Lemma 3.3, the integral of the absolute value is bounded by
∫

|det a|Re s−M− 1
2 |det b|Re s+M+n− 1

2

∣∣∣∣Φ
[(

a x
0 b

)
k

]∣∣∣∣ d×ad×bdxdk.

This does converge absolutely for Re s >> 0.
The second integral is integral [FJ93, 48]. It has the form

∫
λ

[
π

(
a 0
0 Id

)
π(x)v

]
|det a|s− 1

2 d×adµ(x)

where µ is the measure on SL(2n, F ) defined by
∫
f(x)dµ(x) =

∫
f

[(
b−1 0
0 Id

)(
Id u
0 Id

)(
Id 0
0 b

)
k

]
Υ(u, b−1, b; k) |det b|nd×bdudk

In this formula k is integrated over K ′ = K ∩SL(2n, F ) and the function Υ is in S(Mat(n×n, F )3×K ′).
The integral of the absolute value of the integrand is bounded by∫

Φv(ab
−2)|det ab−2|−M |Υ|(u, b−1, b; k)|det b|nd×bdudk |det a|Re s− 1

2 d×a.



UNIQUENESS OF SHALIKA FUNCTIONALS 5

After changing a to ab2, the integral decomposes into a product:∫
Φv(a)|det a|Re s−M− 1

2 d×a×
∫

|Υ|(u, b−1, b; k)|det b|n+2Re s−1d×bdudk.

The first integral converges for Re s >> 0. The second integral converges for all s.
It remains to prove Lemma 3.2. We will prove the following more general lemma.

Lemma 3.4. There existsM0 > 0 such that, for any polynomial P on the real vector space Mat(n×n, F ),
there exists a continuous semi-norm βP on V such that for any g ∈ GLn(F ) we have

|λ (π(ν(g))v) | ≤ βP (v)
1

|P (g)| |det g|
−M0 .

Proof. We have
λ(π(µ(X))v) = ψ(TrX)λ(v) ∀X ∈ Mat(n× n, F ).

We have then
λ(dπ(dµ(X))v) = 2πi ReTr(X)λ(v) ∀X ∈ Mat(n× n, F )

and hence

λ(π(ν(g))dπ(dµ(X))v) = 2πi ReTr(gX)λ(π(ν(g))v) ∀X ∈ Mat(n× n, F ) and g ∈ GLn(F ).

Similarly, if Q is a polynomial on the real vector space Mat(n × n, F ), there is an element XQ of the
enveloping algebra of gl2n(F ) such that

λ(π(ν(g))dπ(XQ)v) = Q(g)λ(π(ν(g))v) ∀g ∈ GLn(F ).

We know that there exist a continuous semi-norm β on V and a natural numberM such that |λ(π(g)v)| ≤
β(v)||g||M for any g ∈ G. Therefore for any g ∈ GLn(F ) we have

|Q(g)λ(π(ν(g))v)| = |λ(π(ν(g))dπ(µ(XQ))v)| ≤ β(dπ(XQ)v)||ν(g)||M .
Note that ||ν(g)||M = P0(g)|det g|−2M for a suitable polynomial P0 on the real vector space Mat(n×n, F ).
Therefore, we have, with M0 = 2M ,

|λ(π(ν(g))v)| ≤ β(dπ(XQ)v)
P0(g)

|Q(g)| |det g|
−M0 .

We may take Q of the form Q = P0P where P is another polynomial. Since v 7→ β(dπ(XQ)v) is a
continuous semi-norm the Lemma follows. �

4. Properties of Lλ,v

Theorem 4.1. Let (π, V ) be an irreducible admissible smooth Fréchet representation of G. Fix a Shalika
functional λ ∈ (V ∗)HU,Ψ and a vector v ∈ V . Then, for any polynomial p, the product p(s)Lλ,v(s) is
bounded at infinity on every vertical strip of finite width.

In [FJ93, §§3.3] the following statement is proven.

Lemma 4.2. For Re(s) large enough, Lλ,v(s) is a finite sum of functions of the type

Lu,ξ,Φ(s) :=

∫

g∈G
Φ(g)ξ(π(g)u)|det g|s+n− 1

2 dg,

where Φ ∈ S(Mat(2n× 2n, F )), u ∈ V , ξ ∈ V ∗.

Now Theorem 4.1 follows from the following one.

Theorem 4.3. Let (π, V ) be an irreducible admissible smooth Fréchet representation of G. Let Φ ∈
S(Mat(2n × 2n, F )), u ∈ V and ξ ∈ Ṽ . Then Lu,ξ,Φ(s) has a meromorphic continuation to C whose
product by any polynomial is bounded at infinity on any vertical strip. The continuation is a holomorphic
multiple of Lπ(s) = L(s, π). It satisfies the functional equation

∫
Φ̂(g)ξ(π(tg−1)u)|det g|1−s+n− 1

2 dg = γ(s, π, ψ)Lu,ξ,Φ(s)
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where

γ(s, π, ψ) := ε(s, π, ψ)
L(1− s, π̃)

L(s, π)
.

and

Φ̂(X) :=

∫

Mat(2n×2n,F )

Φ(Y )ψ(tr(XY t))dY.

Finally, these assertions remain true if ξ is in V ∗ (topological dual of V ).

This theorem is proven in [GJ72] in slightly narrower generality: the vectors u and ξ are K−finite and
the function Φ is the product of a Gaussian function and a polynomial. For the convenience of the reader
we indicate how to extend the results of [GJ72].

We will need the following lemma.

Lemma 4.4. Let T ⊂ G be the torus of diagonal matrices. We will also regard T as the subset (F×)2n

of F 2n. Let χ : T → C× be a multiplicative character. Let (π, V ) be the corresponding representation of

principal series of G. Let v ∈ V and ξ ∈ Ṽ . Let Φ be a Schwartz function on Mat(2n× 2n, F ).
Then there exists a Schwartz function φ ∈ S(F 2n) such that

∫

g∈G
Φ(g)ξ(π(g)v)|det g|s+n− 1

2 dg =

∫

t∈T
φ(t)χ(t)|det t|sdt

for any s ∈ C such that the integral on the right converges absolutely.

Proof. Let N denote the group of upper triangular matrices with unit diagonal. Let B = TN and δB be
the module of the group B. Realize V as the space of smooth functions on G that satisfy

f(tg) = χ(t)f(g)δ
1/2
B (t) and f(ug) = f(g) for any t ∈ T and u ∈ N.

Realize also Ṽ in the corresponding way. Then

ξ(π(g)v) =

∫

k∈K
v(kg)ξ(k)dk ,

where K is the standard maximal compact subgroup. Now
∫

G

Φ(g)ξ(π(g)v)|det g|s+n−1
2 dg =

∫

G

∫

K

Φ(g)v(kg)ξ(k)|det g|sn−1
2 dgdk =

∫

G

∫

K

Φ(k−1g)v(g)ξ(k)|det g|s+n−1
2 dgdk

To compute this integral we set

g =




a1 u1,2 · · · u1,2n
0 a2 · · · u2,2n
· · · · · · · · ·
0 0 · · · a2n


 k′ .

Then

dg = |a1|1−2n|a2|2−2n · · · |a2n−1|−1 ⊗ d×ai ⊗ dui,jdk
′

We set

φ(a1, ..., a2n) :=

∫
Φ


k
−1




a1 u1,2 · · · u1,2n
0 a2 · · · u2,2n
· · · · · · · · ·
0 0 · · · a2n


 k′


 v(k

′)ξ(k)dkdk′ ⊗ dui,j .

Clearly φ is a Schwartz function on F 2n and
∫

g∈G
Φ(g)ξ(π(g)v)|det g|s+n−1

2 dg =

∫

t∈T
φ(t)χ(t)|det t|sdt

for any s ∈ C such that the integral on the right converges. �

Now we can prove Theorem 4.3.
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Proof of Theorem 4.3. The representation (π, V ) is a sub-representation of a principal series representa-

tion determined by a character χ of T and the representation (π̃, Ṽ ) is then a quotient of the representation

determined by χ−1. For u ∈ V and ξ ∈ Ṽ (or ξ in the principal series determined by χ−1) we have

Lu,ξ,Φ(s) =

∫

(a1,..,a2n)∈F×2n

φ(a1, a2, ..., a2n)χ1(a1)|a1|s...χ2n(a2n)|a2n|sd×a1...d×a2n .

The right hand side extends to a meromorphic function of s and the product of this function by any
polynomial is bounded at infinity in any vertical strip. Moreover, the function φ depends continuously

on Φ, u ∈ V, ξ ∈ Ṽ . Therefore the analytic continuation depends continuously on Φ, v ∈ V, ξ ∈ Ṽ . By
continuity, it has the properties stated in the Theorem. To extend further to the case where ξ is in the
topological dual V ∗ we appeal to the Dixmier Malliavin Lemma ([DM78]) applied to the representation
of SL2n(F ) on S(Mat2n×2n(F )) defined by

g1Φ(X) := Φ(g−11 X)

Thus we may assume Φ is of the form

Φ(X) =

∫

SL2n(F )

Φ1(g
−1
1 X)f(g1)dg1

where f1 is a C∞ function of compact support on SL2n(F ). Then

Lu,ξ,Φ = Lu,ξ1,Φ1

where
ξ1(v) := ξ(π(f1)v) .

Now ξ1 is in Ṽ and our assertion follows.
�

Remark 4.5. The previous result with ξ ∈ V ∗ is used without comment in [FJ93], formula (57). This
is why we included a sketch of the proof.

Theorem 4.6. There exists M > 0 such that for any even integer M ′ ≥ 2 and any polynomial p on C,
there exists a semi-norm β on V such that |pLλ,v|M ′+M+iR | ≤ β(v).

First, we will prove the following lemma.

Lemma 4.7. There exists M > 0 such that, for any even integer M ′ ≥ 2, there exists a continuous
semi-norm β on V such that |Lλ,v(s)| ≤ β(v) for Re s =M ′ +M .

Proof. By Lemma 3.4 there exists M0 > 0, and for any polynomial P on Mat(n × n, F ), a continuous
semi-norm βP such that

λ (π(ν(g))v) ≤ βP (v)
1

|P (g)| |det g|
−M0 .

Let M := 1/2 + n2 +M0. Let M
′ ≥ 2 be an even integer and let s ∈ C with Re(s) =M +M ′. Let

P (X) = |detX|M ′ ∏

i,j

(1 +XijXij).

Let

β(v) := βP (v)

∫

X∈Mat(n×n,F )

dX∏
i,j(1 +XijXij)

.

Now

|Lλ,v| =
∣∣∣∣∣

∫

GLn(F )

λ(π(ν(g))v)|det g|s−1/2dg
∣∣∣∣∣ ≤

∫

GLn(F )

βP (v)
1

|P (g)| |det g|
−M0 |det g|n2+M ′+M0dg =

∫

GLn(F )

βP (v)
1

|P (g)| |det g|
n2+M ′

dg =

∫

X∈Mat(n×n,F )

βP (v)
1

|P (X)| |detX|M ′
dX = β(v).

�
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Proof of Theorem 4.6. For any g ∈ GLn(F ) we have

Lλ,π(ν(g))v(s) = |det(g)|1/2−sLλ,v(s).

We can apply this to g = exp(tX), with t ∈ R and X ∈ Mat(n× n, F ). We get

Lλ,π(ν(g))v(s) = |det(exp(tX))| 12−sLλ,v(s).

Differentiating this identity with respect to t at t = 0, we get

Lλ,dπ(dν(X))v(s) = (
1

2
− s)c(X)Lλ,v(s),

where c(X) = TrX if F = R and c(X) = 2ReTrX if F = C. Similarly, for any polynomial p on C there
exists Xp in the universal enveloping algebra of gl2n(F ) such that

Lλ,dπ(Xp)v(s) = p(s)Lλ,v(s).

The theorem follows now from Lemma 4.7. �

Notation 4.8. Define another representation πθ on the same space V by πθ(g) := π((gt)−1). Recall that
πθ ∼= π̃.

For any Shalika functional λ : π → C we define λθ : πθ → C by

λθ(v) := λ

(
π

(
0nn Idnn

−Idnn 0nn

)
v

)
.

It is easy to see that λθ is a Shalika functional for the rerpresentation πθ.

Theorem 4.9 ([FJ93], Proposition 3.3).

γ(s, π, ψ)Lπ
λ,v(s) = Lπθ

λθ,v(1− s).

Using Theorem 4.6 we obtain the following corollary.

Corollary 4.10. There exists N < 0 such that for any odd integer N ′ ≤ −1 and any polynomial p on C
there exists a semi-norm β on V such that |pLλ,v|N ′+N+iR| ≤ β(v).

5. Uniqueness of Shalika functionals

Theorem 5.1. Let (π, V ) an irreducible admissible representation of G. Let λ be a Shalika functional.
Then the functional L(λ) : V → C defined by

L(λ)(v) :=
Lλ,v

Lπ
(
1

2
)

is continuous.

Proof. By Theorem 4.6 we choose M > 1 such that for any polynomial p there exists a semi-norm β
on V such that |pLλ,v|M+iR | ≤ β(v). By Corollary 4.10 we choose N < 0 such for any polynomial p
there exists a semi-norm β′ on V such that |pLλ,v|N+iR | ≤ β′(v). Let q be a polynomial such that the
multiset of poles of 1/q (with multiplicities) coincides with the multiset of poles of Lπ|[N,M ]+iR. Here,
[N,M ] + iR denotes the strip N ≤ Re(s) ≤ M . It is enough to show that the map L′(λ) defined by
L′(λ)(v) := Lλ,vq(

1
2 ) is continuous. Now there exists a semi-norm α on V such that, for any v ∈ V ,

|qLλ,v|M+iR| ≤ α(v) and |qLλ,v|N+iR| ≤ α(v).

By Theorem 4.1, for any v ∈ V , there exists ∆ such that |qLλ,v(s)| ≤ α(v) if s ∈ [N,M ] + iR and
| Im s| ≥ ∆. Now by maximal modulus principle L′(λ)(v) ≤ α(v) for any v ∈ V . �

Definition 5.2. Let (π, V ) an irreducible admissible representation of G. We define a map

L : (V ∗)HU,Ψ → (V ∗)HG1

by

L(λ)(v) =
Lλ,v

Lπ
(
1

2
)
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Theorem 3.1 implies

Proposition 5.3. L is a monomorphism.

Now we use the following theorem from [AG08b].

Theorem 5.4 (see [AG08b], Theorem I). The pair (GL2n, GLn ×GLn) is a Gelfand pair. Namely,

dim(V ∗)GLn(F )×GLn(F ) ≤ 1.

Corollary 5.5. Theorem 1.1 holds. Namely,

dim(V ∗)HU,Ψ ≤ 1.
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SMOOTH TRANSFER OF KLOOSTERMAN INTEGRALS

(THE ARCHIMEDEAN CASE)

AVRAHAM AIZENBUD AND DMITRY GOUREVITCH

Abstract. We establish the existence of a transfer, which is compatible with Kloosterman integrals,
between Schwartz functions on GLn(R) and Schwartz functions on the variety of non-degenerate Her-

mitian forms. Namely, we consider an integral of a Schwartz function on GLn(R) along the orbits of

the two sided action of the groups of upper and lower unipotent matrices twisted by a non-degenerate
character. This gives a smooth function on the torus. We prove that the space of all functions obtained

in such a way coincides with the space that is constructed analogously when GLn(R) is replaced with

the variety of non-degenerate hermitian forms. We also obtain similar results for gln(R).
The non-Archimedean case is done in [Jac03a] and our proof follows the same lines. However we

have to face additional difficulties that appear only in the Archimedean case.
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1. Introduction

Let Nn be the subgroup of upper triangular matrices in GLn with unit diagonal, and let An be the
group of invertible diagonal matrices. We define a character θ : Nn(R)→ C× by

θ(u) = exp(i

n−1∑

k=1

uk,k+1).

Let S(GLn(R)) be the space of Schwartz functions on GLn(R). We define a map Ω : S(GLn(R)) →
C∞(An) by

Ω(Φ)(a) :=

∫

(u1,u2)∈Nn(R)×Nn(R)

Φ(ut1au2)θ(u1u2)du1du2.

Similarly, we let Sn(C) be the space of non-degenerate Hermitian matrices n × n . We define a map
Ω : S(Sn(C))→ C∞(An) by

Ω(Ψ)(a) :=

∫

u∈Nn(C)

Ψ(utau)θ(uu)du.

We say that Φ ∈ S(GLn(R)) matches Ψ ∈ S(Sn(C)) if for every a ∈ An(F ) , we have

Ω(Φ)(a) = γ(a)Ω(Ψ)(a),

where

γ(a) := sign(a1)sign(a1a2)...sign(a1a2, ..., an−1) for a = diag(a1, a2, ..., an).

The main theorem of this paper is

Theorem A. For every Φ ∈ S(GLn(R)) there is a matching Ψ ∈ S(Sn(C)), and conversely.

We also prove a similar theorem for gln.
We also consider non-regular orbital integrals and prove that if two functions match then their non-

regular orbital integrals are also equal (up to a suitable transfer factor). This implies in particular that
regular orbital integrals are dense in all orbital integrals.

The non-Archimedean counterpart of this paper is done in [Jac03a, Jac03b] and our proof follows the
same lines. However we have to face additional difficulties that appear only in the Archimedean case.

For the motivation of this problem we refer the reader to [Jac03a].
In the case of GL(2,R) Theorem A was proven in [Jac05], using different methods.

1.1. A sketch of the proof.
First we show that the theorem for gln implies the theorem for GLn. Then we prove the theorem

for gln by induction. We construct certain open sets Oi ⊂ gln(R) (for their definition see §§3.1) and
use the intermediate Kloosterman integrals in order to describe Ω(S(Oi)) in terms of Ω(S(GLi(R)))
and Ω(S(gln−i(R))). This gives a smooth matching for S(Oi) by the induction hypothesis. We denote
U :=

⋃
Oi and Z := gln(R)− U and obtain by partition of unity smooth matching for S(U).

Then we use an important fact. Namely, if Φ matches Ψ then the Fourier transform of Φ matches the
Fourier transform of Ψ multiplied by a constant. This is proven in [Jac03a] in the non-Archimedean case
and the same proof holds in the Archimedean case. The proof of this fact is based on an explicit formula
for the Kloosterman integral of the Fourier transform of Φ in terms of the Kloosterman integral of Φ (see
Theorem 3.2.4).

In order to complete the proof of the main theorem we prove the following Key Lemma.

Lemma B. Let Nn ×Nn act on gln by x 7→ ut1xu2. Let χ denote the character of Nn ×Nn defined by
χ(u1, u2) = θ(u1u2).

Then any function in S(gln(R)) can be written as a sum f + g + h s.t. f is a Schwartz function
on U , the Fourier transform of g is a Schwartz function on U and h is a function that annihilates any
(Nn ×Nn, χ)− equivariant distribution on gln(R) and in particular Ω(h) = 0.
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1.2. The spaces of functions considered.
Since the proof relies on Fourier transform, in the Archimedean case it would not be appropriate to

consider the space of smooth compactly supported functions. Therefore we had to work with Schwartz
functions. Theories of Schwartz functions were developed by various authors in various generalities. We
chose for this problem the version developed in [AG08, AG] in the generality of Nash (i.e. smooth semi-
algebraic) manifolds. In Appendix A of the present paper we develop further the tools for working with
Schwartz functions from [AG08, AG] and [AG09, Appendix B], for the purposes of this paper.

1.3. Difficulties that we encounter in the Archimedean case.
Roughly speaking, most of the additional difficulties in the Archimedean case come from the fact

that the space of Schwartz functions in the Archimedean case is a topological vector space unlike the
space of Schwartz functions in the non-Archimedean case which is just a vector space. Part of those
difficulties are technical and can be overcome using the theory of nuclear Fréchet spaces. However there
are more essential difficulties in the Key Lemma. Namely, in the non-Archimedean case the Key lemma
is equivalent to the following one

Lemma C. Any (Nn ×Nn, χ)-equivariant distribution on gln(R) supported on Z, whose Fourier trans-
form is also supported on Z, vanishes.

Note that even this lemma is harder in the Archimedean since we have to deal with transversal deriva-
tives. However, this difficulty is overcome using the fact that the transversal derivatives are controlled
by the action of stabilizer of a point on the normal space to its orbit. This action is rather simple since
it is an algebraic action of a unipotent group.

The main difficulty, though, is that in the Archimedean case Lemma C in not equivalent to Lemma B
but only to the following weak version of it

Lemma D. Any function in S(gln(R)) can be approximated by a sum f + g + h s.t. f is a Schwartz
function on U , the Fourier transform of g is a Schwartz function on U and h is a function that annihilates
any (Nn ×Nn, χ)− equivariant distribution on gln(R) and in particular Ω(f) = 0.

We believe that the reason that the Key Lemma holds is a part of a general phenomenon. To describe
this phenomenon note that a statement concerning equivariant distributions can be reformulated to a
statement concerning closure of subspaces of Schwartz functions. The phenomenon is that in many cases
this statement holds without the need to consider the closure. We discuss two manifestations of this
phenomenon in §§§2.2.2 and 2.2.3, and prove them in appendices A.2 and A.3. The proofs there remind
in their spirit the proof of the classical Borel Lemma.

1.4. Contents of the paper.
In §2 we fix notational conventions and list the basic facts on Schwartz functions and nuclear Fréchet

spaces that we will use.
In §3 we prove the main result. In §§3.1 we introduce the notation that we will use to discuss our

problem, and reformulate the main result in this notation. In §§3.2 we introduce the main ingredients
of the proof: description of Ω(S(Oi)) using intermediate Kloosterman integrals, inversion formula that
connects Fourier transform to Kloosterman integrals, and the Key lemma. In §§3.3 we deduce the main
result, Theorem A, from the main ingredients.

In §4 we prove the inversion formula.
In §5 we prove the Key lemma.
In §6 we consider non-regular orbital integrals, define matching for them and prove that if two functions

match then their non-regular orbital integrals also match.
In appendix A we give some complementary facts about Nash manifolds and Schwartz functions on

them and prove an analog of Dixmier - Malliavin Theorem and prove dual versions of special cases of
uncertainty principle and localization principle. Those versions are two manifestations of the phenomenon
described above.
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2. Preliminaries

2.1. General notation.

• All the algebraic varieties and algebraic groups we consider in this paper are real.
• For a group G acting on a set X and a point x ∈ X we denote by Gx or by G(x) the orbit of x,

by Gx the stabilizer of x and by XG the set of G-fixed points in X.
• For Lie groups G or H we will usually denote their Lie algebras by g and h.
• An action of a Lie algebra g on a (smooth, algebraic, etc) manifold M is a Lie algebra homomor-

phism from g to the Lie algebra of vector fields on M . Note that an action of a (Lie, algebraic,
etc) group on M defines an action of its Lie algebra on M .

• For a Lie algebra g acting on M , an element α ∈ g and a point x ∈M we denote by α(x) ∈ TxM
the value at point x of the vector field corresponding to α. We denote by gx ⊂ TxM or by g(x)
the image of the map α 7→ α(x) and by gx ⊂ g its kernel.

• For a Lie algebra (or an associative algebra) g acting on a vector space V and a subspace L ⊂ V ,
we denote by gL ⊂ V the image of the action map g⊗ L→ V .

• For a representation V of a Lie algebra g we denote by V g the space of g-invariants and by
Vg := V/gV the space of g-coinvariants.

• For manifolds L ⊂M we denote by NM
L := (TM |L)/TL the normal bundle to L in M .

• Denote by CNM
L := (NM

L )∗ the conormal bundle.
• For a point y ∈ L we denote by NM

L,y the normal space to L in M at the point y and by CNM
L,y

the conormal space.
• By bundle we always mean a vector bundle.
• For a manifold M we denote by C∞(M) the space of infinitely differentiable functions on M ,

equipped with the standard topology.

2.2. Schwartz functions on Nash manifolds.
We will require a theory of Schwartz functions on Nash manifolds as developed e.g. in [AG08]. Nash

manifolds are smooth semi-algebraic manifolds but in the present work, except of Appendix A, only
smooth real algebraic manifolds are considered. Therefore the reader can safely replace the word Nash
by smooth real algebraic in the body of the paper.

Schwartz functions are functions that decay, together with all their derivatives, faster than any poly-
nomial. On Rn it is the usual notion of Schwartz function. For precise definitions of those notions we
refer the reader to [AG08]. We will use the following notations.

Notation 2.2.1. Let X be a Nash manifold. Denote by S(X) the Fréchet space of Schwartz functions
on X.

We will need several properties of Schwartz functions from [AG08].

Property 2.2.2 ([AG08], Theorem 4.1.3). S(Rn) = Classical Schwartz functions on Rn.

Property 2.2.3 ([AG08], Theorem 5.4.3). Let U ⊂M be an open Nash submanifold, then

S(U) ∼= {φ ∈ S(M)| φ is 0 on M \ U with all derivatives}.
In this paper we will consider S(U) as a subspace of S(X).
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Property 2.2.4 (see [AG08], §5). Let M be a Nash manifold. Let M =
⋃n
i=1 Ui be a finite cover of

M by open Nash submanifolds. Then a function f on M is a Schwartz function if and only if it can be

written as f =
n∑
i=1

fi where fi ∈ S(Ui) (extended by zero to M).

Moreover, there exists a smooth partition of unity 1 =
n∑
i=1

λi such that for any Schwartz function

f ∈ S(M) the function λif is a Schwartz function on Ui (extended by zero to M).

Property 2.2.5 (see [AG08], §5). Let Z ⊂ M be a Nash closed submanifold. Then restriction maps
S(M) onto S(Z).

Property 2.2.6 ([AG09], Theorem B.2.4). Let φ : M → N be a Nash submersion of Nash manifolds.
Let E be a Nash bundle over N . Fix Nash measures µ on M and ν on N .

Then
(i) there exists a unique continuous linear map φ∗ : S(M) → S(N) such that for any f ∈ S(N) and
g ∈ S(M) we have ∫

x∈N
f(x)φ∗g(x)dν =

∫

x∈M
(f(φ(x)))g(x)dµ.

In particular, we mean that both integrals converge.
(ii) If φ is surjective then φ∗ is surjective.

In fact

φ∗g(x) =

∫

z∈φ−1(x)

g(z)dρ

for an appropriate measure ρ.

We will need the following analog of Dixmier - Malliavin theorem.

Property 2.2.7. Let φ : M → N be a Nash map of Nash manifolds. Then multiplication defines an
onto map S(M)⊗ S(N) � S(M).

For proof see Theorem A.1.1.
We will also need the following notion.

Notation 2.2.8. Let φ : M → N be a Nash map of Nash manifolds. We call a function f ∈ C∞(M)
Schwartz along the fibers of φ if for any Schwartz function g ∈ S(N), we have (g ◦ φ)f ∈ S(M).

We denote the space of such functions by Sφ,N (M). If there is no ambiguity we will sometimes denote
it by Sφ(M) or by SN (M). We define the topology on Sφ(M) using the following system of semi-norms:
for any seminorms α on S(N) and β on S(M) we define

Nα
β(f) := sup

g∈S(N)|α(g)<1

β(f(g ◦ φ)).

We will use the following corollary of Property 2.2.6.

Corollary 2.2.9. Let φ : M → N be a Nash map and ψ : L → M be a Nash submersion. Fix Nash
measures on L and M . Then there is a natural continuous linear map φ∗ : SN (L)→ SN (M).

Remark 2.2.10. Let φ : M → N be a Nash map of Nash manifolds. Let V ⊂ N be a dense open Nash
submanifold. Let U := φ−1(V ). Suppose that U is dense in M . Then we have embeddings

S(M) ↪→ Sφ,N (M) ↪→ Sφ,V (U).

In this paper we will view S(M) and Sφ,N (M) as subspaces of Sφ,V (U).

2.2.1. Fourier transform.

Notation 2.2.11. Let V be a finite dimensional real vector space. Let B be a non-degenerate bilinear
form on V and ψ be a non-trivial additive character of R. Then B and ψ define Fourier transform
with respect to the self-dual Haar measure on V . We denote it by FB,ψ : S(V ) → S(V ). If there is no
ambiguity, we will omit B and ψ. We will also denote by F∗B,ψ : S∗(V )→ S∗(V ) the dual map.
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We will use the following trivial observation.

Lemma 2.2.12. Let V be a finite dimensional real vector space. Let a Nash group G act linearly on V .
Let B be a G-invariant non-degenerate symmetric bilinear form on V . Let ψ be a non-trivial additive
character of R. Then FB,ψ commutes with the action of G.

2.2.2. Dual uncertainty principle.

Theorem 2.2.13. Let V be a finite dimensional real vector space. Let B be a non-degenerate bilinear
form on V and ψ be a non-trivial additive character of R. Let L ⊂ V be a subspace. Suppose that
L⊥ " L. Then

S(V − L) + F(S(V − L)) = S(V ).

For proof see Appendix A.3.

Remark 2.2.14. It is much easier to prove that

S(V − L) + F(S(V − L)) = S(V )

since this is equivalent to the fact that there are no distributions on V supported in L with Fourier
transform supported in L.

2.2.3. Coinvariants in Schwartz functions.

Theorem 2.2.15. Let a connected algebraic group G act on a real algebraic manifold X. Let Z be a
G-invariant Zariski closed subset of X. Let g be the Lie algebra of G. Let χ be a unitary character of G.
Suppose that for any z ∈ Z and k ∈ Z≥0 we have

(χ⊗ Symk(CNX
z,Gz)⊗ ((∆G)|Gz/∆Gz ))gz = 0.

Then
S(X) = S(X − Z) + g(S(X)⊗ χ).

For proof see Appendix A.2.

Corollary 2.2.16. Let a unipotent group G act on a real algebraic manifold X. Let χ be a unitary
character of G.

Let Z ⊂ X be a Zariski closed G-invariant subset. Suppose also that for any point z ∈ Z the restriction
χ|Gz is non-trivial. Then

S(X)⊗ χ = S(X − Z)⊗ χ+ g(S(X)⊗ χ),

where g is the Lie algebra of G.

Proof. The action of Gz on Symk(CNX
z,Gz)⊗ ((∆G)|Gz/∆Gz ) is algebraic and hence if G is unipotent this

action is unipotent and therefore if (χ)gz = 0 then

(χ⊗ Symk(CNX
z,Gz)⊗ ((∆G)|Gz/∆Gz ))gz = 0.

�
Remark 2.2.17. Note that the statement that S(X) ⊗ χ = S(X − Z)⊗ χ+ g(S(X)⊗ χ) is equivalent
to the statement that any G-invariant distribution on X which is supported on Z vanishes, which is a
generalization of a result from [KV96].

2.3. Nuclear Fréchet spaces.
A good exposition on nuclear Fréchet spaces can be found in Appendix A of [CHM00].
We will need the following well-known facts from the theory of nuclear Fréchet spaces.

Proposition 2.3.1 (see e.g. [CHM00], Appendix A).
Let V be a nuclear Fréchet space and W be a closed subspace. Then both W and V/W are nuclear Fréchet
spaces.

Proposition 2.3.2 (see e.g. [CHM00], Appendix A).
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Let 0 → V → W → U → 0 be an exact sequence of nuclear Fréchet spaces. Suppose that the embedding
V →W is closed. Let L be a nuclear Fréchet space. Then the sequence 0→ V ⊗̂L→W ⊗̂L→ U⊗̂L→ 0
is exact and the embedding V ⊗̂L→W ⊗̂L is closed.

Corollary 2.3.3.
Let V → W be onto map between nuclear Fréchet spaces and L be a nuclear Fréchet space. Then the
map V ⊗̂L→W ⊗̂L is onto.

Corollary 2.3.4. Let φi : Vi →Wi i = 1, 2 be onto maps between nuclear Fréchet spaces. Then the map
φ1⊗̂φ2 : V1⊗̂V2 →W1⊗̂W2 is onto.

Proposition 2.3.5 (see e.g. [AG], Corollary 2.6.2).
Let M be a Nash manifold. Then S(M) is a nuclear Fréchet space.

Proposition 2.3.6 (see e.g. [AG], Corollary 2.6.3).
Let Mi, i = 1, 2 be Nash manifolds Then

S(M1 ×M2) = S(M1)⊗̂S(M2).

Definition 2.3.7. By a subspace of a topological vector space V we mean a linear subspace L ⊂ V
equipped with a topology such that the embedding L ⊂ V is continuous.

Note that by Banach open map theorem if L and V are nuclear Fréchet spaces and L is closed in V
then the topology of L is the induced topology from V .

By an image of a continuous linear map between topological vector spaces we mean the image equipped
with the quotient topology. Similarly for a continuous linear map between topological vector spaces φ :
V1 → V2 and a subspace L ⊂ V1 we the image φ(L) to be equipped with the quotient topology.

Similarly a sum of two subspaces will be considered with the quotient topology of the direct sum.

Remark 2.3.8. Note that by Proposition 2.3.1, sum of nuclear Fréchet spaces and image of a nuclear
Fréchet space are nuclear Fréchet spaces.

Note also the operations of taking sum of subspaces and image of subspace commute.
Finally note that if L and L′ are two nuclear Fréchet subspaces of a complete locally convex topological

vector space V which coincide as linear subspaces then they are the same. Indeed, by Banach open map
theorem they are both the same as L+ L′.

Notation 2.3.9. Let Vi, i = 1, 2 be locally convex complete topological vector spaces. Let Li ⊂ Vi be

subspaces. We denote by MV1,V2

L1,L2
: L1⊗̂L2 → V1⊗̂V2 the natural map.

From Corollary 2.3.4 we obtain the following corollary.

Corollary 2.3.10. Let Vi, i = 1, 2 be locally convex complete topological vector spaces. Let Li, i = 1, 2
be nuclear Fréchet spaces. Let φi : Li → Vi be continuous linear maps. Then

Im(φ1⊗̂φ2) = Im(MV1,V2

Im(φ1),Im(φ2)).

Notation 2.3.11. Let Mi, i = 1, 2 be smooth manifolds. We denote byMM1,M2
: C∞(M1)⊗̂C∞(M2)→

C∞(M1 ×M2) the product map. For two subspaces Li ⊂ C∞(Mi) we denote by ML1,L2
: L1⊗̂L2 →

C∞(M1 ×M2) the composition MM1,M2
◦MC∞(M1),C∞(M2)

L1,L2
.

3. Proof of the main result

3.1. Notation.
In this paper we let D be a semi-simple 2-dimensional algebra over R, i.e. D = C or D = R⊕ R. Let

a 7→ a denote the non-trivial involution of D, i.e. complex conjugate or swap. Let n be a natural number.
Let ψ : R → C× be a nontrivial character. The following notation will be used throughout the body of
the paper. In case when there is no ambiguity we will omit from the notations the n, the D and the ψ.

• Denote by Hn(D) the space of hermitian matrices of size n.
• Denote Sn(D) := H(D) ∩GLn(D).
• Denote by ∆n

i : H → R the main i-minor.
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• Let Oni (D) ⊂ H be the subset of matrices with ∆i 6= 0.

• Let Un(D) :=
⋃n−1
i=1 Oi and Zn(D) := H − U .

• Let Nn(D) < GLn(D) be the subgroup consisting of upper unipotent matrices.
• Let nn(D) denote the Lie algebra of Nn.

• We define a character χψ : N → C× by χψ(x) := ψ(
∑n−1
i=1 (xi,i+1 + xi,i+1)).

• Let the group N act on H by x 7→ utxu.
• Fix a symmetric R-bilinear form BnD on H by B(x, y) := TrR(xwyw), where w := wn is the

longest element in the Weyl group of GLn.
• Denote by An < GLn(R) the subgroup of diagonal matrices. We will also view An as a subset of
Sn(D).

• Define Ωn,ψD : Sdet,R×(Sn(D))→ C∞(An) by

Ωn,ψD (Ψ)(a) :=

∫

N

Ψ(utau)χ(u)du.

Here, du is the standard Haar measure on N .
For proof that the integral converges absolutely, depends smoothly on a and defines a con-

tinuous map Sdet(Sn(D)) → C∞(An) see Proposition 3.1.1. By Remark 2.2.10 Ωn,ψD defines in
particular a continuous map S(Hn(D))→ C∞(An).

• Denote by Nn
i (D) < Nn(D) the subgroup defined by

Nn
i (D) :=

{(
Idi ∗
0 Idn−i

)}
.

• Define Ωn,ψD,i : S∆i(Oni ) → S∆i,R×(Si × Hn−i), where Si × Hn−i is considered as a subspace of
Hn, in the following way

Ωn,ψD,i (Ψ)(a) :=

∫

Nni

Ψ(utau)χ(u)du.

Here, du is the standard Haar measure on Nn
i .

For proof that the integral converges absolutely, depends smoothly on a and defines a contin-
uous map S∆i(Oni )→ S∆i(Si ×Hn−i) see Proposition 3.1.1.

• Define a character ηD : R× → {±1} by ηD = 1 if D = R⊕ R and ηD = sign if D = C.

• Define σ : Hn(D)→ R by σ(x) :=
∏n−1
i=1 ∆n

i (x).

• Define Ω̃n,ψD : Sdet,R×(Sn)→ C∞(An) by

Ω̃nD(Ψ)(a) := η(σ(a))|σ(a)|Ω(Ψ)(a)

• Define Ω̃n,ψD,i : S∆i,R×(Oni )→ S∆i,R×(Si ×Hn−i), in the following way

Ω̃n,ψD,i (Ψ)(a) := η(∆i(a))n−i|∆i(a)|n−iΩni .

• We define Ωn1,...,nk,ψ
D : Sdet×...×det(Sn1(D) × ... × Snk(D)) → C∞(An1 × ... × Ank) in a similar

way to Ωn,ψD . Analogously we define Ω̃n1,...,nk,ψ
D .

Proposition 3.1.1.

(i) The integral Ωn,ψD converges absolutely and defines a continuous map Sdet(Sn(D))→ C∞(An).

(ii) The integral Ωn,ψD,i converges absolutely and defines a continuous map S∆i(Oni )→ S∆i(Si ×Hn−i).

Proof.
(i) Consider the map β : H → Rn defined by β = (∆1, ...,∆n). Consider A to be embedded in Rn by
(t1, ...tn) 7→ (t1, t1t2, ..., t1t2...tn). Let V := β−1(A) ⊂ H. Let pn : Rn → R denote the projection on
the last coordinate. Note that the action map defines an isomorphism N × A → V . Let α : V → N
denote the projection. Let X ∈ SId(V ) be defined by X(v) := χ(α(v)). Define Ω′ : Sβ,A(V )→ SId(A) by
Ω′(f) := β∗(Xf). Now, Ω is given by the following composition

Sdet,R×(S) ⊂ Sβ,p−1
n (R×)(S) ⊂ Sβ,A(V )

Ω′→ SId(A) ⊂ C∞(A).
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(ii) Consider Si × Hn−i as a subset in Hn. Denote it by B. Consider the action map Ni × B → H.
Note that it is an open embedding and its image is Oi. We consider the standard Haar measures on
B and Ni, and their multiplication on Oi. Consider the projections: αi : Oi → Ni and βi : Oi → B.

Let Xi ∈ SId(Oi) be defined by Xi(v) := χ(αi(v)). Consider (βi)∗ : S∆i,R×(Oi) → S∆i,R×(B). Now,
Ωi(f) = (βi)∗(Xif). �

The main theorem (Theorem A) can be reformulated now in the following way:

Theorem 3.1.2.
(i) Ω̃R⊕R(S(H(R⊕ R))) = Ω̃C(S(H(C))).

(ii) Ω̃R⊕R(S(S(R⊕ R))) = Ω̃C(S(S(C))).

3.2. Main ingredients.
In this subsection we list three main ingredients of the proof of the main theorem.

3.2.1. Intermediate Kloosterman Integrals.

Proposition 3.2.1.

(i) The map Ω̃ni defines an onto map S(Oni )→ S(Si ×Hn−i).
(ii) Ω̃n = Ω̃i,n−i ◦ Ω̃ni .

Proof. (i) follows from Property 2.2.6, since the map βi from the proof of Proposition 3.1.1 is a surjective
submersion.
(ii) is straightforward. �

Proposition 3.2.2. Ω̃m,n(S(Sm ×Hn)) = ImMΩ̃m(S(Sm)),Ω̃n(S(Hn)).

Proof. Follows from the fact that Ω̃m,n|S(Sm×Hn) = Ω̃m|S(Sm)⊗̂Ω̃n|S(Hn) ◦MSm,Hn and Corollary 2.3.10.
�

From the last two propositions we obtain the following corollary.

Corollary 3.2.3. Ω̃n(S(Oni )) = ImMΩ̃n−i(S(Sn−i)),Ω̃i(S(Hi)).

3.2.2. Inversion Formula.

Theorem 3.2.4 (Jacquet).

Ω̃ψ(F(f))(diag(a1, ..., an)) =

= cn(n−1)/2

∫
...

∫
Ω̃ψ(f)(diag(p1, ..pn))ψ(−

n∑

i=1

an+1−ipi +
n−1∑

i=1

1/(an−ipi))dpn...dp1.

Here, c is a constant, we will discuss it in §§4.2. The integral here is just an iterated integral. In particular
we mean that the integral converges as an iterated integral.

The proof is essentially the same as in the p-adic case (see [Jac03a, Section 7]). For the sake of
completeness we repeat it in §4.

3.2.3. Key Lemma.

Lemma 3.2.5 (Key Lemma). Consider the action of N on S(H) to be the standard action twisted by χ.
Then

S(H) = S(U) + F(S(U)) + nS(H).

For proof see §5.
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3.3. Proof of the main result.
We prove Theorem 3.1.2 by induction. The base n = 1 is obvious. Thus, from now on we assume that

n ≥ 2 and that Theorem 3.1.2 holds for all dimensions smaller than n.

Proposition 3.3.1.

Ω̃R⊕R(S(Oi(R⊕ R))) = Ω̃C(S(Oi(C))).

Proof. Follows from Corollary 3.2.3 and the induction hypothesis. �

Corollary 3.3.2.

Ω̃R⊕R(S(U(R⊕ R))) = Ω̃C(S(U(C))).

Proof. Follows from the the previous proposition and partition of unity (property 2.2.4). �

Corollary 3.3.3. Part (i) of Theorem 3.1.2 holds. Namely, Ω̃R⊕R(S(H(R⊕ R))) = Ω̃C(S(H(C))).

Proof. By the previous Corollary and Theorem 3.2.4,

Ω̃R⊕R(F(S(U(R⊕ R)))) = Ω̃C(F(S(U(C)))).

Clearly, Ω̃R⊕R(nS(H(R⊕ R))) = Ω̃C(nS(H(C))) = 0. Hence, by Remark 2.3.8

Ω̃R⊕R(S(U(R⊕ R)) + F(S(U(R⊕ R))) + nS(H(R⊕ R))) = Ω̃C(S(U(C)) + F(S(U(C))) + nS(H(C))),

where we again consider the action of N on S(H) to be twisted by χ. Therefore, by the Key Lemma

Ω̃R⊕R(S(H(R⊕ R))) = Ω̃C(S(H(C))).

�

It remains to prove part (ii) of Theorem 3.1.2.

Proof of part (ii) of Theorem 3.1.2. By Property 2.2.7,

S(S(R⊕ R)) = S(R×)S(S(R⊕ R)),

and hence

S(S(R⊕ R)) = S(R×)S(H(R⊕ R)),

where the action of S(R×) on S(H(R⊕ R)) is given via det : H(R⊕ R)→ R.
Hence

Ω̃R⊕R(S(S(R⊕ R))) = S(R×)Ω̃R⊕R(S(H(R⊕ R))).

By part (i)

S(R×)Ω̃R⊕R(S(H(R⊕ R))) = S(R×)Ω̃C(S(H(C))).

As before,

S(R×)Ω̃C(S(H(C))) = Ω̃C(S(R×)S(H(C))) = Ω̃C(S(S(C))).

�

Remark 3.3.4. One can give an alternative proof, that does not use Property 2.2.7, in the following way.

Define maps Ω̃′ : S(H × R×) → C∞(A × R×) similarly to Ω̃, and not involving the second coordinate.

From (i), using §2.3, we get that Im Ω̃′C = Im Ω̃′R⊕R. Using the graph of det we can identify S with a

closed subset of H × R× and A with a closed subset of A × R×. By Property 2.2.5, the restriction map

S(H ×R×)→ S(S) is onto and hence Ω̃(S(S)) = Im res ◦ Ω̃′, where res : C∞(A×R×)→ C∞(A) is the
restriction. This implies (ii).

In fact, this alternative proof of (ii) is obtained from the previous proof by replacing Property 2.2.7 with
its weaker version that states (in the notations of property 2.2.7) that the map S(M)⊗̂S(N)→ S(M) is
onto. This is much simpler version since it follows directly from Property 2.2.5 and Proposition 2.3.6.
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4. Proof of the inversion formula

In this section we adapt the proof of Theorem 3.2.4 given in [Jac03a] to the Archimedean case. The
proof is by induction. The induction step is based on analogous formula for the intermediate Klooster-
mann integral which is based on the Weil formula.

In §§4.1 we give notations for various Fourier transforms on H. In §§4.2 we recall the Weil formula
and consider its special case which is relevant for us. In §§4.3 we introduce the Jacquet transform and
the intermediate Jacquet transform which appears on the right hand side of the inversion formulas. In
§§4.4 we prove the intermediate inversion formula. In §§4.5 we prove the inversion formula.

4.1. Fourier transform.

• We denote by F ′ := F ′Hn : S(Hn)→ S(Hn) the Fourier transform w.r.t. the trace form.
• Note that FHn = ad(w) ◦ F ′Hn = F ′Hn ◦ ad(w).
• We denote by F ′Hi×Hn−i : S(Hn) → S(Hn) the partial Fourier transform w.r.t. the trace form

on Hi ×Hn−i.
• We denote by (Hi × Hn−i)⊥

′ ⊂ Hn the orthogonal compliment to Hi × Hn−i w.r.t. the trace
form.

• We denote by F ′
Hi×Hn−i⊥′

: S(Hn)→ S(Hn) the partial Fourier transform w.r.t. the trace form

on Hi ×Hn−i
⊥′ .

• Note that F ′Hn = F ′
Hi×Hn−i⊥′

◦ F ′Hi×Hn−i = F ′Hi×Hn−i ◦ F ′Hi×Hn−i⊥′ .

4.2. The Weil formula.
Let ψ be a non-trivial additive character of R. Recall the one dimensional Weil formula:

Proposition 4.2.1. Let a ∈ R×. Consider the function ξ : D → R defined by ξ(x) = ψ(axx̄)
as a distribution on D. Then F∗(ξ) = ζ, where ζ is a distribution defined by the function ζ(x) =
|a|−1ηD(a)c(D,ψ)ψ(−xx̄/a).

One can take this as a definition of c(D,ψ).
The following proposition follows by a straightforward computation.

Proposition 4.2.2.
(i) c(R⊕ R, ψ) = 1
(ii) c(C, ψ)2 = −1
(iii) c(C, ψ)c(C, ψ) = 1

Proposition 4.2.1 gives us the following corollary.

Corollary 4.2.3. Let V be a free module over D equipped with a volume form. We have a natural Fourier
transform F∗ : S∗(V ) → S∗(V ∗). Let Q be a hermitian form on V . Consider the function ξ : V → R
defined by ξ(v) = ψ(Q(v)) as a distribution on V . Let Q−1 be a hermitian norm on V ∗ which is the
inverse of Q. Let det(Q) be the determinant of Q with respect to the volume form on V . Let ζ be a
distribution defined by the function

ζ(x) = |det(Q)|−1(ηD(det(Q)c(D,ψ))dimV ψ(−Q−1(x)).

Then F∗(ξ) = ζ.

Corollary 4.2.4. Let (A,B) ∈ Si × Sn−i. Consider the function ξ : Hi ×Hn−i
⊥′ → R defined by

ξ

[(
0 ūt

u 0

)]
= ψ(BuAūt) as a distribution on V . Consider also the function ζ : Hi ×Hn−i

⊥′ → R

defined by

ζ

[(
0 ūt

u 0

)]
= (η(detA)/|detA|)n−i(η(detB)/|detB|)ic(D,ψ)(n−i)iψ(B−1ūtA−1u)

as a distribution on V .
Then (F ′

Hi×Hn−i⊥′
)∗(ξ) = ζ.
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4.3. Jacquet transform.

Definition 4.3.1. Let ψ be a non-trivial additive character of R. Let 0 ≤ i ≤ n.
• We define J ′i : C∞(Si × Sn−i) → C∞(Si × Sn−i) by J ′i (f)(A,B) = f(A,B)ψ(wB−1wεA−1εt).

Here ε is the matrix with n − i rows and i columns whose first row is the row (0, 0, ..., 0, 1) and
all other rows are zero.

• We define Ti : C∞(Si × Sn−i)→ C∞(Sn−i × Si) by Ti(f)(A,B) = f(B,A).

• We denote by Ji,n−i := S∆i,R×(Si ×Hn−i) ∩ F−1
Hn−i,ψ(T −1

i (J ′−1
i (S∆n−i,R×(Sn−i ×Hi))))

• We define the partial Jacquet transform Ji : Ji,n−i → S∆n−i,R×(Sn−i ×Hi)) by

Ji := FHi,ψ ◦ Ti ◦ J ′i ◦ FHn−i,ψ|Ji,n−i .
• Denote by A the set of diagonal matrices in H.
• We denote Fn : S∆n−1(A)→ S∆n−1(A) the Fourier transform w.r.t. the last co-ordinate.
• We define

J (i)
n

′
: S∆n−1(A)→ C∞(A)

by

J (i)
n

′
(f)(a1, ..., an) = f(a1, ..., ai−1, an, ai.., an−1)ψ(1/anan−1).

• We define J (i)
n : S∆n−1(A)→ C∞(A) by J (i)

n = J (i)
n

′
◦ Fn for i < n

• We define inductively a sequence of subspaces J
[i]
n ⊂ C∞(A) and operators J [i]

n : J
[i]
n → C∞(A)

in the following way J
[1]
n = S∆n−1(A), J [1]

n = Fn, J
[i]
n = S∆n−1(A) ∩ (J (i)

n )−1(J
[i−1]
n ) and J [i]

n =

J [i−1]
n ◦ J (n+1−i)

n .

• We define the Jacquet space J := Jn to be J
[n]
n and the Jacquet transform J := Jn : J→ C∞(A)

to be J [n]
n .

4.4. The partial inversion formula.
In this subsection we prove an analog of Proposition 8 of [Jac03a], namely

Proposition 4.4.1.

(i) Ω̃i(S(H)) ⊂ Ji,n−i
(ii) Ji ◦ Ω̃ψi |S(H) = c(D,ψ)n(n−i)Ω̃ψ̄n−i ◦ FH

This proposition is equivalent to the following one

Proposition 4.4.2.

J ′i ◦ FHn−i,ψ ◦ Ω̃ψi |S(H) = c(D,ψ)n(n−i)T −1
i ◦ (FHi,ψ)−1 ◦ Ω̃ψ̄n−i ◦ F .

For its proof we will need some auxiliary results.

Lemma 4.4.3. Let f ∈ S(H) be a Schwartz function. Then

Ω̃ψi (f)(A,B) = η(det(A))n−i|det(A)|−(n−i)
∫
f

[(
A X
X̄t B +XtA−1X

)]
ψ[Tr(εA−1X)+Tr(X̄tA−1εt)]dX

The proof is straightforward.

Corollary 4.4.4. Let f ∈ S(H) be a Schwartz function. Then

FHn−i,ψ ◦ Ω̃ψi (f)(A,wn−iCwn−i) = η(det(A))n−i|det(A)|−(n−i)
∫
f

[(
A X
X̄t B

)]
ψ[Tr(εA−1X) + Tr(X̄tA−1εt) + Tr(CXtA−1X)− Tr(CB)]dXdB

Notation 4.4.5.
(i) Let ξA,B ∈ S∗(H) be the distribution defined by

ξA,B(f) = J ′i ◦ FHn−i,ψ ◦ Ω̃ψi (f)(A,B).
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(ii) Let ζA,B ∈ S∗(H) be the distribution defined by

ζA,B(f) = T −1
i ◦ (FHi,ψ)−1 ◦ Ω̃ψ̄n−i(f)(A,B).

Proof of Proposition 4.4.2. We have to show that

ξA,B = c(D,ψ)n(n−i)F(ζA,B)

Let f ∈ S(H) be a Schwartz function. Denote m := n− i. By Corollary 4.4.4

ξA,C(f) = η(det(A))n−i|det(A)|−(n−i)ψ(wn−iC
−1wn−iεA

−1εt)
∫
f

[(
A X
X̄t B

)]
ψ[Tr(εA−1X)+Tr(X̄tA−1εt)+Tr(wn−iCwn−iX

tA−1X)−Tr(wn−iCwn−iB)]dXdB

and

ζA,C(f) = η(det(C))i|det(C)|−i×
∫
f

[(
C X
X̄t B

)]
ψ[−Tr(εC−1X + X̄tC−1εt + wiAwiX

tC−1X − wiAwiB)]dXdB.

Therefore

ad(wn)(ζA,C)(f) = η(det(C))i|det(C)|−i×
∫
f

[(
B X
X̄t wmCwm

)]
ψ[−Tr(εC−1wmX̄

twm + wmXwmC
−1εt +AXwmC

−1wmX̄
t −AB)]dXdB.

Thus

F ′Hi×Hm(ad(wn)(ζA,C))(f) = η(det(C))i|det(C)|−i×
∫
f

[(
A X
X̄t B

)]
ψ[−Tr(εC−1wmX̄

twm + wmXwmC
−1εt +AXwmC

−1wmX̄
t + wmCwmB)]dXdB.

Therefore by Corollary 4.2.4

F ′
Hi×Hm⊥′ (F

′
Hi×Hm(ad(wn)(ζA,C)))(f) = c(D,ψ)n(n−i)ξA,C(f).

�
4.5. Proof of the inversion formula.
The inversion formula (Theorem 3.2.4) is equivalent to the following theorem.

Theorem 4.5.1.
(i) Ω̃(S(H)) ⊂ J.

(ii) J ◦ Ω̃ψ|S(H) = c(D,ψ)n(n−1)/2Ω̃ψ̄ ◦ FH .

The proof is by induction. We will need the following straightforward lemma.

Lemma 4.5.2. The induction hypotheses implies that

(i) Ω̃1,n−1(S∆1(S1 ×Hn−1)) ⊂ J
[n−1]
n

(ii)

Ω̃1,n−1,ψ̄ ◦ FHn−1,ψ = c(D,ψ)(n−1)(n−2)/2J [n−1]
n Ω̃1,n−1,ψ|S∆1 (S1×Hn−1)

Proof of Theorem 4.5.1. First let us prove (i). It is easy to see that

(1) Ω̃1,n−1,ψ|S∆1 (S1×Hn−1) ◦ Tn−1 ◦ J ′n−1|FH1,ψ(Jn−1,1) = J (i)
n

′ ◦ Ω̃1,n−1,ψ|FH1,ψ(Jn−1,1)

This implies that

(2) Ω̃1,n−1|S∆1 (S1×Hn−1) ◦ Tn−1 ◦ J ′n−1 ◦ FH1,ψ ◦ Ω̃n−1|S(H) = J (i)
n

′ ◦ Fn ◦ Ω̃1,n−1,ψ ◦ Ω̃n−1|S(H)

By Proposition 3.2.1 this implies

(3) Ω̃1,n−1|S∆1 (S1×Hn−1) ◦ Tn−1 ◦ J ′n−1 ◦ FH1,ψ ◦ Ω̃n−1|S(H) = J (i)
n

′ ◦ Fn ◦ Ω̃|S(H)
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This together with Lemma 4.5.2 implies (i).
Now let us prove (ii). By Propositions 3.2.1 and 4.4.1 we have

(4) Ω̃ψ̄ ◦ FH = Ω̃1,n−1,ψ̄ ◦ Ω̃ψ̄1 ◦ FH = c(D,ψ)(n−1)Ω̃1,n−1,ψ̄ ◦ Jn−1 ◦ Ω̃ψn−1|S(H) =

= c(D,ψ)(n−1)Ω̃1,n−1,ψ̄ ◦ FHn−1,ψ ◦ Tn−1 ◦ J ′n−1 ◦ FH1,ψ ◦ Ω̃ψn−1|S(H)

(ii) follows now from (3), (4), and Lemma 4.5.2. �

5. Proof of the Key Lemma

We will use the following notation and lemma.

Notation 5.0.1. Denote

Z ′ := {x ∈ Z|xij = 0 for i+ j < n+ 1 and xi,n+1−i = xj,n+1−j ∈ R for any 1 ≤ i, j ≤ n}.
Denote also U ′ := H − Z ′.
Notation 5.0.2. We call a matrix x ∈ H relevant if χ|Nx ≡ 1, and irrelevant otherwise.

Lemma 5.0.3 ([Jac03a], §3, §5). Every relevant orbit in Hn(D) has a unique representative of the form

(5)




a1wm1
0 ... 0

0 a2wm2
... 0

... ... ... ...
0 0 ... anwmn




where m1 + ...+mj = n, a1, ..., aj ∈ R, and if det(g) = 0 then ∆n−1(g) 6= 0.

For the sake of completeness we will repeat the proof here.

Proof. Step 1. Proof for Sn(R⊕ R)
Let Wn denote the group of permutation matrices. By Bruhat decomposition, every orbit has a unique
representative of the form wa with w ∈ Wn and a ∈ An. If this element is relevant, then for every
pair of positive roots (α1, α2) such that wα2 = −α1, and for ui ∈ Nαi(R) (where Nαi denotes the
one-dimensional subgroup of N corresponding to αi) we have

(6) ut1wau2 = wa⇒ χ(u1, u2) = 0.

This condition implies that α1 is simple if and only if α2 is simple. Thus w and its inverse have the
property that if they change a simple root to a negative one, then they change it to the opposite of a
simple root. Let S be the set of simple roots α such that wα is negative. Then S is also the set of simple
roots α such that w−1α is negative and wS = S. Let M be the standard Levi subgroup determined by
S. Thus S is the set of simple roots of M for the torus A, w is the longest element of the Weyl group
of M , and w2 = 1. This being so, if α2 is simple, then condition (6) implies α2(a) = 1. Thus a is in the
center of M . Hence wa is of the form (5).

Step 2. Proof for Sn(C).
Every orbit has a unique representative of the form wa with w ∈Wn, and diagonal a ∈ GLn(C) (for proof
see e.g. [Spr85, Lemma 4.1(i)], for the involution g 7→ wng

−twn, where wn ∈ Wn denotes the longest
element). Since wa ∈ S, we have w = wt and hence w2 = 1 and waw = a.

Suppose that α is a simple root such that wα = −β where β is positive. For uα ∈ Nα, define

uβ := wa−1u−tα aw ∈ Nβ .
Then

utβwauα = wa = utαwauβ .

There exists an element uα+β ∈ Nα+β (i.e. uα+β = 1 if α+ β is not a root) such that u := uα+βuαuβ
satisfies utwau = wa. If wa is relevant, this relation implies χ(uαuβ) = 1.

Thus β is simple. Since w2 = 1, we see that, as before, there is a standard Levi subgroup M such that
w is the longest element in its Weyl group, and a ∈ Z(M) ∩An.
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Step 3. Proof for Hn(D)− Sn(D).
Let s ∈ Hn(D) with det(s) = 0 be relevant. Then s = utwb with u ∈ N(D), w ∈ Wn and b upper
triangular. If a column of s of index i < n would be zero, then the row with index i would also be zero,
and hence s would be irrelevant. Hence b1,1 6= 0 and acting on s by N(D) we can bring b to the form

b =

(
b′ 0
0 0

)
, where b′ is diagonal and invertible. In particular, the last row of b is zero. We may replace

s by wbu−1. The last row of bu−1 is again zero. Since the rows of wbu−1 with index less than n cannot

be zero, w must have the form w =

(
w′ 0
0 0

)
. The theorem follows now from the 2 previous cases. �

Since Z and Z ′ are N -invariant we obtain

Corollary 5.0.4. Every relevant x ∈ Z lies in Z ′.

Using Corollary 2.2.16 we obtain

Corollary 5.0.5. Recall that we consider the action of N on S(H) to be the standard action twisted by
χ. Then S(U ′) = S(U) + nS(U ′).

Lemma 5.0.6. Z ′ + Z ′⊥.

Proof. For n > 2 this is obvious since dimZ ′ < n2

2 = dimH
2 .

For n = 2, dimZ ′ = n2

2 = dimH
2 . Hence it is enough to show that Z ′ 6= (Z ′)⊥. Now

B

((
0 a
a b

)
,

(
0 c
c d

))
= 2ac,

which is not identically 0. �
Corollary 5.0.7. S(H) = S(U ′) + F(S(U ′)).

Proof. Follows from the previous lemma and Theorem 2.2.13. �
Proof of the Key Lemma (Lemma 3.2.5). By Corollaries 5.0.5 and 5.0.7,

S(H) = S(U ′) + F(S(U ′)) = S(U) + nS(U ′) + F(S(U) + nS(U ′)) =

= S(U) + nS(U ′) + F(S(U)) + nF(S(U ′)) =

= S(U) + F(S(U)) + n(S(U ′) + F(S(U ′))) ⊂ S(U) + F(S(U)) + n(S(H)).

The opposite inclusion is obvious. �

6. Non-regular Kloostermann integrals

In this section we define Kloostermann integrals over relevant non-regular orbits. We prove that if two
functions match then their non-regular Kloostermann integrals also equal, up to a matching factor. We
also prove that if all regular Kloostermann integrals of a function vanish then all Kloostermann integrals
of this function vanish. In the non-Archimedean case this was done in [Jac03b] and the proofs we give
here are very similar.

Recall that g ∈ Hn(D) is called relevant if the character χ is trivial on the stabilizer N(D)g of g. For

every relevant g ∈ Hn(D) and every Ψ ∈ Sdet,R×(Sn(D)) we define

Ωn,ψD (Ψ, g) :=

∫

N/Ng

Ψ(utau)χ(u)du.

Recall the description of relevant orbits given in Lemma 5.0.3: every relevant orbit in Hn(D) has a unique
element of the form

(7) g =




a1wm1
0 ... 0

0 a2wm2
... 0

... ... ... ...
0 0 ... anwmn


 ,
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where m1 + ... + mj = n, a1, ..., aj ∈ R, and if det(g) = 0 then ∆n−1(g) 6= 0. In particular, Hn(C) and
Hn(R⊕ R) have the same set of representatives of regular orbits.

Notation 6.0.1. We extend the definition of the transfer factor γ to all g of the form (7) by

(8) For g =

(
x 0
0 y

)
∈ Si(C)×Hn−i(C) γ(g) = γ(x)γ(y) sign(det(x))i

(9) γ(awn) = γ(−a−1wn−1, ψ)c(C, ψ)n(n−1)/2 sign(det(−a−1wn−1))

Remark 6.0.2. Since c(C, ψ)2 = −1 and c(C, ψ)c(C, ψ) = 1, we have γ(awn+8) = γ(awn) and for
1 ≤ n ≤ 8, γ(awn) is determined by the sequence

1, c(C, ψ) sign(−a), sign(a), 1, −1, c(C, ψ) sign(−a), sign(−a), 1.

In particular γ(g) is always a fourth root of unity.

Theorem 6.0.3. Let Φ ∈ Sdet,R×(Hn(R⊕ R)) and Ψ ∈ Sdet,R×(Hn(C)). Suppose that

Ωn,ψR⊕R(Φ) = γΩn,ψC (Ψ).

Then for any g of the form (7) we have

Ωn,ψR⊕R(Φ, g) = γ(g, ψ)Ωn,ψC (Ψ, g).

For proof see §§6.2.
By substituting 0 in place of Φ or Ψ we obtain the folowing corollary

Corollary 6.0.4 (Density). Let Φ ∈ Sdet,R×(Hn(D)). Suppose that ΩD(Φ) = 0. Then ΩD(Φ, g) = 0 for
any relevant g ∈ D.

For the proof of Theorem 6.0.3 we will need the following lemma, which is a more elementary version
of the inversion formula.

Lemma 6.0.5. Let n > 1. For any Φ ∈ S(Hn(D)), define the function fΦ on R× by fΦ(a) :=
ΩD(Φ, awn). Then fΦ ∈ S(R×) and

fΦ(a) = |a|−n2+1

∫
Ωn,ψD (F(Φ),

(
−a−1wn−1 0

0 b

)
)db.

6.1. Proof of Lemma 6.0.5.

Notation 6.1.1.

• We denote V := {{ai,j} ∈ H|ai,j = 0 if i+ j ≤ n+ 1} ⊂ H.
• Note that V ⊥ = {{ai,j} ∈ H|ai,j = 0 if i+ j < n+ 1} ⊂ H.
• We denote e := {ei,j} ∈ H. where ei,j = δi+j,n.

The following two lemmas follow from change of variables.

Lemma 6.1.2. We have

fΦ(a) = |a|(n−n2)/2

∫

v∈V
Φ(awn + v)ψ(< a−1e, v >)dv

Lemma 6.1.3. We have

∫
Ωn,ψD (Φ,

(
awn−1 0

0 b

)
)db = |a|−(n+n2)/2+1

∫

v∈V ⊥
Φ(ae+ v)ψ(< a−1w, v >)dv.

Lemma 6.1.4. The function fΦ is in S(R×).

Proof. Let W = Span(wn)⊕V . Let Ξ = Φ|W ∈ S(W ). Let Ξ̂V ∈ S(Span(wn)⊕V ∗) be the partial Fourier
transform of Ξ w.r.t. V . For any a ∈ R× let φ(a) ∈ V ∗ be the functional defined by φ(a)(v) =< ae, v >.
Consider the closed embedding ϕ : R× → Span(wn)⊕V ∗) defined by ϕ(a) = (a, φ(a−1)). Now by Lemma

6.1.2, fΦ = Ξ̂V ◦ ϕ ∈ S(R×). �
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Proof of Lemma 6.0.5. It is left to prove that

fΦ(a) = |a|−n2+1

∫
Ωn,ψD (F(Φ),

(
−a−1wn−1 0

0 b

)
)db.

Let δae+V ∈ S(H) and δawn+V ⊥ ∈ S(H) be the Haar measures on ae+ V and awn+V ⊥ correspondingly.
Let fa, ga ∈ C∞(H) be defined by fa(x) = ψ(< ae, x >) and ga(x) = ψ(< awn, x >). By Lemmas 6.1.2
and 6.1.3 the assertion follows from the fact that

δae+V g−a−1 = F∗(δ−a−1wn+V ⊥fa).

�

6.2. Proof of Theorem 6.0.3.
We prove the theorem by induction on n. From now on we suppose that it holds for every r < n.

Lemma 6.2.1. It is enough to prove Theorem 6.0.3 for the case Φ ∈ S(Hn(R⊕R)) and Ψ ∈ S(Hn(C)).

Proof. Suppose that there exist Φ ∈ Sdet,R×(Hn(R⊕R)) and Ψ ∈ Sdet,R×(Hn(C)) that form a counterex-
ample for Theorem 6.0.3. We have to show that then there exist Φ′ ∈ S(Hn(R⊕R)) and Ψ′ ∈ S(Hn(C))
that also form a counterexample.

We have Ωn,ψR⊕R(Φ) = γΩn,ψC (Ψ) but Ωn,ψR⊕R(Φ, g) 6= γ(g, ψ)Ωn,ψC (Ψ, g) for some g. Let f ∈ C∞c (R) such
that f(det(g)) = 1. Let f ′ := f ◦ det, and define Φ′ := f ′Φ and Ψ′ := f ′Ψ. Note that Φ′ and Ψ′ are
Schwartz functions and form a counterexample since determinant is invariant under the action of N . �

Lemma 6.2.2. Let Φ ∈ S(Hn(R ⊕ R)) and Ψ ∈ S(Hn(C)) such that Ωn,ψR⊕R(Φ) = γΩn,ψC (Ψ). Let

g =

(
x 0
0 y

)
, where x ∈ Si(D) and y ∈ Hn−i(D). Then Ωn,ψR⊕R(Φ, g) = γ(g, ψ)Ωn,ψC (Ψ, g).

This lemma follows from the induction hypotheses using intermediate Kloostermann integrals, i.e.
integration over Nn

i (D) (cf. §§3.2.1).

Lemma 6.2.3. Let Φ ∈ S(Hn(R⊕R)) and Ψ ∈ S(Hn(C)) such that Ωn,ψR⊕R(Φ) = γΩn,ψC (Ψ). Let g = awn

where a ∈ R×. Then Ωn,ψR⊕R(Φ, g) = γ(g, ψ)Ωn,ψC (Ψ, g).

This lemma follows from the previous one using Lemma 6.0.5.
The theorem follows now from the last 3 Lemmas.

Appendix A. Schwartz functions on Nash manifolds

In this appendix we give some complementary facts about Nash manifolds and Schwartz functions on
them and prove Property 2.2.7 and Theorems 2.2.15 and 2.2.13 from the preliminaries.

Theorem A.0.1 (Local triviality of Nash manifolds). Any Nash manifold can be covered by finite number
of open submanifolds Nash diffeomorphic to Rn.

For proof see [Shi87, Theorem I.5.12].

Theorem A.0.2. [Nash tubular neighborhood] Let M be a Nash manifold and Z ⊂ M be closed Nash
submanifold. Then there exists an finite cover Z = ∪Zi by open Nash submanifolds of Z, and open
embeddings NM

Zi
↪→M that are identical on the zero section.

This follows from e.g. [AG08, Corollary 3.6.3].

Notation A.0.3. We fix a system of semi-norms on S(Rn) in the following way:

Nk(f) := max
{α∈Zn≥0

| |α|≤k}
max

{β∈Zn≥0
| |β|≤k}

sup
x∈Rn

|xα ∂|β|

(∂x)β
f |.

Notation A.0.4. For any Nash vector bundle E over X we denote by S(X,E) the space of Schwartz
sections of E.
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The properties of Schwartz functions on Nash manifolds listed in the preliminaries hold also for
Schwartz sections of Nash bundles.

Remark A.0.5. One can put the notion of push of Schwartz functions in a more invariant setting. Let
φ : X → Y be a morphism of Nash manifolds. Let E be a bundle on Y . Let E′ be a bundle on X defined
by E′ := φ∗(E ⊗D−1

Y )⊗DX , where DX and DY denote the bundles of densities on X and Y . Then we
have a well defined map φ∗ : S(X,E′)→ S(Y,E).

A.1. Analog of Dixmier-Malliavin theorem.
In this subsection we prove Property 2.2.7. Let us remind its formulation.

Theorem A.1.1. Let φ : M → N be a Nash map of Nash manifolds. Then multiplication defines an
onto map S(M)⊗ S(N) � S(M).

First let us remind the formulation of the classical Dixmier-Malliavin theorem.

Theorem A.1.2 (see [DM78]). Let a Lie group G acct continuously on a Fréchet space E. Then
C∞c (G)E = E∞, where E∞ is the subspace of smooth vectors in E and C∞c (G) acts on E by integrating
the action of G.

Corollary A.1.3. Let L ⊂ V be finite dimensional linear spaces, and let L act on V by translations.
Then S(L) ∗ S(V ) = S(V ), where ∗ means convolution.

Proof of Theorem A.1.1. Step 1. The case N = Rn, M = Rn+k, φ is the projection.
Follows from Corollary A.1.3 after applying Fourier transform.

Step 2. The case N = Rn, M = Rk, φ - general.
Identify N with the graph of φ in N×M . The assertion follows now from the previous step using Property
2.2.5.

Step 3. The general case.
Follows from the previous step using Property 2.2.4 and Theorem A.0.1. �

A.2. Coinvariants in Schwartz functions.

Definition A.2.1. Let a Nash group G act on a Nash manifold X. A tempered G-equivariant bundle
E over X is a Nash bundle E with an equivariant structure φ : a∗(E)→ p∗(E) (here a : G×X → X is
the action map and p : G×X → X is the projection) such that φ corresponds to a tempered section of the
bundle Hom(a∗(E), p∗(E)) (for the definition of tempered section see e.g. [AG08]), and for any element
α in the Lie algebra of G the derivation map a(α) : C∞(X,E) → C∞(X,E) preserves the sub-space of
Nash sections of E.

In this subsection we prove the following generalization of Theorem 2.2.15.

Theorem A.2.2. Let a connected algebraic group G act on a real algebraic manifold X. Let Z be a
G-invariant Zariski closed subset of X. Let g be the Lie algebra of G. Let E be a tempered G-equivariant
bundle over X. Suppose that for any z ∈ Z and k ∈ Z≥0 we have

(E|z ⊗ Symk(CNX
z,Gz)⊗ ((∆G)|Gz/∆Gz ))gz = 0.

Then
(S(X,E)/S(X − Z,E))g = 0.

For the proof of this theorem we will need some auxiliary results.

Lemma A.2.3. Let V be a representation of a Lie algebra g. Let F be a finite g-invariant filtration of
V . Suppose grF (V )g = 0. Then Vg = 0.

The proof is evident by induction on the length of the filtration.

Lemma A.2.4. Let V be a representation of a finite dimensional Lie algebra g. Let Fi be a countable
decreasing g-invariant filtration of V . Suppose

⋂
F i(V ) = 0, F 0(V ) = V and that the canonical map

V → lim
←

(V/F i(V )) is an isomorphism. Suppose also that griF (V )g = 0. Then Vg = 0.



SMOOTH TRANSFER (THE ARCHIMEDEAN CASE) 19

This lemma is standard and we included its prove for the sake of completeness.

Proof. We have to prove that the map g⊗ V → V is onto. Let v ∈ V . We will construct in an inductive
way a sequence of vectors wi ∈ g⊗V/F i(V ) s.t. their image under the action map g⊗V/F i(V )→ V/F i(V )
coincides with the image of v under the quotient map V → V/F i(V ). Define w0 = 0. Suppose we have
already defined wn and we have to define wn+1. Let w′n+1 be an arbitrary lifting of wn to g⊗V/Fn+1(V ).
Let v′n+1 be the image of w′n+1 under the action map g ⊗ V/Fn+1(V ) → V/Fn+1(V ) and let vn+1 be
the image of v under the quotient map V → V/Fn+1(V ). Let dv = vn+1 − v′n+1. Clearly dv lies in
Fn(V )/Fn+1(V ). Let dw be its lifting to g⊗ (Fn(V )/Fn+1(V )). Denote wn+1 = w′n+1 + dw.

Since g is finite dimensional, the canonical map g ⊗ V → lim
←

g ⊗ (V/F i(V )) is an isomorphism.

Therefore there exists a unique w ∈ g ⊗ V s.t. its image in g ⊗ (V/F i(V )) is wi. Thus the image of w
under the map g⊗ V → V is v. �
Notation A.2.5. Let Z be a locally closed semi-algebraic subset of a Nash manifold X. Let E be a Nash
bundle over X. Denote

SX(Z,E) := S(X − (Z − Z))/S(X − Z,E).

Lemma A.2.6. Let X be a Nash manifold and Z ⊂ X be a locally closed semi-algebraic subset. Let E
be a Nash bundle over X. Let Zi be a finite stratification of Z by locally closed semi-algebraic subsets.
Then SX(Z,E) has a canonical filtration s.t.

gri(SX(Z,E)) ∼= SX(Zi, E)).

Proof. It follows immediately from property 2.2.3. �
Lemma A.2.7. Let X be a Nash manifold and Z ⊂ X be Nash submanifold. Then SX(Z) has a canonical
countable decreasing filtration satisfying

⋂
(SX(Z))i = 0 s.t. gri(SX(Z,E)) ∼= S(Z,Symi(CNX

Z )⊗ E).

Proof. It follows from the proof of Corollary 5.5.4. in [AG08]. �
Lemma A.2.8 (E. Borel). Let X be a Nash manifold and Z ⊂ X be Nash submanifold. Then the natural
map

SX(Z,E)→ lim
←

(SX(Z,E))/SX(Z,E))i)

is an isomorpihsm.

Proof. Step 1. Reduction to the case when X is a total space of a bundle over Z.
It follows immediately from Theorem A.0.2.

Step 2. Reduction to the case when Z = Rn is standardly embedded inside X = Rn+k.
It follows immediately from Theorem A.0.1 and Property 2.2.4.

Step 3. Proof for the case when Z = Rn standardly embedded inside X = Rn+k.
It is the same as the proof of the classical Borel Lemma. �
Definition A.2.9. We call an action of a Nash group G on a Nash manifold X factorisable if the map
φG,X : G×X → X ×X defined by (g, x) 7→ (gx, x) has a Nash image and is a submersion onto it.

Theorem A.2.10 (Chevalley). Let a real algebraic group act on a real algebraic variety X. Then there
exists a finite G-invariant smooth stratification Xi of X s.t. the action of G on Xi is factorisable.

Proof. By the classical Chevalley Theorem there exists a Zariski open subset U ⊂ G ×X s.t. the map
φG,X |U is a submersion to its smooth image. Let X0 ⊂ X be the projection of U to X. It is easy
to see that φG,X |G×X0

is a submersion to its smooth image. The theorem now follows by Noetherian
induction. �
Theorem A.2.11. Let a Nash group G act factorisably on a Nash manifold X and E be a tempered
G-equivariant bundle over X. Suppose that for any x ∈ X we have

((E|x ⊗ ((∆G)|Gx/∆Gx)))gx = 0.

Then
(S(X,E))g = 0.



20 AVRAHAM AIZENBUD AND DMITRY GOUREVITCH

For the proof see section A.2.1 below.
Now we ready to prove Theorem A.2.2.

Proof of Theorem A.2.2.
Step 1. Reduction to the case that the action of G on Z is factorisable.
It follows from Theorem A.2.10 and Lemmas A.2.6 and A.2.3.

Step 2. Reduction to the case that the action of G on Z is factorisable and Z = X.
It follows from Theorems A.2.8 and A.2.4.

Step 3. Proof for the case that the action of G on Z is factorisable and Z = X.
It follows from Theorem A.2.11. �

A.2.1. Proof of Theorem A.2.11.

Notation A.2.12. Let φ : X → Y be a map of (Nash) manifolds.
(i) Denote DX

Y := Dφ := φ∗(D∗Y )⊗DX .
(ii) Let E → Y be a (Nash) bundle. Denote φ?(E) = φ∗(E)⊗DX

Y .

Remark A.2.13. Note that
(i) If φ is a submersion then for all y ∈ Y we have DX

Y |φ−1(y)
∼= Dφ−1(y).

(ii) If φ is a submersion then by Remark A.0.5 we have a well defined map φ∗ : S∗(X,φ?(E))→ S∗(Y,E).
(iii) If a Lie group G acts on a smooth manifold X and E is a G-equivariant vector bundle (i.e. we have
a map p∗(E) → a∗(E), where p : G ×X → X is the projection and a : G ×X → X is the action) then
we also have a natural map p?(E) → a?(E). If G, X and E are Nash and the actions of G on X and
E are Nash then the map p?(E) → a?(E) is Nash. If the action of G on E is tempered then the map
p?(E)→ a?(E) corresponds to a tempered section of Hom(p?(E), a?(E)).

Notation A.2.14. Let G be a Nash group. We denote

S(G,DG)0 := {f ∈ S(G,DG)|
∫

G

f = 0}.

Lemma A.2.15. Let G be a connected Nash group and g be its Lie algebra. Then gS(G,DG) =
S(G,DG)0.

Proof. The inclusion gS(G,DG) ⊂ S(G,DG)0 is evident. The theorem follows now from the fact that
dimS(G,DG)g = 1, which is proved in the same way as Proposition 4.0.11 in [AG]. �

Notation A.2.16. Let G be a Nash group, X be a Nash manifold and E be a Nash bundle over X.
Let p : G ×X → X be the projection. Denote by S(G ×X, p?(E))0,X the kernel of the map p∗ : S(G ×
X, p?(E))→ S(X,E). In cases when there is no ambiguity we will denote it just by S(G×X, p?(E))0.

Lemma A.2.17. Let G be a Nash group, X be a Nash manifold and E be a Nash bundle over X. Let
p : G×X → X be the projection. Then

S(G×X, p?(E))0
∼= S(G,DG)0⊗̂S(X,E).

Proof. The sequence
0→ S(G,DG)0 → S(G,DG)→ C→ 0

is exact. Therefore by Proposition 2.3.2 the sequence

0→ S(G,DG)0⊗̂S(X,E)→ S(G,DG)⊗̂S(X,E)→ S(X,E)→ 0

is also exact. Thus it is enough to show that the map S(G,DG)⊗̂S(X,E)→ S(X,E) corresponds to the
map p∗ : S(G × X, p?(E)) → S(X,E) under the identification S(G,DG)⊗̂S(X,E) ∼= S(G × X, p?(E)).
Since those maps are continuous it is enough to check that they are the same on the image of S(G,DG)⊗
S(X,E), which is evident. �

Corollary A.2.18. Let G be a Nash group, X be a Nash manifold and E be a Nash bundle over X. Let
g be the Lie algebra of G. Let p : G×X → X be the projection. Let G act on S(G×X, p?(E)) by acting
on the G coordinate. Then gS(G×X, p?(E)) = S(G×X, p?(E))0.
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Proof. The corollary follows from the last two lemmas using Proposition 2.3.2. �

Corollary A.2.19. Let G be a connected Nash group and g be its Lie algebra. Let G act on a Nash
manifold X and let E be a tempered G-equivariant bundle over X. Let p : G×X → X be the projection.
Let a : G×X → X be the action map.

Then gS(X,E) is the image a∗(S(G × X, a?(E))0) where S(G × X, a?(E))0 denotes the image of
S(G×X, p?(E))0 under the identification S(G×X, p?(E)) ∼= S(G×X, a?(E)).

Proof. Let G act on S(G×X, p?(E)) by acting on the G coordinate. The identification S(G×X, p?(E)) ∼=
S(G×X, a?(E)) gives us an action of G on S(G×X, a?(E)). It is easy to see that a∗ : S(G×X, a?(E))→
S(X,E) is a morphism of G-representations. By property 2.2.6 a∗ is surjective. Therefore (gS(X,E)) =
a∗((gS(G×X, a?(E))). The assertion follows now by the previous corollary. �

Definition A.2.20. A Nash family of groups over a Nash manifold X is a surjective submersion
G → X, a Nash map m : G ×X G → G and a Nash section e : X → G s.t. for any x ∈ X the map
m|G|x×G|x gives a group structure on the fiber G|x and e(x) is the unit of this group.

Definition A.2.21. A Nash family of Lie algebras over a Nash manifold X is a Nash bundle g→ X,
a Nash section m of the bundle Hom(g⊗ g, g) s.t. for any x ∈ X the map m(x) : g|x ⊗ g|x → g|x gives a
Lie algebra structure on the fiber g|x .

Definition A.2.22. A Nash family of Lie algebras of a Nash family of groups G over a Nash Manifold
X is the bundle e∗(NG

e(X)) equipped with the natural structure of a Nash family of Lie algebras. We will

denote it by Lie(G).

Notation A.2.23. Let G be a Nash family of groups over a Nash manifold X. Let E be a bundle over
X. Let p : G→ X be the projection. Denote by S(G, p?(E))0,G the kernel of the map p∗ : S(G, p?(E)))→
S(X,E). If there is no ambiguity we will denote it by S(G, p?(E))0.

Lemma A.2.24. Let G be a Nash family of groups over a Nash manifold X and g be its family of Lie
algebras. Then the image of the natural map S(X, g)⊗S(G,DG)→ S(G,DG) is included in S(G,DG)0.

Proof. It follows immediately from the case when X is one point and E is C which follows from Lemma
A.2.15. �

Definition A.2.25. A Nash family of representations of a Nash family of Lie algebras g over a Nash
manifold X is a bundle E over X and a Nash section a of the bundle Hom(g⊗E,E) s.t. for any x ∈ X
the map a(x) : g|x ⊗ E|x → E|x gives a structure of a representation of g|x on the fiber E|x.

Definition A.2.26. Let G be a Nash family of groups over a Nash manifold X. Let g be its family of
Lie algebras. Let p : G→ X be the projection. A tempered (finite dimensional) family of representations
of G is a pair (E, a) where E is a bundle over X and a is a tempered section of the bundle End(p∗E)
s.t. for any x ∈ X the section a|G|x gives a structure of a representation of G|x on the fiber E|x and
s.t. the differential of a considered as a section of Hom(g ⊗ E,E) gives a structure of a Nash family of
representations of g on E.

Lemma A.2.24 gives us the following corollary.

Corollary A.2.27. Let G be a Nash family of groups over a Nash manifold X and g be its Lie algebra.
Let (E, a) be a tempered (finite dimensional) family of representations of G. Let φ denote the composition

S(G, p?(E))
a→ S(G, p?(E))

p∗→ S(X,E). Then the image of the natural map S(X, g)⊗S(X,E)→ S(X,E)
is included in φ(S(G, p ∗ (E)⊗DG)|0).

Lemma A.2.28. Let g be a Nash family of Lie algebras over a Nash manifold X. Let E be a Nash family
of its representations. Consider S(X, g) as a Lie algebra and S(X,E) as its representation. Suppose that
for any x ∈ X we have (E|x)g|x = 0. Then (S(X,E))S(X,g) = 0.
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Proof. For any x ∈ X denote by ax the map g|x ⊗E|x → E|x. By property 2.2.4 we may assume that E
and g are trivial bundles with fibers V and W . Fix a basis for V and W and the corresponding basis for
W ⊗ V . Let S be the collection of coordinate subspaces of W ⊗ V of dimension dimV . For any L ∈ S
denote UL = {x ∈ X|ax(L) = V }. Clearly X =

⋃
UL. Thus by property 2.2.4 we may assume that

X = UL for some L. For this case the lemma is evident. �

Corollary A.2.29. Let G be a Nash family of groups over a Nash manifold X and g be its Lie algebra.
Let (E, a) be a tempered (finite dimensional) family of representations of G. Let φ denote the composition

S(G, p?(E))
a→ S(G, p?(E))

p∗→ S(X,E).

Suppose that for any x ∈ X we have (E|x)gx = 0. Then

φ(S(G, p?(E))|0) = S(X,E).

Definition A.2.30. We call a set G equipped with a map m : G×G×G→ G a torsor if there exists
a group structure on G s.t. m(x, y, z) = z((z−1x)(z−1y)). One may say that a torsor is a group without
choice of identity element.

Definition A.2.31. A Nash family of torsors over a Nash manifold X is a surjective submersion G→ X
and a Nash map m : G×XG×XG→ G s.t. for any x ∈ X the map m|G|x×G|x×G|x gives a torsor structure
on the fiber G|x.

Definition A.2.32. Let G be a Nash family of torsors over a Nash manifold X. Let p : G → X be the
projection. Consider Ker dp as a subbundle of TG. It has a natural structure of a family of Lie algebras
over G. We will call this family the family of Lie algebras of G.

Remark A.2.33. One could define the family of Lie algebras of G to be a family of Lie algebras over X.
This definition would be more adequate, but it is technically harder to phrase it. We did not do it since
it is unnecessary for our purposes.

Definition A.2.34. A representation of a torsor G is a pair (V,W ) of vector spaces and a morphism
of torsors G→ Iso(V,W ).

Definition A.2.35. Let G be a Nash family of torsors over a Nash manifold X. Let g be its family
of Lie algebras. Let p : G → X by the projection. A tempered (finite dimensional) family of
representations of G is a triple (E,L, a), where E and L are (Nash) bundles over X and a is a
tempered section of the bundle Hom(p∗E, p∗L) s.t. for any x ∈ X the section a|G|x gives a structure of
a representation of G|x on the fibers E|x and L|x and s.t. the differential of a considered as a section of
Hom(g⊗ p∗L, p∗L) gives a structure of a Nash family of representations of g on p∗L.

Corollary A.2.29 gives us the following corollary.

Corollary A.2.36. Let G be a Nash family of torsors over a Nash manifold X and g be its Lie alge-
bra. Let (E,L, a) be a tempered (finite dimensional) family of representations of G. Let φ denote the
composition

S(G, p?(E))
a→ S(G, p?(L))

p∗→ S(X,L).

Suppose that for any x ∈ G we have (L|p(x))gx = 0. Then

φ(S(G, p?(E))0) = S(X,L).

Proof. It follows from Corollary A.2.29 using property 2.2.4 and [AG, Theorem 2.4.16]. �

Now we are ready to prove Theorem A.2.11.

Proof of Theorem A.2.11. By Lemma A.2.19 it is enough to show that

a∗(S(G×X, a?(E))0) = S(X,E).

Let Y be the image of the map b : G × X → X × X defined by b(g, x) = (x, gx). Let Ei = p?
i (E) for

i = 1, 2. Here pi : Y → X is the projection to the i’s coordinate. Note that G×X has a natural structure
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of a family of torsors over Y and the G-equivariant structure on E gives a family of representations
(ψ,E1, E2) of the family of torsors b : G×X → Y . It is enough to show that

b∗(S(G×X, a?(E)))0) = S(Y,E2).

Recall that S(G × X, a?(E))0 is the image of S(G × X, p?(E))0,X under the identification φ : S(G ×
X, a?(E)) → S(G ×X, p?(E))). Note that S(G ×X, p?(E))0,X includes S(G ×X, p?(E))0,Y . Therefore
it is enough to show that the image of S(G×X, b?(E1))0,Y under the composition

S(G×X, b?(E1))→ S(G×X, b?(E2))→ S(Y,E2)

is S(Y,E2). This follows by Corollary A.2.36 from the fact that for every y ∈ Y we have ((E2)|y)gp2(y)
= 0.

This fact is a reformulation of the fact that

((E|p2(y) ⊗ ((∆G)|Gp2(y)
/∆Gp2(y)

)))gp2(y)
= 0,

which is part of the assumptions of the theorem. �

A.3. Dual uncertainty principle.

Notation A.3.1. Let V be a finite dimensional real vector space. Let ψ be a non-trivial additive character

of R. Let µ be a Haar measure on V . Let f ∈ S(V ) be a function. We denote by f̂ ∈ S(V ∗) the Fourier
transform of f defined by µ and ψ.

In this subsection we prove the following generalization of Theorem 2.2.13.

Theorem A.3.2. Let V be a linear space, L ⊂ V and L′ ⊂ V ∗ be subspaces. Suppose that (L′)⊥ " L.
Then

S(V − L) + ̂S(V ∗ − L′) = S(V ).

The following lemma is obvious.

Lemma A.3.3. There exists f ∈ S(R) such that f vanishes at 0 with all its derivatives and F(f)(0) = 1.

Corollary A.3.4. Let L be a quadratic space. Let V := L ⊕ R be enhanced with the obvious quadratic
form. Let g ∈ S(L). Then there exists f ∈ S(V ) such that f ∈ S(V − L) and F(f)|L = g.

Corollary A.3.5. Let L be a quadratic space. Let V := L⊕ Re be enhanced with the obvious quadratic
form. Let g ∈ S(L). Let i be a natural number. Then there exists f ∈ S(V ) such that f ∈ S(V − L),
∂iF(f)
(∂e)i |L = g and ∂iF(f)

(∂e)j |L = 0 for any j < i.

Corollary A.3.6. Let L be a quadratic space. Let V := L⊕ Re be enhanced with the obvious quadratic
form. Let g ∈ S(L). Then for all i and ε there exists f ∈ S(V ) such that Ni−1(f) < ε, f ∈ S(V − L),
∂iF(f)
(∂e)i |L = g and ∂iF(f)

(∂e)j |L = 0 for any j < i.

Proof. Let f ∈ S(V ) be s.t. f ∈ S(V − L), ∂iF(f)
(∂e)i |L = g and ∂iF(f)

(∂e)j |L = 0 for any j < i.

Let f t ∈ S(V ) defined by f t(x + αe1) = ti+2f(x + tαe1). It is easy to see that ∂iF(f)
(∂e)i |L = g and

∂iF(f)
(∂e)j |L = 0 for any j < i. Also it is easy to see that lim

t→0
Ni−1(f t) = 0. This implies the assertion. �

Corollary A.3.7. Let L be a quadratic space. Let V := L⊕ Re be enhanced with the obvious quadratic
form. Let {gi}∞i=0 ∈ S(L). Then there exists f ∈ S(V ) such that f vanishes on L with all its derivatives

and ∂iF(f)
(∂e)i |L = gi.

Proof. Define 3 sequences of functions fi, hi ∈ S(V ), g′i ∈ S(L) recursively in the following way: f0 = 0.

g′i = gi− ∂iF(fi−1)
(∂e)i |L. Let hi ∈ S(V ) s.t. hi ∈ S(V −L), Ni−1(hi) < 1/2i, ∂

iF(hi)
(∂e)i |L = g′i and ∂iF(hi)

(∂e)j |L = 0

for any j < i. Define fi = fi−1 + hi.
Clearly f := lim

i→∞
fi exists and satisfies the requirements. �
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Corollary A.3.8. Let L be a quadratic space. Let V := L⊕ Re be enhanced with the obvious quadratic
form.

Then S(V − L) + F(S(V − L)) = S(V ).

Proof. Let f ∈ S(V ). Let f ′ ∈ S(V − L) s.t. ∂iF(f ′)
(∂e)i |L = ∂iF(f)

(∂e)i |L. Let f ′′ = f − f ′. Clearly

f ′′ ∈ F(S(V − L)). �
Corollary A.3.9. Let V be a linear space, L ⊂ V and L′ ⊂ V ∗ be subspaces of codimension 1. Suppose
that (L′)⊥ " L. Then

S(V − L) + ̂S(V ∗ − L′) = S(V ).

Proof. Choose a non-degenerate quadratic form on V s.t. L⊥(L′)⊥. This form gives an identification
V → V ∗ which maps L to L′. Now the corollary follows from the previous corollary. �

Now we are ready to prove Theorem A.3.2.

Proof of Theorem A.3.2. Let M ⊃ L be a sub-space in V of codimension 1 s.t. M⊥ " L′. Let M ′ ⊃ L′

be a sub-space in V ∗ of codimension 1 s.t. M⊥ " M ′. The theorem follows now from the previous
corollary. �
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Chapter 3

Discussion

3.1 Gelfand pairs and Spherical pairs

There are still lot of unsolved problems regarding Gelfand pairs. One can formulate a
conjecture that (in case it is true) will enlighten this problem. Namely:

Conjecture 1. Let (G,H) be a spherical pair (i.e. H has finite number of orbits
on the flag variety of G), then for any irreducible representation ρ, the multiplicity
dim HomH(ρ,C) is bounded by the multiplicity of a generic principal series representa-
tion which is distinguished by H.

This conjecture will significantly simplify the situation since the multiplicity of a
generic principal series representation can be computed in geometric terms. I doubt that
this conjecture will be proven only with tools based on the Gelfand-Kazhdan criterion.
Another interesting task is to understand what can be said about the multiplicity spaces
when they are not 1-dimensional (i.e. the pair is not a Gelfand pair).

3.2 Invariant distributions

In the realm of invariant distributions there are also many open questions. Firstly, I believe
one should establish a full analog of the integrability theorem. Secondly, it is interesting
to investigate the connection of invariant distributions and the co-invariants in the space
of functions. A priori, in the Archimedean case these spaces are not necessarily dual, since
there is a topology on the space of Schwartz functions. This connection is important in
problems of matching, and in [AG6] we studied it. We proved there that, in some cases,
these spaces are dual. We also produced analogs of some tools to work with invariant
distributions for the case of co-invariant functions. Those question should be studied in
wider generality.

An ultimate problem in the field of invariant distributions could be computing the
space of G−invariant sections of a bundle E over a variety X. A slightly more sophisti-
cated problem is to compute G−co-invariants of the space of Schwartz sections S(X,E),
and more generally, to compute Hi(G,S(X,E)). I believe that the solutions to these
problems can be related to certain type of algebraic objects over a categorical quotient
X//G. The solution to these problems will give a solution of all the matching problems of
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the type mentioned above. It will also provide a lot of examples of Gelfand pairs (those for
which the Gelfand property can be proven using invariant distributions). An interesting
generalisation of these problems is obtained by replacing X/G by a general groupoid or
algebraic stack.
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 תקציר
 

 של הפונקציות F(G/H) על המרחב G של תרגולארי-כך שההצגה הקווזי) G, H(זוג גלפנד הוא זוג 

 . 1 עם ריבוי מרבי Gכל הצגה בלתי פריקה של " מכילה "G/Hעל 
תבניות באנליזה הרמונית וב, למחקר אודות זוגות גלפנד שימושים רבים בתורת ההצגות

המבוססת על ניתוח , קשדן- תכונת גלפנד הוא שיטת גלפנדהכלי המרכזי להוכחת. אוטומורפיות

 .Hצדדית של - אינווריאנטיות לגבי הפעולה הדושהן Gשל התפלגויות על 
ובפרט אנו מוכיחים כי הזוגות , בתזה זו אנו מציגים את הוכחת תכונת גלפנד עבור מגוון זוגות

 הבאים הם זוגות גלפנד

• ))GLn(F×  GLn+k(F),GLk(F)(  עבורF = R,C.המקרה הלא ארכימדי הוכח ב  [JR]  

• (GLn(C),GLn(R)) .המקרה הלא ארכימדי הוכח ב [Fli] 

• )On(C)×  On+k(C), Ok(C)( 

• (GLn(C),On(C)) 

•  (GL2n(F), Sp2n(F)) הלא ארכימדי הוכח ב [HR] 

  קהוא זוג גלפנד חז (GLn+1(F), (GLn(F)))הזוג  •
̇ ,GLn+1(F) ×(GLn(F)) א  שהזוג"ז( (GLn(F)))  הוא זוג גלפנד( 

 
 . ההוכחות מבוססות על מגוון כלים שפיתחנו כדי לעבוד עם התפלגויות אינווריאנטיות

רובן מבוססות על הסקת , קשדן ישנן שיטות נוספות להוכחת תכונת גלפנד-מלבד שיטת גלפנד
 .נציג כאן שתי דוגמאות לשיטות כאלה.  זוג אחד מתכונת גלפנד של זוג אחרתכונת גלפנד של

נדון גם בכמה . לתורה של התפלגויות אינווריאנטיות ישנן שימושים נוספים בתורת ההצגות
 .משימושים אלו

 
 תוכן התזה

 
 מאמרים הנידונים במבואמה ורכב מ2פרק .  נדון בתוצאות המוצגות בתזה זו ביתר פירוטבמבוא

 . נבחן אפשרויות להרחבת תוצאות התזה3בפרק . דוקטורטלשנכתבו במהלך לימודי 



 תודות
 
 

 על שהאירו את דרכי  במהלך 'ולדימיר ברקוביץו יוסף ברנשנטיין ראשית ברצוני להודות למנחי
במהלך תקופה זו .   מאז היותי בן חמש עשרהמיוסף ברנשטייןאני לומד . לימודי הדוקטורט

כמו כן הוא חשף בפני את גישתו המיוחדת , את רוב המתמטיקה שאני יודעלמדתי ממנו 
כשהתחלתי את לימודי במכון . אני מקווה שהצלחתי להפנים לפחות חלק מגישה זו. למתמטיקה

ומרתקת  שונה ה גישבפני הציגהוא דאג לי רבות ו. 'ולדימיר ברקוביץ, ויצמן זכיתי במנחה נוסף
 . למתמטיקה

הרוב המכריע של . חברי ועמיתי מזה למעלה מעשור, 'לדימיטרי גורביץ יאני מודה מקרב ליב
בפרט חלק גדול מתיזה זו מבוסס , לימודי ומחקרי המתמטיים התבצע בשיתוף פעולה קרוב אתו

 . על עבודה משותפת אתו
רארד 'ג, ליססטיבן רא, ארז לפיד, אקה'הרב ז, ניר אבני: כמו כן ברצוני להודות לשאר שותפי

  .עבודתימהם למדתי רבות במהלך , איתן סייג ופרול זפולסקי, עודד יעקובי, שיפמן
לא אוכל .  שהקדשתי ללימודי המתמטיקה נהניתי משיחות עם אנשים רביםםבמשך כל השני

 ,פאול בירן,  לב בוכובסקי, סמיון אלסקר,עמר אופןלאך ברצוני להודות , למנות כאן את כולם
 אוקסנה ,אנטוני יוסף, איליה טיומקין, יעקב ורשבסקי,  סטיבן גלברט, מריה גורליק,משה ברוך

, 'ץליאוניד פלטרובי, אניס סקאלארדיסי, ןאביניונג ס, דוד סודרי, סידהרתא סאהי ,בהויקימ
לב רדיבילובסקי , דוד קשדן, מטיאס קרק, ברנרד קרוץ, ואדים קוסוי, גדי קוזמה, יובל פליקר

 . על שיחותנו השימושיתובאנדריי רזניקו
תודתי נתונה למחלקה למתמטיקה של מכון ויצמן למדע על שסיפקה אוירה חמה ופורייה בנוסף 

סרגיי יעקובנקו , מריה גורליק, לסטיבן גלברטבפרט אני מודה . ללימודי לקראת הדוקטורט
מזכירת החוג ברצוני גם להודות ל. התמיכה הדאגה והעידוד שהעניקו ליעל דימיטרי נוביקוב ו

 . על שהעלימו את הביורוקרטיה עבוריטרי דבש וקודמתה בתפקיד יזל מימון'גלמתמטיקה 
למתמטיקה  במהלך לימודי לדוקטורט ביקרתי במרכז האוסדורף למתמטיקה ובמכון מקס פלנק

 .אני מודה למוסדות אלה על האווירה ותנאי העבודה שהעניקו לי. בבון
שגידלו אותי ונטעו בי את העניין , ציון וחנה-בן, פחתי ובפרט להורילבסוף ברצוני להודות לכל מש

 . על היותה האור והכוח המניע של חייאינהולאשתי , במדע
 



  שלםתנחייעבודה זאת התבצעה תחת ה
 
 

  יוסף ברנשטייןסורפרופ 
 ' ולדימיר ברקוביץסורופרופ
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