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Abstract

Coresets are modern data-reduction tools that are
widely used in data analysis to improve efficiency in
terms of running time, space and communication com-
plexity. Our main result is a fast algorithm to construct
a small coreset for k-MEDIAN in (the shortest-path met-
ric of) an excluded-minor graph. Specifically, we give
the first coreset of size that depends only on k, € and
the excluded-minor size, and our running time is quasi-
linear (in the size of the input graph).

The main innovation in our new algorithm is that is
iterative; it first reduces the n input points to roughly
O(log n) reweighted points, then to O(loglogn), and so
forth until the size is independent of n. Each step in
this iterative size reduction is based on the importance
sampling framework of Feldman and Langberg (STOC
2011), with a crucial adaptation that reduces the num-
ber of distinct points, by employing a terminal embed-
ding (where low distortion is guaranteed only for the
distance from every terminal to all other points). Our
terminal embedding is technically involved and relies on
shortest-path separators, a standard tool in planar and
excluded-minor graphs.

Furthermore, our new algorithm is applicable
also in FEuclidean metrics, by simply using a re-
cent terminal embedding result of Narayanan and
Nelson (STOC 2019), which extends the Johnson-
Lindenstrauss Lemma. We thus obtain an efficient core-
set construction in high-dimensional Euclidean spaces,
thereby matching and simplifying state-of-the-art re-
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sults (Sohler and Woodruff, FOCS 2018; Huang and
Vishnoi, STOC 2020).

In addition, we also employ terminal embedding
with additive distortion to obtain small coresets in
graphs with bounded highway dimension, and use ap-
plications of our coresets to obtain improved approx-
imation schemes, e.g., an improved PTAS for planar
k-MEDIAN via a new centroid set.

1 Introduction

Coresets are modern tools for efficient data analysis
that have become widely used in theoretical computer
science, machine learning, networking and other ar-
eas. This paper investigates coresets for the metric k-
MEDIAN problem that can be defined as follows. Given
an ambient metric space M = (V,d) and a weighted set
X C V with weight function w : X — R, the goal is to
find a set of k centers C C V that minimizes the total
cost of connecting every point to a center in C"

cost(X,C) := Z w(x) - d(z,C),

reX

where d(z,C) := minyec d(x,y) is the distance to the
closest center. An e-coreset for k-MEDIAN on X is a
weighted subset D C X, such that

VC CV,|C| =k, cost(D,C) € (1 £ e) - cost(X, C).
We note that many papers study a more general prob-
lem, (k, z)-CLUSTERING, where inside the cost function
each distance is raised to power z. We focus on k-
MEDIAN for sake of exposition, but most of our results
easily extend to (k, z)-CLUSTERING.

Small coresets are attractive since one can solve the
problem on D instead of X and, as a result, improve
time, space or communication complexity of down-
stream applications [41] 42} 22]. Thus, one of the most
important performance measures of a coreset D is its
size, i.e., the number of distinct points in it, denoted
||D||0E| Har-Peled and Mazumdar [30] introduced the
above definition and designed the first coreset for k-
MEDIAN in Euclidean spaces (V = R™ with ¢3 norm),

TFor a weighted set X, we denote by || X|lo the number of

distinct elements, by || X1 its total weight.
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and since their work, designing small coresets has be-
come a flourishing research direction, including not only
k-MEDIAN and (k, z)-CLUSTERING e.g. [29] [12] 38| 20,
51l 133} 22], but also many other important problems,
such as subspace approximation/PCA [19] 21, 22], pro-
jective clustering [20, 56} 22], regression [43], density es-
timation [37, [47], ordered weighted clustering [10], and
fair clustering [49, [32].

Many modern coreset constructions stem from
a fundamental framework proposed by Feldman and
Langberg [20], extending the importance sampling ap-
proach of Langberg and Schulman [38]. In this frame-
work [20], the size of an e-coreset for k-MEDIAN is
bounded by O(poly(k/e)-sdim), where sdim is the shat-
tering (or VC) dimension of the family of distance func-
tions. For a general metric space (V,d), a direct appli-
cation of [20] results in a coreset of size O (log|V]),
which is tight in the sense that in some instances, every
coreset must have size Q(log|V'|) [5]. Therefore, to ob-
tain coresets of size independent of the data set X, we
have to restrict our attention to specific metric spaces,
which raises the following fundamental question.

QUESTION 1.1. Identify conditions on a data set X
from metric space (V,d) that guarantee the existence

(and efficient construction) of an e-coreset for k-
MEDIAN of size Oc (1) ?

This question has seen major advances recently.
Coresets of size independent of X (and V) were ob-
tained, including efficient algorithms, for several impor-
tant special cases: high-dimensional Euclidean spaces
[511 241, [33] (i.e., independently of the Euclidean dimen-
sion), metrics with bounded doubling dimension [31],
and shortest-path metric of bounded-treewidth graphs
[5].
1.1 Our Results
Overview We make significant progress on this
front (Question by designing new coresets for k-
MEDIAN in three very different types of metric spaces.
Specifically, we give (i) the first O j(1)-size coreset for
excluded-minor graphs; (ii) the first O, j(1)-size coreset
for graphs with bounded highway dimension; and (iii) a
simplified state-of-the-art coreset for high-dimensional
Euclidean spaces (i.e., coreset-size independent of the
Euclidean dimension with guarantees comparable to [33]
but simpler analysis.)

Our coreset constructions are all based on the well-
known importance sampling framework of [20], but with
subtle deviations that introduce significant advantages.
Our first technical idea is to relax the goal of comput-
ing the final coreset in one shot: we present a gen-
eral reduction that turns an algorithm that computes a

coreset of size O(poly(k/e)log || X||o) into an algorithm
that computes a coreset of size O(poly(k/e€)). The re-
duction is very simple and efficient, by straightforward
iterations. Thus, it suffices to construct a coreset of
size O(poly(k/e)log || X|lo). We construct this using
the importance sampling framework [20], but applied
in a subtly different way, called terminal embedding,
in which distances are slightly distorted, trading accu-
racy for (hopefully) a small shattering dimension. It
still remains to bound the shattering dimension, but
we are now much better equipped — we can distort
the distances (design a new embedding or employ a
known one), and we are content with dimension bound
Op.(log | X]||o), instead of the usual Oy ((1).

We proceed to present each of our results and
its context-specific background, see also Table [1| for
summary, and then describe our techniques at a high-
level in Section

Coresets for Clustering in Graph Metrics k-
MEDIAN clustering in graph metrics, i.e. shortest-path
metric of graphs, is a central task in data mining of
spatial networks (e.g., planar networks such as road
networks) [50, B7], and has applications in various
location optimization problems, such as placing servers
on the Internet [39, [35] (see also a survey [52]), and in
data analysis methods [48] [I7]. We obtain new coresets
for excluded-minor graphs and new coresets for graphs
of bounded highway dimension. The former generalize
planar graphs and the latter capture the structure of
transportation networks.

Coresets for Excluded-minor Graphs A minor
of graph G is a graph H obtained from G by a sequence
of edge deletions, vertex deletions or edge contractions.
We are interested in graphs G that exclude a fixed graph
H as a minor, i.e., they do not contain H as a minor.
Excluded-minor graphs have found numerous applica-
tions in theoretical computer science and beyond and
they include, for example, planar graphs and bounded-
treewidth graphs. Besides its practical importance, k-
MEDIAN in planar graphs received significant attention
in approximation algorithms research [54] [15] [16]. Our
framework yields the first e-coreset of size Oy (1) for
k-MEDIAN in excluded-minor graphs, see Corollary
for details. Such a bound was previously known only
for the special case of bounded-treewidth graphs [5].
We stress that our technical approach is significantly
different from [B]; we introduce a novel iterative con-
struction and a relaxed terminal embedding of excluded-
minor graph metrics (see Section , and overall by-
pass bounding the shattering dimension by O(1) (which
is the technical core in [5]).

Coresets for Graphs with Bounded Highway
Dimension Due to the tight relation to road networks,
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Table 1: our results of e-coresets for k-MEDIAN in various types of metric spaces M (V,d) with comparison to
previous works. By graph metric, we mean the shortest-path metric of an edge-weighted graph G = (V, E).
Corollary [£.2] (and [33]) also work for general (k,z)-CLUSTERING, but we list the result for k-MEDIAN (z = 1)

only.

Metric space Coreset sizeﬂ Reference
General metrics O(e2klog |V])  [20]
Bounded treewidt Q(e’2k2) [5]
Graph metrics Excluding a fixed minor O(e*k?) Corollary
Bounded highway dimension ~O(kC1°8(1/€)))  Corollary
. Dimension-dependent O(e 2km) [20]
Eucl R™ 2
uclidean Dimension-free O(e k) [33], Corollary

graphs of bounded highway dimension is another im-
portant family for the study of clustering in graph met-
rics. The notion of highway dimension was first pro-
posed by [2] to measure the complexity of transporta-
tion networks such as road networks and airline net-
works. Intuitively, it captures the fact that going from
any two far-away cities A and B, the shortest path be-
tween A and B always goes through a small number of
connecting hub cities. The formal definition of highway
dimension is given in Definition and we compare re-
lated versions of definitions in Remark[£.3] The study of
highway dimension was originally to understand the ef-
ficiency of heuristics for shortest path computations [2],
while subsequent works also study approximation algo-
rithms for optimization problems such as TSP, Steiner
Tree [23] and k-MEDIAN [7]. We show the first coreset
for graphs with bounded highway dimension, and as we
will discuss later it can be applied to design new ap-
proximation algorithms. The formal statement can be
found in Corollary

Coresets for High-dimensional Euclidean
Space The study of coresets for k-MEDIAN (and more
generally (k,z)-CLUSTERING) in Euclidean space R™
spans a rich line of research. The first coreset for k-
MEDIAN in Euclidean spaces, given by [30], has size
O(ke~™logn) where n = || X||;, and the logn fac-
tor was shaved by a subsequent work [29]. The expo-
nential dependence on the Euclidean dimension m was
later improved to poly(km/e) [38], and to O(km/e?)
[20]. Very recently, the first coreset for k-MEDIAN of
size poly(k/e), which is independent of the Euclidean

2Throughout, the notation é(f) hides poly log f factors, and
Om/(f) hides factors that depend on m.

31n fact, the main claim in [5] was a weaker bound of O(e~2k3),
but it was noted that the dependence in k may be reduced to k2
by using an improved framework in a recent work [22].

dimension mﬂ was obtained by [51] (see also [24])E|
This was recently improved in [33], which designs a
(much faster) near-linear time construction for (k, z)-
CLUSTERING, with slight improvements in the coreset
size and the (often useful) additional property that the
coreset is a subset of X. Our result extends this line
of research; an easy application of our new framework
yields a near-linear time construction of coreset of size
poly(k/e), which too is independent of the dimension
m. Compared to the state of the art [33], our result
achieves essentially the same size bound, while greatly
simplifying the analysis. A formal statement and de-
tailed comparison with [33] can be found in Corollary[4.2]
and Remark [4.2

Applications: Improved Approximation
Schemes We apply our coresets to design approxima-
tion schemes for k-MEDIAN in shortest-path metrics of
planar graphs and graphs with bounded highway dimen-
sion. In particular, we give an FPT-PTAS, parameter-
ized by k and €, in graphs with bounded highway dimen-
sion, and a PTAS in planar graphs. Both algorithms run
in time near-linear in |V, and improve previous results
in the corresponding settings.

The PTAS for k-MEDIAN in planar graphs is ob-
tained using a new centroid-set result. A centroid set
is a subset of V' that contains centers giving a (1 + €)-
approximate solution. We obtain centroid sets of size
independent of the input X in planar graphs, which
improves a recent size bound (log |V[)°(1/€) [16], and
moreover runs in time near-linear in |V|.

Due to the space limit, details of these applications
are omitted and they can be found in the full version.

IDimension-independent coresets were obtained earlier for

Euclidean k-MEANs [9), 22], however these do not apply to k-
MEDIAN.

5The focus of [51] is on k-MEDIAN, but the results extend to
(k, z)-CLUSTERING.
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1.2 Technical Contributions

Iterative Size Reduction This technique is
based on an idea so simple that it may seem too naive:
Basic coreset constructions have size Oy, ¢(logn), so why
not apply it repeatedly, to obtain a coreset of size
Oy (loglogn), then O (logloglogn) and so on? One
specific example is the size bound O(e2?klogn) for a
general n-point metric space [20], where this does not
work because n = |V is actually the size of the ambient
space, irrespective of the data set X. Another exam-
ple is the size bound O(e ™k logn) for Euclidean space
R™ [30], where this does not work because n = || X||;
is the total weight of the data points X, which coresets
do not reduce (to the contrast, they maintain it). These
examples suggest that one should avoid two pitfalls: de-
pendence on V' and dependence on the total weight.

We indeed make this approach work by requir-
ing an algorithm A that constructs a coreset of size
O(log || X ||o), which is data-dependent (recall that || X||o
is the number of distinct elements in a weighted set
X). Specifically, we show in Theorem that, given
an algorithm A that constructs an €'-coreset of size
O(poly(k/€')log || X ||o) for every ¢ and X C V, one
can obtain an e-coreset of size poly(k/e) by simply ap-
plying A iteratively. It follows by setting €' carefully, so
that it increases quickly and eventually ¢ = O(e). See
Section B for details.

Not surprisingly, the general idea of applying the
sketching/coreset algorithm iteratively was also used in
other related contexts (e.g. [40, 13| 45]). Moreover, a
related two-step iterative construction was applied in
a recent coreset result [33]. Nevertheless, the exact
implementation of iterative size reduction in coresets is
unique in the literature. As can be seen from our results,
this reduction fundamentally helps to achieve new or
simplified coresets of size independent of data set. We
expect the iterative size reduction to be of independent
interest to future research.

Terminal Embeddings To employ the iterative
size reduction, we need to construct coresets of size
poly(k/e)-log || X ||o. Unfortunately, a direct application
of [20] yields a bound that depends on the number
of vertices |V|, irrespective of X. To bypass this
limitation, the framework of [20] is augmented (in
fact, we use a refined framework proposed in [22]),
to support controlled modifications to the distances
d(-,-). As explained more formally in Section one
represents these modifications using a set of functions
F=A{fs : V- Ry | z € X}, that corresponds to
the modified distances from each z, i.e., f,(-) « d(z,-).
Many previous papers [38, (20, [0 22] work directly with
the distances and use the function set F = {fz(-) =
d(z,-) | € X}, or a more sophisticated but still direct

variant of hyperbolic balls (where each f, is an affine
transformation of d(x,-)). A key difference is that we
use a “proxy” function set F, where each f,(-) =~ d(z,-).
This introduces a tradeoff between the approximation
error (called distortion) and the shattering dimension of
F (which controls the number of samples), and overall
results in a smaller coreset. Such tradeoff was first
used in [3I] to obtain small coresets for doubling spaces,
and was recently used in [33] to reduce the coreset size
for Euclidean spaces. This proxy function set may be
alternatively viewed as a terminal embedding on X, in
which both the distortion of distances (between X and
all of V) and the shattering dimension are controlled.

We then consider two types of terminal em-
beddings F.  The first type (Section main-
tains (1 + e)-multiplicative distortion of the dis-
tances.  When this embedding achieves dimension
bound O(poly(k/e)log || X||o), we combine it with the
aforementioned iterative size reduction, to further re-
duce the size to be independent of X. It remains to ac-
tually design embeddings of this type, which we achieve
(as explained further below), for excluded-minor graphs
and for Euclidean spaces, and thus we overall obtain
O k(1)-size coresets in both settings. Our second type
of terminal embeddings F (Section maintains ad-
ditive distortion on top of the multiplicative one. We
design embeddings of this type (as explained further be-
low) for graphs with bounded highway dimension; these
embeddings have shattering dimension poly(k/¢), and
thus we overall obtain O j(1)-size coresets even with-
out the iterative size reduction. We report our new
terminal embeddings in Table

Terminal Embedding for Euclidean Spaces
Our terminal embedding for Euclidean spaces is sur-
prisingly simple, and is a great showcase for our new
framework. In a classical result [20], it has been shown
that sdimmax(F) = O(m) for Euclidean distance in R™
without distortion. On the other hand, we notice a
terminal embedding version of Johnson-Lindenstrauss
Lemma was discovered recently [46]. Our terminal em-
bedding bound (Lemma follows by directly combin-
ing these two results, see Section for details.

We note that without our iterative size reduction
technique, plugging in the recent terminal Johnson-
Lindenstrauss Lemma [46] into classical importance
sampling frameworks, such as [20} 22] does not yield
any interesting coreset. Furthermore, the new termi-
nal Johnson-Lindenstrauss Lemma was recently used
in [33] to design coresets for high-dimensional Euclidean
spaces. Their size bounds are essentially the same as
ours, however they go through a complicated analysis to
directly show a shattering dimension bound poly(k/e).
This complication is not necessary in our method, be-

Copyright © 2021 by SIAM
Unauthorized reproduction of this article is prohibited



Table 2: New terminal embeddings F for different metrics spaces. The reported distortion bound is the upper
bound on f,(c), in addition to the lower bound f,(c) > d(z,¢). The embeddings of graphs with bounded highway
dimension, called here “highway graphs” for short, are defined with respect to a given S C V (see Lemma.

Metric space Dimension sdimy,.x(F) Distortion Result

Euclidean O(e 2 log || X o) (1+¢€)-d(z,c) Lemma
Excluded-minor graphs  O(e2log || X ||o) (1+¢€)-d(z,c) Lemma
Highway graphs O(|S]C0es(1/))) (1+¢€)-d(z,c)+e-d(z,S) Lemma

cause by our iterative size reduction it suffices to show
a very loose Oy ((log || X||p) dimension bound, and this
follows immediately from the Johnson-Lindenstrauss re-
sult.

Terminal Embedding for Excluded-minor
Graphs The technical core of the terminal embedding
for excluded-minor graphs is how to bound the shatter-
ing dimension. In our proof, we reduce the problem of
bounding the shattering dimension into finding a repre-
sentation of the distance functions on X x V as a set
of min-linear functions. Specifically, we need to find for
each x a min-linear function g, : R® — R of the form
9:(t) = minj<;<s{a;t; + b;}, where s = O(log || X]||o),
such that Ve € V, there is t € R® with d(z, ¢) = ¢,(¢).

The central challenge is how to relate the graph
structure to the structure of shortest paths d(z,c).
To demonstrate how we relate them, we start with
discussing the simple special case of bounded treewidth
graphs. For bounded treewidth graphs, the vertex
separator theorem is applied to find a subset P C V,
through which the shortest path = ~~ y has to pass.
This translates into the following

d(z,c) = ggg{d(z,p) +d(p,c)},

and for each z € X, we can use this to define the desired
min-linear function g, (d(p1,c),...,d(pm,c)) = d(z,c),
where we write P = {p1,...,Pm}-

However, excluded-minor graphs do not have small
vertex separator, and we use the shortest-path separa-
tor [53] 3] instead. Now assume for simplicity that the
shortest paths = ~- c¢ all pass through a fixed short-
est path [. Because [ itself is a shortest path, we know
Vee X,ceV,

d(z,c) = ulrnuiglel{d(x, up) + d(ug, ug) + d(uz, )}
Since [ can have many (i.e. w(log||X|lo)) points, we
need to discretize [ by designating poly(e~!) portals P.
on [ for each x € X (and similarly P! for ¢ € V). This
only introduces (1 + ¢€) distortion to the distance, which
we can afford.

Then we create d!, : | — R4 to approximate
d(x,u)’s, using distances from z to the portals P!
(and similarly for d(c,u)). Specifically, for the sake of
presentation, assume P! = {p1,p2,p3} (p1 < p2 < p3),
interpret [ as interval [0, 1), then for u € [0,p;), define
d'.(u) = d(x,0), for u € [p1,p2), define d (u) = d(z,p1),
and so forth. Hence, each d/(-) is a piece-wise linear
function of O(|P!|) pieces (again, similarly for d.(-)),
and this enables us to write d(z,¢) = d'(x, ¢), where

{d, (ur) + d(u1,u) + dp.(uz)}-

min
ul,uzePgiuP(f

d'(z,c) :=

Therefore, it suffices to find a min-linear represen-
tation for d'(z,-) for x € X. However, the piece-wise
linear structure of d!, creates extra difficulty to de-
fine min-linear representations. To see this, still as-
sume P. = {pi,p2,p3}. Then to determine d’ (u) for
u € PLU P!, we not only need to know d(z,p;) for
pi € P!, but also need to know which sub-interval
[pi, pi+1) that u belongs to. (That is, if u € [p1,p2),
then d’ (u) = d(x,p1).) Hence, in addition to using dis-
tances {c} x P! as variables of g,, the relative ordering
between points in PL U P! is also necessary to evaluate
d'(z,c).

Because ¢ € V' can be arbitrary, we cannot simply
“remember” the ordering in g,. Hence, we “guess” this
ordering, and for each fixed ordering we can write g, as
a min-linear function of few variables. Luckily, we can
afford the “guess” since |P. U P!| = poly(e~!) which
is independent of X. A more detailed overview can be
found in Section [4.1]

Terminal Embedding for Graphs with
Bounded Highway Dimension In addition to a (1+
€) multiplicative error, the embedding for graphs with
bounded highway dimension also introduces an additive
error. In particular, for a given S C V| it guarantees
that Ve € X,c eV

d(z;¢) < fale) < (L+€) - d(x,c) + € d(z,5).

This terminal embedding is a direct consequence of a
similar embedding from graphs with bounded highway
dimension to graphs with bounded treewidth [7], and
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a previous result about the shattering dimension for
graphs with bounded treewidth [5]. In our applications,
we will choose S to be a constant approximate solutimﬁ
C* to k-MEDIAN. So the additive error becomes € -
d(z,C*). In general, this term can still be much larger
than d(z, c), but the collectively error in the clustering
objective is bounded. This observation helps us to
obtain a coreset, and due to the additional additive
error, the shattering dimension is already independent
of X and hence no iterative size reduction is necessary.

1.3 Related Work Approximation algorithms for
metric k-MEDIAN have been extensively studied. In
general metric spaces, it is NP-hard to approximate
k-MEDIAN within a 1 + 2 factor [34], and the state
of the art is a (2.675 + €)-approximation [II]. In
Euclidean space R™, k-MEDIAN is APX-hard if both
k and the dimension m are part of the input [27].
However, PTAS’s do exist if either k& or dimension m
is fixed [30] (4, [15], 25].

Tightly related to coresets, dimensionality reduc-
tion has also been studied for clustering in Euclidean
spaces. Compared with coresets which reduce the data
set size while keeping the dimension, dimensionality re-
duction aims to find a low-dimensional representation
of data points (but not necessarily reduce the number
of data points). As a staring point, a trivial appli-
cation of Johnson-Lindenstrauss Lemma [30] yields a
dimension bound O(e~2?logn) for (k, z)-CLUSTERING.
For k-MEANS with 1 4+ € approximation ratio, [14]
showed an O(k/€?) dimension bound for data-oblivious
dimension reduction and an O(k/e€) bound for the data-
dependent setting. Moreover, the same work [I4] also
obtained a data-oblivious O(e~2 log k) dimension bound
for k-MEANS with approximation ratio 9 + €. Very
recently, [6] obtained an O(e~®(logk + loglogn)) di-
mension bound for k-MEANS and [44] obtained an
O(e~?log £) bound for (k,z)-CLUSTERING. Both of
them used data-oblivious methods and have approxi-
mation ratio 14 e. Dimensionality reduction techniques
are also used for constructing dimension-free coresets in
Euclidean spaces [51], [6], [33], 22].

2 Preliminaries

Notations Let V* := {C C V : |C| < k} denote
the collection of all subsets of V of size at most k. []
For integer n,i > 0, let log(i) n denote the i-th iterated
logarithm of n, i.e. log(l)n := logn and log(i)n =
" Sin fact, a bi-criteria approximation suffices.

Strictly speaking, V¥ is the collection of all ordered k-tuples
of V, but here we use it to denote the subsets. Note that tuples

may contain repeated elements so the subsets in V¥ are of size at
most k.

log(log"™Y'n) (i > 2). Define log*n as the number
of times the logarithm is iteratively applied before the
result is at most 1, i.e. log*n :=0if n < 1 and log*n =
1+ log*(logn) if n > 1. For a weighted set S, denote
the weight function as wg : S — R. Let OPT,(X) be
the optimal objective value for (k,z)-CLUSTERING on
X, and we call a subset C C V an («, 8)-approximate
solution for (k,z)-CLUSTERING on X if |C| = ok
and cost.(X,C) = > cywx(x)-(d=z,C))* < B -
OPT.(X).

Functional Representation of Distances We
consider sets of functions F from V to R,. Specifically,
we consider function sets F = {f; : V — Ry |
x € X} that is indexed by the weighted data set
X C V, and intuitively f,(-) is used to measure the
distance from = € X to a point in V. Because we
interpret f,’s as distances, for a subset C' C V  we
define f,(C) := min.cc f(C), and define the clustering
objective accordingly as

cost,(F,C) := Z wr(fz) - (f=(C))%.

fzE€F

In fact, in our applications, we will use f,(y) as a “close”
approximation to d. We note that this functional repre-
sentation is natural for k-Clustering, since the objective
function only uses distances from X to every k-subset
of V only. Furthermore, we do not require the triangle
inequality to hold for such functional representations.

Shattering Dimension For ¢ € V,r > 0, define
Br(e,r) :={f € F: f(c) <r}. We emphasize that c is
from the ambient space V in addition to the data set X.
Intuitively, Br(c,r) is the ball centered at ¢ with radius
r when the f functions are used to measure distances.
For example, consider X =V and let f,(-) := d(z, ) for
z € V. Then Br(c,r) = {fy € F : d(¢,z) < r}, which
corresponds to the metric ball centered at ¢ with radius
T,

We introduce the notion of shattering dimension in
Definition [2.1] In fact, the shattering dimension may be
defined with respect to any set system [28], but we do
not need this generality here and thus we consider only
the shattering dimension of the “metric balls” system.

DEFINITION 2.1. (SHATTERING DIMENSION [28])
Suppose F is a set of functions from V to Ry. The
shattering dimension of F, denoted as sdim(F), is the
smallest integer t, such that for every H C F with
(2.1)
VHC F,|H|>2, {Bule,r):ceVir >0} <[H|"
The shattering dimension is tightly related to the
well-known VC-dimension [55], and they are equal to
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each other up to a logarithmic factor [28] Corollary 5.12,
Lemma 5.14]. In our application, we usually do not use
sdim(F) directly. Instead, given a point weight v : X —
Ry, we define F, := {fz - v(z) | * € X}, and then
consider the maximum of sdim(F,) over all possible v,
defined as sdimyax(F) := max,. x 5r, sdim(F,).

3 Framework

We present our general framework for constructing
coresets. Our first new idea is a generic reduction,
called iterative size reduction, through which it suffices
to find a coreset of size O(log || X||o) only in order to
get a coreset of size independent of X. This general
reduction greatly simplifies the coreset construction,
and in particular, as we will see, “old” techniques such
as importance sampling gains new power and becomes
useful for new settings such as excluded-minor graphs.

Roughly speaking, the iterative size reduction turns
a coreset construction algorithm A(X,e) with size
O(poly(e71k) - log || X||o) into a construction A’(X,€)
with size poly(e~'k). To define A’, we simply itera-
tively apply A, ie. X; := A(X;_1,¢;), and terminate
when || X;||o does not decrease. However, if A is applied
for t times in total, the error of the resulted coreset
is accumulated as 22:1 e;. Hence, to make the error
bounded, we make sure ¢; > 2¢;_1 and ¢, = O(e), so
Z§=1 €; = O(€). Moreover, our choice of ¢; also guaran-
tees that || X;]|o is roughly poly (e 1k-log'” || X||o). Since
log'? || X ||o decreases very fast with respect to i, || X;]o
becomes poly(e~1k) in about ¢t = log* || X||o iterations.
The detailed algorithm A’ can be found in Algorithm
and we present the formal analysis in Theorem [3.1}

To construct the actual coresets which is to be
used with the reduction, we adapt the importance
sampling method that was proposed by Feldman and
Langberg [20]. In previous works, the size of the coresets
from importance sampling is related to the shattering
dimension of metric balls system (i.e. in our language,
it is the shattering dimension of F = {d(z,-) |z € X}.)
Instead of considering the metric balls only, we give a
generalized analysis where we consider a general set of
“distance functions” F that has some error but is still
“close” to d. The advantage of doing so is that we could
trade the accuracy with the shattering dimension, which
in turn reduces the size of the coreset.

We particularly examine two types of such func-
tions F = {fy, : V — Ry | ® € X}. The first type
F introduces a multiplicative (1 + €) error to d, i.e.
Ve € X,ceV,d(z,c) < fu(c) < (1+e€)-d(z,c). Such
a small distortion is already very helpful to obtain an
O(log || X1o) shattering dimension for minor-free graphs
and Euclidean spaces. In addition to the multiplicative
error, the other type of F introduces a certain additive

error, and we make use of this to show O(k) shatter-
ing dimension bound for bounded highway dimension
graphs and doubling spaces. In this section, we will
discuss how the two types of function sets imply effi-
cient coresets, and the dimension bounds for various
metric families will be analyzed in Section [@] where we
also present the coreset results.

3.1 Iterative Size Reduction

THEOREM 3.1. (ITERATIVE S1ZE REDUCTION) Let

p > 1 be a constant and let M be a family of
metric spaces. Assume A(X,k,z,¢,6,M) is a ran-
domized algorithm that constructs an e-coreset of
size € Ps(k)logdtlog || X|lo for (k,z)-CLUSTERING
on every weighted set X C V and metric space
M(V,d) € M, for every z > 1,0 < €06 < i,
running in time T(||X|o,k, 2z, €8, M) with success
probability 1 — 6. Then algorithm A (X, k, z,¢,8, M),
stated in Algorithm computes an e-coreset of size
O(e *s(k)logd~1) for (k,z)-CLUSTERING on every
weighted set X C V' and metric space M(V,d) € M,

forevery 2> 1,0 <¢€,0 < %, in time
€ )
O(T ||X||07k727 1 7M : lOg* |X||0)7
( (log | X l0)7 1 X1lo )

and with success probability 1 — §.

Algorithm 1 Iterative size reduction
A/(X7 k’ Z7 6’ 55 M)
Require: algorithm A(X,k,z,€,6, M) that computes
an e-coreset for (k, z)-CLUSTERING on X with size
e ”s(k)log 6" log || X ||o and success probability 1 —
J.
1: let Xo = and let ¢t be the largest
integer such that log® 1 || X1 >
max{20e~"s(k)log =1, p2r Tt}
fori=1,--- ,tdo
let & = ¢/(log™ || X [[o)7, &; := 0/[| Xi-1]lo
let X; := .A(Xi_l, k,z, €,0;, M)

end for

Xt+1 = A(Xt, k, zZ, €, (5, M)

return X,

X,

3.2 Importance Sampling We proceed to design
the algorithm A required by Theorem 3.1} It is based on
the importance sampling algorithm introduced by [38}
20], and at a high level consists of two steps:

1. Computing probabilities: for each x € X, compute
Pe > 0 such that )\ p, = 1.
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2. Sampling: draw N (to be determined later) inde-
pendent samples from X, each drawn from the dis-
tribution (p, : € X), and assign each sample = a
weight 1‘;1(7_(;\6[) to form a coreset D.

The key observation in the analysis of this algorithm
is that the sample size N, which is also the coreset size
| D]lo, is related to the shattering dimension (see Defini-
tion of a suitably defined set of functions [20, The-
orem 4.1]. The analysis in [20] has been subsequently
improved [9, 22], and we make use of [22] Theorem 31],
restated as follows.

LEMMA 3.1. (IMPORTANCE SAMPLING [22]) Fiz z >
1,0 < e< é, an integer k > 1 and a metric space
(V,d). Let X C V have weights wx : V — Ry and
let F:={fs : V = Ry |z € X} be a corresponding
set of functions with weights wr(f;) = wx (x). Suppose
{os}zex satisfies

Ve e X,

and set a suitable
N = 0(6_20')((/{ - Dim - log(Dlm) . log ox + log %))’
where ox =Y. .y 05 and

Dim = sdimpax(F) := max sdim (F,)

v: X =Ry

Fo i ={fe v(z)|ze X}

Then the weighted set D of size |D|lo = N returned by
the above importance sampling algorithm satisfies, with
high probability 1 — ¢,

vC e VE,
xED

REMARK 3.1. We should explain how [22, Theorem 31]
implies Lemma . First of all, the bound in [22]
is with respect to VC-dimension, and we transfer to
shattering dimension by losing a logarithmic factor (see
Section [ for the relation between VC-dimension and
shattering dimension). Another main difference is that
the functions therein are actually not from V to R..
For F ={f: :' V - Ry | « € X}, they consider
FF o= {fo(C) = mineec{fe(c)} | * € X}, and their
bound on the sample size is

N = O(e_zax(sdimmax(}"k) -logox + log %))

The notion of balls and shattering dimension they use
(for F*) is the natural extension of our Deﬁnition
(from functions on V to functions on V*), where a ball

3" wp(a) - (£(C)) € (L £¢) - cost.(F, ).

around C € V¥ is Bp(C,r) = {f. € F : f.(C) <1},
and is replaced by

|{Bu(C.r): Ce VF o> 0} < |H[".

Our Lemmal[3.1 follows from [28, Theorem 31] by using
the fact sdim(F*) < k- sdim(F) from [20, Lemma 6.5].

Terminal Embeddings. As mentioned in Sec-
tion F in Lemma [3.1] corresponds to the distance
function d, i.e., fz(-) = d(z,-), and Lemma is usu-
ally applied directly to the distances, i.e., on a function
set F = {f.(-) =d(x,-) | € X}. In our applications,
we instead use Lemma|3.1|with a “proxy” function set F
that is viewed as a terminal embedding on X, in which
both the distortion of distances (between X and all of
V) and the shattering dimension are controlled.

We consider two types of terminal embeddings
F. The first type (Section maintains (1 + €)-
multiplicative distortion of the distances, and achieves
dimension bound O(poly(k/e)log || X |lo), and the other
type of F (Section [3.4) maintains additive distortion on
top of the multiplicative one, but then the dimension is
reduced to poly(k/e). In what follows, we discuss how
each type of terminal embedding is used to construct
coresets.

3.3 Coresets via Terminal Embedding with
Multiplicative Distortion The first type of terminal
embedding distorts distances between V and X multi-
plicatively, i.e.,

(3.2)

Ve e X,ceV, d(z,c) < fz(c) < (1+¢€) d(z,c).

This natural guarantee works very well for (k,z)-
CLUSTERING in general. In particular, using such F
in Lemma [3.3] our importance sampling algorithm will
produce (with high probability) an O(ze)-coreset for
(k, z)-CLUSTERING.

Sensitivity Estimation. To compute a coreset
using Lemma we need to define, for every x € X,

wx () - (f=(C))*
cost,(F,C)

Oy > Uf = max
ceVv

The quantity o, usually called the sensitivity of point
x € X with respect to F [38] [20]; essentially measures
the maximal contribution of = to the clustering objective
over all possible centers C C V. Since f,(y) approxi-
mates d(z,y) by , it actually suffices to estimate
the sensitivity with respect to d instead of F, given by

wx (z) - (d(z,C))*

(3:3) e cost, (X, C)

:= max
CeVk
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Even though computing o} exactly seems compu-
tationally difficult, we show next (in Lemma that
a good estimate can be efficiently computed given an
(O(1),0(1))-approximate clustering. A weaker version
of this lemma was presented in [56] for the case where
X has unit weights, and we extend it to X with general
weights. We will need the following notation. Given a
subset C' C V', denote the nearest neighbor of x € X,
i.e., the point in C closest to = with ties broken arbi-
trarily, by NN¢(z) := argmin{d(z,y) : y € C}. The
tie-breaking guarantees that every x has a unique near-
est neighbor, and thus NN¢g(.) partitions X into |C|
subsets. The cluster of x under C is then defined as
C(z) :== {2’ € X : NN¢(2') = NN¢(x)}.

LEMMA 3.2. Fix z > 1, an integer k > 1, and a
weighted set X. Given C** € V¥ that is an («, B)-
approzimate solution for (k,z)-CLUSTERING on X, de-
fine for every x € X,

(. (A O |
7 (costz<X,capx> wx<capx<x>>)'

Then o2P* > Q(o%/(82%%)) for all z € X, and oF* =
S ex 02 < 1+ ak.

Conclusion. Our importance sampling algorithm
for this type of terminal embedding is listed in Algo-
rithm By a direct combination of Lemma [3.1] and
Lemma we conclude that the algorithm yields a
coreset, which is stated formally in Lemma [3.3]

Algorithm 2 Coresets for (k,z)-CLUSTERING for F
with multiplicative distortion

1: compute an (O(1), O(1))-approximate solution C*P*
2: for each = € X, let
(d(z,C*P))* 1
( + wx<cavx<w>>)
3: for each z € X, let p, := S
yeX Y
4: N =0 (e722%k - (zklogk - sdimpax (F) + log 1))
distribution (p, : z € X) > sdimpay as in
Lemma [3.]
a weight wp(z) := %S\f)

for (k, z)-CLUSTERING on X
o, = wx(x) -
cost. (X,C*P%) > as in Lemma
(o4
5: draw N independent samples from X, each from the
6: let D be the set of samples, and assign each x € D
7: return the weighted set D

LEMMA 3.3. Fiz 0 < €6 < %, z > 1, an integer
k > 1, and a metric space M(V,d). Given a weighted
set X CV and respective F = {f, : V = Ry |z € X}
such that

Vee X,ceV, d(z,c) < fz(c) < (1 +e€) - d(x,c),

Algorithm[g computes a weighted set D C X of size
IDll = O (=22 (ko k- slimaue(F) + 1o )

that with high probability 1 — ¢ is an e-coreset for (k, z)-
CLUSTERING on X.

The running time of Algorithm [2] is dominated
by the sensitivity estimation, especially line |1} which
computes an (O(1),0(1))-approximate solution. In
Lemma we present efficient implementations of the
algorithm, both in metric settings and in graph settings.

LEMMA 3.4. Algorithm [ can be implemented in time
O(K||X||o) if it is given oracle access to the distance d,
and it can be implemented in time O(|E|) if the input
is an edge-weighted graph G = (V,E) and M is its
shortest-path metric.

3.4 Coresets via Terminal Embedding with Ad-
ditive Distortion The second type of embedding has,
in addition to the above (1+e¢)-multiplicative distortion,
also an additive distortion. Specifically, we assume the
function set F = Fg is defined with respect to some
subset S C V and satisfies Vo € X, c €V,

d(z,c) < fale) < (1+e€)-d(x,c)+€e-d(z,95).

The important sampling algorithm for this case
is largely similar to Algorithm [2] except for a slightly
larger number of samples N and some hidden con-
stants. Here, we use the embedding with S being an
(O(1),O(1))-approximate solution, and we choose N :=
O (e72k (klog k - sdimpax (Fears) + log ghi— k?log 3),
where Feapx is as in of Lemma We state
the algorithm in Algorithm [3] and its running time is
similar to Algorithm Its correctness is presented in
Lemma

COROLLARY 3.1. Algorithm [ can be implemented in
time O(k|| X ||o) if it is given oracle access to the distance
d, and in time O(|V| + |E|) if the input is an edge-
weighted graph G = (V,E) and M is its shortest-path
metric.

LEMMA 3.5. Fiz 0 < €,0 < %, an integer k > 1, and
a metric space M(V,d). Given a weighted set X C V,
and an (O(1),0(1))-approzimate solution C*»* € VF*
for E-MEDIAN on X, suppose Feavx = {f, : V = Ry |

x € X} satisfiesVr € X,ceV,

(3.4) d(z,c) < fo(c) < (1+4¢€)-d(z,c) + € d(x, C¥*);
then Algorithm [3 computes a weighted set D C X of
size

O (e7%k (klogk - sdimypax (Foarx) +log 3) + k*log 3)

that with high probability 1 — § is an e-coreset for k-
MEDIAN on X.
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Algorithm 3 Coresets for k-MEDIAN on F with addi-
tive distortion
1: compute an (O(1), O(1))-approximate solution C*P*
for k-MEDIAN on X
2: for each z € X, let o™ = wx(x) -
(Coii?QZJIQX) + wX(Cipx(m))) > as in Lemma

apx
L

ApX
yex %y

4: N = O(e%k(klogk - sdimpax(Fcarx) + log ) +
k?log %)

5: draw IV independent samples from X, each from the
distribution (p, : = € X) > sdimyax as in
Lemma and Fgapx as in

6: for each z in the sample D assign weight wp(x) :=
wx (x)

PalN
7: return the weighted set D

3: for each x € X, let p, := >

4 Coresets

We now apply the framework developed in Section
to design coresets of size independent of X for vari-
ous settings, including excluded-minor graphs (in Sec-
tion |4.1]), high-dimensional Euclidean spaces (in Sec-
tion , and graphs with bounded highway dimension
(in Section [£.4). Our workhorse will be Lemma [3.3] and
Lemma which effectively translate a terminal em-
bedding F with low distortion on X x V and low shat-
tering dimension sdimy,,y into an efficient algorithm to
construct a coreset whose size is linear in sdimpay (F).

We therefore turn our attention to designing vari-
ous terminal embeddings. For excluded-minor graphs,
we design a terminal embedding F with multiplica-
tive distortion 1 + € of the distances, and dimension
sdimpax(F) = O(poly(k/e) - log || X|lp). For Euclidean
spaces, we employ a known terminal embedding with
similar guarantees. In both settings, even though the
shattering dimension depends on || X||g, it still implies
coresets of size independent of X by our iterative size re-
duction (Theorem. We thus obtain the first coreset
(of size independent of X and V) for excluded-minor
graphs (Corollary 7 and a simpler state-of-the-art
coreset for Euclidean spaces (Corollary .

We also design a terminal embedding for graphs
with bounded highway dimension (formally defined in
Section . This embedding has an additive distortion
(on top of the multiplicative one), but its shattering
dimension is independent of X, hence the iterative size
reduction is not required. We thus obtain the first
coreset (of size independent of X and V') for graphs
with bounded highway dimension (Corollary [£.3).

4.1 Excluded-minor Graphs Our terminal embed-
ding for excluded-minor graphs is stated in the next

lemma. Previously, the shattering dimension of the
shortest-path metric of graphs excluding a fixed graph
Hy as a minor was studied only for unit point weight,
for which Bousquet and Thomassé [8] proved that
F = {d(z,-) | € X} has shattering dimension
sdim(F) = O(|Hyp|). For arbitrary point weight, i.e.,
sdimyax (F), it is still open to get a bound that de-
pends only on |Hy|, although the special case of bounded
treewidth was recently resolved, as Baker et al. [5],
proved that sdimpax(F) = O(tw(G)) where tw(G) de-
notes the treewidth of the graph G. Note that both
of these results use no distortion of the distances, i.e.,
they bound F = {d(z,-) | x € X}. Our terminal embed-
ding handles the most general setting of excluded-minor
graphs and arbitrary point weight, although it bypasses
the open question by allowing a small distortion and
dependence on X.

LEMMA 4.1. For every edge-weighted graph G = (V, E)
that excludes some fixed minor and whose shortest-
path metric is denoted as M = (V,d), and for every
weighted set X C 'V, there exists a set of functions
F={fs:V >Ry |xe€ X} such that

VeeX,ceV,  d@,0) < fole) < (1+€) - d(,0),

and sdimy,ay (F) = O(e2) - log || X |-

Let us present now an overview of the proof of
Lemma [} deferring the full details to Section [4.2]
Our starting point is the following approach, which was
developed in [5] for bounded-treewidth graphs. (The
main purpose is to explain how vertex separators are
used as portals to bound the shattering dimension, but
unfortunately additional technical details are needed.)
The first step in this approach reduces the task of
bounding the shattering dimension to counting how
many distinct permutations of X one can obtain by
ordering the points of X according to their distance from
a point ¢, when ranging over all ¢ € V. An additional
argument uses the bounded treewidth to reduce the
range of ¢ from all of V to a subset vV C V, that
is separated from X by a vertex-cut P C V of size
|P| = O(1). This means that every path, including the
shortest-path, between every x € X and every c € 14
must pass through P, therefore

d(z,c) = min{d(x,p) + d(p,c) : p € 13},

and the possible orderings of X are completely deter-
mined by these values. The key idea now is to re-
place the hard-to-control range of ¢ € V with a richer
but easier range of |P| = O(1) real variables. Indeed,
each d(z,-) is captured by a min-linear function, which
means a function of the form min; a;y; + b; with real
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variables {y; } that represent {d(p, ¢)}, p and fixed coef-
ficients {a;, b;}. Therefore, each d(x,-) is captured by a
min-linear function g, : R'¥l — R, and these functions
are all defined on the same |P| = O(1) real variables. In
this representation, it is easy to handle the point weight
v: X — Ry (to scale all distances from z), because each
resulting function v(z) - g, is still min-linear. Finally,
the number of orderings of the set {g, }, .y of min-linear
functions, is counted using the arrangement number for
hyperplanes, which is a well-studied quantity in compu-
tational geometry.

To extend this approach to excluded-minor graphs
(or even planar graphs), which do not admit small
vertex separators, we have to replace vertex separators
with shortest-path separators [B3, [3]. In particular,
we use these separator theorem to partition the whole
graph into a few parts, such that each part is separated
from the graph by only a few shortest paths, see
Lemma for planar graphs (which is a variant of a
result known from [I8]) and Lemma for excluded-
minor graphs. However, the immediate obstacle is
that while these separators consist of a few paths,
their total size is unbounded (with respect to X),
which breaks the above approach because each min-
linear function has too many variables. A standard
technique to address this size issue is to discretize the
path separator into portals, and reroute through them
a shortest-path from each x € X to each ¢ € V. This
step distorts the distances, and to keep the distortion
bounded multiplicatively by 1 4 €, one usually finds
inside each separating shortest-path [, a set of portals
P, C I whose spacing is at most € - d(z,c). However,
d(z, c) could be very small compared to the entire path
[, hence we cannot control the number of portals (even
for one path ).

Vertex-dependent Portals In fact, all we need
is to represent the relative ordering of {d(z,-):z € X}
using a set of min-linear functions over a few real
variables, and these variables do not have to be the
distance to fized portals on the separating shortest
paths. (Recall this description is eventually used by the
arrangement number of hyperplanes to count orderings
of X.) To achieve this, we first define vertex-dependent
portals P! with respect to a separating shortest path [
and a vertex ¢ € V (notice this includes also P! for
z € X). and then a shortest path from z € X to
¢ € V passing through [ is rerouted through portals
PLUP!, as follows. First, since [ is itself a shortest path,
d(z,c) = miny, y,ei{d(z,u1) + d(ui,u2) + d(usg,c)}.
Observe that d(u;,us) is already linear, because one
real variable can “capture” a location in [, hence we
only need to approximate d(z,u;) and d(c,uz). To
do so, we approximate the distances from c¢ to every

vertex on the path I, i.e., {d(c,u)},c,;, using only the
distances from c to its portal set P!, i.e., {d(c, p)}pePi'
Moreover, between successive portals this approximate
distance is a linear function, and it actually suffices to
use |P!| = poly(1/¢) portals, which means that d(c,u)
can be represented as a piece-wise linear function in
poly(1/e) real variables.

Note that the above approach ends up with the min-
imum of piece-wise linear (rather than linear) functions,
which creates extra difficulty. In particular, we care
about the relative ordering of {d(z,-) : ¢ € X} over all
c € V, and to evaluate d(z, ¢) we need the pieces that ¢
and z generate, i.e., information about P! U P.. Since
the number of ¢ € V' is unbounded, we need to “guess”
the structure of P!, specifically the ordering between the
portals in P! and those in P.. Fortunately, since every
|P!| < poly(1/¢), such a “guess” is still affordable, and
this would prove Lemma

COROLLARY 4.1. For every edge-weighted graph G =
(V, E) that excludes a fized minor, every 0 < €,§ < 1/2
and integer k > 1, k-MEDIAN of every weighted set X C
V' (with respect to the shortest path metric of G) admits
an e-coreset of size 6(6_4]62 log %) Furthermore, such
a coreset can be computed in time O(|E|) with success
probability 1 — 6.

REMARK 4.1. This result partly extends to (k,z)-
CLUSTERING for all z > 1. The importance sam-
pling algorithm and its analysis are immediate, and
in particular imply the existence of a coreset of size
O(e*k? log%). However we rely on known algorithm
for z =1 in the step of computing an approximate clus-
tering (needed to compute sampling probabilities).

4.2 Proof of Lemma For the sake of presenta-
tion, we start with proving the planar case, since this
already requires most of our new technical ideas. The
statement of terminal embedding for planar graphs is
as follows, and how the proof can be modified to work
for the minor-excluded case is briefly discussed in Sec-

tion {271

LEMMA 4.2. For every edge-weighted planar graph G =
(V,E) whose shortest path metric is denoted as M =
(V,d) and every weighted set X C V', there exists a set
of functions F = Fx = {fe : V = Ry | x € X} such
that for every x € X, and c € V, fi(c) € (1%¢)-d(z,c),
and sdimp (F) = O(e2) log || X |o-

By definition, sdimpyax (F) = max,.x 5k, (Fy), s0 it
suffices to bound sdim(F,) for every v. Also, by the
definition of sdim, it suffices to prove for every H C F,
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with |H| > 2,

. O“(log HXHO)
{Bu(c,r) : c € Vir = 0} < poly([[X|lo) - [H[T
Hence, we fix some v : X — Ry and H C F, with
|#| > 2 throughout the proof.

General Reduction: Counting Relative Or-
derings For H C Fandc eV, let O'Z-[ be the permuta-
tion of H ordered by v(x)- f;(¢) in non-decreasing order
and ties are broken arbitrarily. Then for a fixed c € V
and very r > 0, the subset By/(c,r) C H is exactly the
subset defined by some prefix of o7*. Hence,

{By(c,r):ceV,r >0} < |[H|-[{o*:ceV}.
c
Therefore, it suffices to show
{02 : c € V] < poly([| X []o) /O 081Xl

Hence, this reduces the task of bounding of shattering
dimension to counting the number of relative orderings
of {v(z) - fu(c) | x € X}.

Next, we use the following structural lemma for
planar graphs to break the graph into few parts of simple
structure, so we can bound the number of permutations
for ¢ coming from each part. A variant of this lemma
has been proved in [I8], where the key idea is to use the
interdigitating trees.

LEMMA 4.3. (SEE ALSO [18]) For every edge-weighted
planar graph G = (V, E) and subset S C V, V can be
broken into parts II := {V;}; with |II| = poly(|S]) and
U, Vi =V, such that for every V; € 11,

1. 1SnVil =0(1),

2. there exists a collection of shortest paths P; in G
with |P;| = O(1) and removing the vertices of all
paths in P; disconnects V; from V\'V; (points in V;
are possibly removed).

Applying Lemma with S = X (noting that
S is an unweighted set), we obtain II = {V;}; with
[II] = poly(]|X]lo), such that each part V; € II is
separated by O(1) shortest paths P;. Then

|{UZ-L tceV}H < Z ‘{o?f e € Vi}l.
Viell

Hence it suffices to show for every V; € 11, it holds that
(4.5)

Since |J; Vi = V, it suffices to define functions f(-)
for ¢ € V; for every i independently. Therefore, we fix
V; € II throughout the proof. In the following, our proof
proceeds in three parts. The first defines functions f,(-)
on V;, the second analyzes the distortion of f,’s, and the
final part analyzes the shattering dimension.

[{o2t s e € ViY| < [pyOt D os X,

Part I: Definition of f, on V; By Lemmal[4.3|we
know |V;NX| = O(1). Hence, the “simple” case is when
x € V;NT, for which we define f,(-) = d(z,-).

Otherwise, € X \ V;. Write P; := {P;},. Since
Pj’s are shortest paths in G, and removing P; from G
disconnects V; from V' \ V;, we have the following fact.

Facr 4.1. For ¢ € V; and x € X \'V;, there exists
P; € P; and ¢, 2" € P}, such that d(c,z) = d(c,c') +
d(c,z') + d(2, x).

Let d;(c, z) be the length of the shortest path from ¢ to
x that uses at least one point in P;. For each P; € Py,
we will define fJ : V; — Ry, such that fi(c) is within
(I1+e)-dj(c,z), and let

Ve e V.

Hence, by Fact the guarantee that fi(c) € (1+e€)-
d;(c,z) implies f,(c) € (1+e)-d(x,c), as desired. Hence
we focus on defining f7 in the following.

Defining fJ : V; — R, Suppose we fix some
P; € P;, and we will define f(c), for ¢ € V;. By Fact
and the optimality of shortest paths, we have

dj(z,c) = min {d(c,d')+d(c,2") +d(z',z)}.

c,x’'€P;
For every y € V, we will define l; : P; = R such that
(y') e (1£e)-d(y,y’) for every y' € P;. Then, we let

flle) = minpj{lZ(C') +d(d,a") + 1 (a")},

cx'e

and this would imply fi(c) € (1 £e€) - d;(z,c). So it
remains to define IJ : P; — Ry for every y € V.

Defining li P — Ry Fixy € V and we will
define lg(y’) for every y' € P;. Pick h, € P; that
satisfies d(y,hy) = d(y,P;). Since P; is a shortest
path, we interpret P; as a segment in the real line. In
particular, we let the two end points of P; be 0 and 1,
and P; is a (discrete) subset of [0, 1].

Define a,b € P; such that a < hy < b are the
two furthest points on the two sides of h on P; that

satisfy d(hy,a) < M and d(hy,b) < M Then
construct a sequence of points ¢ = ¢1 < go... in
the following way. For ¢t = 1,2,..., if there exists

u € (g, 1] N P; such that d(g;,w) > €-d(y, hy), then let
qt+1 be the smallest such u; if such uw does not exist, then
let g;y1 := b and terminate. Essentially, this breaks
P; into segments of length € - d(y, hy), except that the
last one that ends with b may be shorter. Denote this
sequence as @y == (¢1 =@, ..., qm = b).

CLAIM 4.1. For everyy € V, |Qy| = O(e7?).
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Proof. By the definition of @, for 1 < ¢t < m — 2,
d(gt,qe41) > €-d(y,hy). On the other hand, by the
definition of a and b, d(q1,¢m) = d(a,b) < O(4&lu)),
Therefore, |Q,| < O(e~2), as desired. d

Definition of f, on V;: Recap Define

(4.6)
d(hy,y) ity <a=q ory >b=gqn
lé(y’) =9 d(y, qt) ifg <y <q1,1<t<m
Ay, qm) iy =b=gm

where hy, € P;, Q, = {¢:}+ C P;. To recap,
o if x € X NV, then fy(c) := d(z, c);

e otherwise x € X \'V;, fa(c)
where

(4.7) file) =

= minpje’Pi fg (0)7

c/IngnenP {I3(c) +d(c,x") + 15 (")}

Finally,

(4.8) fale) := min fi(c),

PieP;

Ve e V.

Part II: Distortion Analysis The distortion of
I’s is analyzed in the following Lemma [£4] and the
distortion for f, follows immediately from the above
definitions.

LEMMA 4.4. For every P; € P;, y € V, y € Pj,
By)e(l+e)-dy,y).

Proof. If y/ = g, = b, by definition #J (y') = d(y, gm) =

d(y,y"). Then consider the case when ¢y < a = ¢ or

Yy >b=qpn.
L(y') = d(hy,y")

€ d(y’,y) £d(y, hy)

€dy',y) e dy', hy),

where the last inequality follows from d(y',h,) >
CI(%M This implies d(y,y") € (1+€) -1 (y).

Otherwise, ¢; <y < gs11 for some 1 <t < m. By
the definition of ¢;’s and the definition of h,,

d(y,y') € d(y,q:) + d(qr,y)

€ d(y,q:) £ e-d(y, hy)
€ d(y,q:) e-d(y,y')
el (y) £e-dy,y),

which implies 7 (y') € (1£¢€)-d(y,y’). This finishes the

proof of Lemma [£.4] o

Part ITI: Shattering Dimension Analysis Re-
call that we fixed v : X — Ry and H C F, with |H| > 2.
Now we show

(4.9) [{ot:ceVi}| < |H|é(672)1°g“X”0.
Let H := {z : v(z) - f € H}, so |[H| = |H|. Recall
that [V;NX| = O(1) by Lemma[d.3] so |[V; N H| = O(1).

Hence, if we could show
[{o
for H such that H N'V; = (), then for general H,

{olt

:CGWHSN(‘HD

cce Vit < N(H|-|VinH|) - |[H|OWV"HD
< N(|H]|)-|H[W

Therefore, it suffices to show under the assumption
that HN'V; = 0.

In the following, we will further break V; into
|H|9) parts, such that for each part V', f, on V' may
be alternatively represented as a min-linear function.

LEMMA 4.5. Let u = |P;|. There exists a partition T of
Vi, such that the following holds.

1 |0| < [H]OC)

2. VV' €T, Va € H, there exists g, : R® — R, where
s = O(e72), such that g, is a minimum of O(e~*u)
linear functions on R*, and for every c € V', there
exists y € R® that satisfies f.(c) = g.(y).

Proof. Before we actual_ly prove the lemma, we need
to examine fJ(c) and [j more closely. Suppose some
P; € P; is fixed. Recall that for y € V,y’ € P; (defined

i)

d(hy,y/) ify <a=q ory >b=gqn
B)=qdy,a) ifq<y <gl<t<m

where hy, € Pj, Q, = {q:}+ C P;. Hence, for every y, I
is a piece-wise linear function with O(|Qy|) = O(e™?)
(by Claim pieces, where the transition points of
17 are Q, U {0,1} (noting that d(h,,y’) is linear since
hy, y € Pj)

Using that [I’s are piece-wise linear, we know for
ceVi,zxe X\ V,

flle)= min {Il(c) +d(c',2') + U (a")}

¢, x' €Pj
{I3() +d(,2") + 1(2")}.

= min
¢ 2 €Q.UQ.U{0,1}

where the first equality is by definition in (4.7) and
the second equality is because [’s are piece-wise linear.
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Hence, to evaluate fJ(c) we only need to evaluate I%(c’)
and lZ(2') at ¢/, 2’ € Q.UQ, U{0,1}, and in particular
we need to find the piece in I and I/, that every ¢/, 2’ €
Q.U Q. U{0,1} belong to, and then evaluate a linear
function. Precisely, the piece that every ¢/, 2’ belongs to
is determined by the relative ordering of points @, U Q.
(recalling that they are from P;). Thus, the pieces are
not only determined by z, but also by ¢ which is the
variable, and this means without the information about
the pieces, f, cannot be represented as a min-linear
function g,. Therefore, the idea is to find a partition I’
of V;, such that for c¢ in each part V’ € I', the relative
ordering of Q. with respect to {Q, : © € H} is the
same. We note that we need to consider the ordering of
Q. with respect to all Q,’s, because we care about the
relative orderings of all f,’s.

Defining T For 1 < j < u, ¢ € V;, let 77 be the
ordering of Q). with respect to Uye y @y on P;. Here, an

ordering of Q. with respect to (Uye P Qy) is defined by
their ordering on P; which is interpreted as the real line.
In our definition of I", we will require each part V' € I to
satisfy that Ve € V| the tuple of orderings (7},...,7%)
remains the same. That is, V; is partitioned according
to the joint relative ordering 77’s on all shortest paths
Pj e P

Formally, for 1 < j < u, let A7 := {77 : c € V;} be
the collection of distinct ordering 77 on P; over points
c € V;. Define

A=A x...x A"

as the tuples of 7;’s for 1 < j < u (here, the x operator
is the Cartesian product). For (11,...,7,) € A, define

VT i e e Vs (rd = m) A A (= )}

as the subset of V; such that the ordering 77 for each
1 < j < w agrees with the given tuple. Finally, we define
the partition as

o= (V™) (7)€ A,

Bounding |I'| By Claim we know |Q,]
O(e7?) for every y € V. ’UyEHQy’ =
O (e72|H|). Therefore, for every j € [u],

672 2

Hence,

Therefore,
I| < T jeuld] < O (1 H) O™ < |HIOE
WA

as desired.

Defining g, By our definition of I', we need to
define g, for each V' € T'. Now, fix tuple (71,...,7,) €
A, so the part corresponds to this tuple is V' =
Vi(T1 """ T”), and we will define g, with respect to such
V’. Similar to the definition of f,’s (see (4.8])), we define
gz : R® = R, to have the form

— min od
92(y) = min g2 (y)-
Then, for 1 < j < wu, x € H, define gJ : R® — R of s :=
O(e72) variables (q1,...,qm,d(c,q1),---, d(c,qm),he)
for ¢; € Q., such that

y dm, d(C, QI)a R ,d(C, Qm), hc)
{t(¢) +d(c,2') + 1 (2)}.

gala, -
= min
¢’ €Q.UQ,U{0,1}
We argue that for every 1 < j < u, gJ may be viewed as
a minimum of O(e~?) linear functions whose variables
are the same with that of gJ.

e Linearity. Suppose ¢ € V', and fix ¢/, 2’ € Q.UQ,U
{0,1}. By the above discussions, %(c’) could take
values only from {d(c,q;) : ¢ € Qc} U {d(he,c)}.
Since Vq; € Q., d(c,q;) is a variable of gZ, and
d(he, ') = |he — | is linear and that h. is also
a variable of g/, we conclude that I7(c’) may be
written as a linear function of the same set of
variables of gJ. By a similar argument, we have
the same conclusion for 2. Therefore, I7(c’) +
d(c’, ') +1%(2') may be written as a linear function
of (ql, Ceey anvd(c7 Q1)7 s ,d(C, qm)a hC)

e Number of linear functions. By Claim we have

Qyl = 0(7),
hence |Q.UQ,U{0,1}| = O(¢~2). Therefore, there
are O(e~%) pairs of ¢/, 2’ € Q.U Q. U{0,1}.

Therefore, item [ of Lemma follows by combining
this with the definition of g,. We completed the proof
of Lemma [£5] 0

Yy eV,

Now suppose I' is the one that is guaranteed by
Lemma L5 Since

[{olt:ceVi}| < Z ol :ceV'}
Vier
and

(4.10) IT| < |H[OC D™ < |HOCD),

where the last inequality is by Lemma (recalling
u = |P;|), it suffices to show for every V' € T,

(4.11) [{o? e V'}| < |[H|O D esll Xlo,
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Fix some V/ € I By Lemma for every
x € H there exists a min-linear function g, : R® — R
(s = O(e?))), such that for every ¢ € V', there exists
y € R® that satisfies f,(c) = g.(y). For y € R*® define
Wf as a permutation of H that is ordered by g¢.(y) in
non-increasing order and ties are broken in a way that

is consistent with o. Then

(4.12) ot ice VY < |{n]l 1y e R°Y.

We make use of the following lemma to bound the
number of permutations 775 . The lemma relates the
number of relative orderings of g,’s to the arrangement

number in computational geometry.

LEMMA 4.6. ([B]) Suppose there are m functions
1s---sgm from R® to R, such that ¥i € [m], g; is of
the form

gi(z) = jnéi[g{gij(x)},

where g;; is a linear function. For x € R®, let 7, be the
permutation of [m] ordered by g;(x). Then,
ez € R} < (mt)9O).

Applying Lemma[4.6 on g,’s for x € H with parameters
s = 0(e?), t = O(e*u) = O (e *log|/X]jo) and
m = |H|, we obtain

(4.13)

Thus, (4.11) is implied by combining (4.13]) with (4.12)).
Finally, we complete the proof of Lemma by com-
bining the above three parts of the arguments.

{1y € R < B[O oI,

4.2.1 From Planar to Minor-excluded Graphs
The strategy for proving the minor-excluded case is
similar to the planar case. Due to the space limit, we
only present the structural lemma (Lemma that
replaces Lemma which we used for planar graphs,
and highlight the differences.

LEMMA 4.7. Given edge-weighted graph G = (V,E)
that excludes a fized minor, and a subset S CV, there
is a collection TI := {V;}; of V with |II] = poly(]S|)
and |J,; Vi =V such that for every V; € II the following
holds.

1. 1SNV = 0(1).

2. There exists an integer t; and t; groups of paths
Pi,...,P;, in G, such that

(a) |UjZ, Pj| = Ollog S])

(b) removing the vertices of all paths in U?:l P}
disconnects V; from V \ V; in G (possibly
removing points in V;)

(c) for 1 < j <+, let G; be the sub-graph of G
formed byl removing all paths in Pi, ... ,"PJ’:_l
(define G} = G), then every path in P} is a
shortest path in G;

The lemma follows from a recursive application of the
balanced shortest path separator theorem in [3, The-
orem 1]. Compared with Lemma the separating
shortest paths in Lemma are not from the origi-
nal graph G, but is inside some sub-graph generated
by removing various other separating shortest paths.
Also, the number of shortest paths in the separator is
increased from O(1) to O(log||X]lp). The remaining
proof for the excluded-minor case can be found in the
full version.

4.3 High-Dimensional Euclidean Spaces We
present a terminal embedding for Euclidean spaces, with
a guarantee that is similar to that of excluded-minor
graphs. For these results, the ambient metric space
(V,d) of all possible centers is replaced by a Euclidean
space

LEMMA 4.8. For every € € (0,1/2) and finite weighted
set X CR™, there exists F = {fy : R™ - Ry |z € X}
such that

Ve X,ceR™, |z —cll2 < fule) < (14¢€)||x—c]2,

and sdimpy . (F) = O(e 2 log || X ||o)-

Proof. The lemma follows immediately from the fol-
lowing terminal version of the Johnson-Lindenstrauss
Lemma [36], proved recently by Narayanan and Nel-
son [40].

THEOREM 4.1. ([46]) For every ¢ € (0,1/2) and finite
S C R™, there is an embedding g : S — R! for
t =0(e 2%log|S|), such that Vx € S,y € R™,

= yll2 < llg(z) = 9(W)ll2 < (1 + )|z — yll2.

Given X C R™, apply Theorem With S =X (as
an unweighted set), and define for every x € X the func-
tion f,(c) = llg(x) — g(c) 2. Then F = {f, | x € X}
clearly satisfies the distortion bound. The dimension
bound follows by plugging t = O(e2log||X||o) into

8Tt is easily verified that as long as X is finite, our entire
framework from Section [3] extends to V = R™ with £ norm.

For example, all maximums (e.g., in Lemma|3.1)) are well-defined
by using compactness arguments on a bounding box.
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the bound sdimpyax(F) = O(t) known from [20, Lemma
163]F] O

COROLLARY 4.2. For every 0 < €,0 < 1/2, z > 1,
and integers k,m > 1, Fuclidean (k,z)-CLUSTERING of
every weighted set X C R™ admits an e-coreset of size
O(e *2%k2 log 1). Furthermore, such a coreset can be
compute in time O (k|| X ||om) with success probability
1-4.

REMARK 4.2. (COMPARISON TO [33]) For (k, z)-
CLUSTERING in Fuclidean spaces, our algorithms can
also compute an e-coreset of size O(e~*)k), which of-
fers a different parameters tradeoff than Corollary[{.2
This alternative bound s obtained by simply replac-
ing the application of Lemma (which is actually
from [22]) with [33, Lemma 3.1] (which itself is a result
from [20)], extended to weighted inputs).

Our two coreset size bounds are identical to the
state-of-the-art bounds proved by Huang and Vish-
noi [33] (in the asymptotic sense). Their analysis is
different, and bounds sdimpy.x independently of X us-
g a dimensionality-reduction argument for clustering
objectives. In contrast, we require only a loose bound
sdimpax (F) = O(poly(e™!) - log || X|lo), which follows
immediately from [16], and the coreset size is then re-
duced iteratively using Theorem|[31], which simplifies the
analysis greatly.

4.4 Graphs with Bounded Highway Dimension
The notion of highway dimension was proposed by
Abraham, Fiat, Goldberg, and Werneck [2] to measure
the complexity of road networks. Motivated by the
empirical observation that a shortest path between two
far-away cities always passes through a small number
of hub cities, the highway dimension is defined, roughly
speaking, as the maximum size of a hub set that meets
every long shortest path, where the maximum is over
all localities of all distance scale. Several slightly
different definitions of highway dimension appear in the
literature, and we use the one proposed in [23].

DEFINITION 4.1. (HIGHWAY DIMENSION [23]) Fix

some universal constant p > 4. The highway dimen-
sion of an edge-weighted graph G = (V,E), denoted
hdim(G), is the smallest integer t such that for every
r >0 and x € V, there is a subset S C B(x, pr) with
|S| < ¢, such that S intersects every shortest path of
length at least v all of whose vertices lie in B(x, pr).

9The following is proved in [20, Lemma 16.3]. For every S C

R?, the function set H := {hy | * € S} given by ha(y) = ||z —yl2,
has shattering dimension sdimmax(H) = O(t).
10We assume that evaluating ||z — y||2 for x,y € R™ takes time

O(m).

REMARK 4.3. This version generalizes the original one
from [2] (and also the subsequent journal version [1)]),
and it was shown to capture a broader range of real-
world transportation networks [23]. We also note that
the version in [l is stronger than the notion of dou-
bling dimension [26], however, the version that we use
(from [23]) is not. In particular, it means that the pre-
vious coreset result for doubling metrics [31] does not
apply to our case.

Unlike the excluded-minor and Euclidean cases
mentioned in earlier sections, our coresets for graphs
with bounded highway dimension are obtained using
terminal embeddings with an additive distortion.

LEMMA 4.9. Let G = (V, E) be an edge-weighted graph
and denote its shortest-path metric by M(V,d). Then
for every 0 < e < 1/2, weighted set X C V and an
(unweighted) subset S C V., there exists Fs = {f :
Vo> Ry |xe X} such that Ve € X,c eV,

d(z,¢) < fulc) < (1+€)-d(z,c) + € d(z,S),
and Sdimmax(]:s) = (|S| + hdim(G))O(log(l/E))'

Proof. We rely on an embedding of graphs with
bounded highway dimension into graphs with bounded
treewidth, as follows.

LEMMA 4.10. ([7]) For every 0 < e < 1/2, edge-
weighted graph G = (V, E) of highway dimension h, and
S C V, there exists a graph G' = (V' E") of treewidth
tw(G") = (1S +h)°Ue/D) and a mapping ¢ : V — V'
such that Vx,y € V,

de(z,y)

< de(d(2),6(y))
< (1+6)dG(xay)+€mln{d(an)ad(ya S)}
We now apply on G’ (the graph produced by

Lemma [4.10), the following result from [5, Lemma 3.5],
which produces the function set Fg we need for our
proof.

LeMMA 4.11. ([B]) Let G = (V, E) be an edge-weighted
graph, and denote its shortest-path metric by M(V,d).
Then for every weighted set X C 'V, the function set
F = {d(z,") | # € X} has sdimpax(F) = O(tw(G)),
where tw(Q) is the treewidth of G.

Notice that we could also apply on G’ our own
Lemma [£.1] because bounded-treewidth graphs are also
excluded-minor graphs, however Lemma[4.11] has better
dependence on tw(G) and also saves a poly(1/e) factor.
This concludes the proof of Lemma 0
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COROLLARY 4.3. For every edge-weighted graph G =
(V,E), 0 < ¢€,0 < 1/2, and integer k > 1, k-MEDIAN
of every weighted set X C V (with respect to the

shortest path metric of G)

admits an e-coreset of size

O((k + hdim(G))© 0o/ Jog 3). Furthermore, it can
be computed in time O(|E|) with success probability 1—4.
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