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Abstract. We present the first non-trivial algorithm for the all-pairs minimum cut problem in the cut-query
model. Given cut-query access to an unweighted graph G = (V, E) with n vertices, our randomized algorithm
constructs a Gomory-Hu tree of G, and thus solves the all-pairs minimum cut problem, using O(n"/*) cut queries.

1 Introduction Optimization over graphs, such as finding a minimum s, ¢-cut, is a fundamental topic in
computer science due to its wide range of applications from network design to combinatorial optimization and
computational complexity. Accordingly, there exists a vast body of work on solving such problems efficiently in
many different models of computation. One recently suggested model is the cut-query model [RSW18], where
algorithms access the input, which is an unweighted graph G = (V| E), only through cut queries: the query
specifies S C V and obtains in return the size of the corresponding cut, i.e. cutg(S) = |E(S,V \ S)|, where
E(S,T) is the set of edges with one endpoint in S and the other in 7.

There are two main motivations for studying the cut-query model. The first one is scenarios where it is costly
or even impossible to access graph edges directly, for example in genomic sequencing that models the structure
of a genome as a graph. It is impossible to directly access the graph edges, but one can perform an experiment
to compute the number of edges crossing a cut in the graph, and it is imperative to minimize the number of
experiments [GK98, ABK 02, BGK05, CK08].! Another example is distributed systems, where many low-power
devices with limited communication capabilities form a graph. A cut query can be implemented by a central
server sending a message to all devices in a subset S C V' and asking them to report the number of their incident
edges crossing the cut, which is more efficient than asking them to report all their neighbors, as in the standard
neighbor-query model.

The second motivation is that graph-cut functions are a natural example of submodular functions, and hence
the cut-query model is a natural model for studying submodular function minimization (SFM). A submodular
function is a set function f : 2V — R that satisfies the diminishing returns property

VSCTCVYwe VAT,  f(SU{v}) = f(9) = f(TU{v}) - f(T).

Denoting n = |V|, the minimum of a submodular function f can be found using O(nZ) value queries to f
[LSW15, MN21, Jia23], where we use the usual notation O(-) to hide polylogarithmic factors in n. Meanwhile,
the known lower bound for SFM is only Q(n) queries [GPRW20, LLSZ21], and ©(nlogn) queries for deterministic
algorithms [CGJS22]. The special case of graph cuts therefore poses an intriguing case study to either find stronger
lower bounds or inspire better algorithms for SFM. In particular, while global minimum cut can be found using
O(n) queries, known algorithms for minimum s, t-cut use O(n°/3) queries [RSW18, MN20, AEG 122, ASW25],
leaving a substantial gap to the Q(n) query lower bound (notice that it is a submodular minimization problem
on n — 2 variables).

We study the all-pairs minimum cut problem, whose objective is to find a minimum s, t-cut for every pair of
vertices s,t € V in an unweighted graph G = (V, E). Recent advances reduce this problem to solving polylogn
instances of minimum s, t-cut on contracted subgraphs of G, and the reduction itself only takes time that is linear
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IThe access model used is additive queries, where given a set S C V the query returns the number of edges in EN S x S. It is
easy to see that one can simulate a cut query using O(1) additive queries.
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in |E| [AKT20, AKT21b, LPS21, AKT21a, AKT22, AKL*22, AKL"25].2 Tt seems likely that these techniques
extend to the cut-query model, yielding a reduction to polylogn instances of minimum s, ¢-cut also in the cut-
query model. Since minimum s, t-cut is a submodular minimization problem (on n — 2 variables), such a reduction
would imply that the query complexity of the all-pairs minimum cut problem is at most polylogn times that of
SFM. In that case, proving a truly super-linear (exceeding linear by more than polylogarithmic factors) lower
bound for all-pairs minimum cut would surpass the currently known lower bounds for SFM. Conversely, our
algorithmic results rule out establishing an Q(n?) lower bound for SFM via the all-pairs minimum cut problem
in unweighted graphs.

Note that it is possible to recover the entire graph G using O(n?) cut queries [CK08, BM11, RSW18], after
which the algorithm can solve any minimization problem without additional cut queries. Hence, our focus is on
subquadratic query complexity.

Our main result is the first non-trivial algorithm for the all-pairs minimum cut problem in the cut-query model,
improving upon the naive approach that recovers the entire graph using O(n?) cut queries. Our algorithm is based
on efficiently constructing a Gomory-Hu tree [GH61], a well-known data structure that compactly represents the
minimum s, t-cut for every pair of vertices s,t € V in a graph G = (V| E).

THEOREM 1.1. There exists a randomized algorithm for constructing a Gomory-Hu tree of an unweighted
graph G = (V, E) with n vertices, that uses O(n™/*) cut queries and succeeds with probability 1 — 1/ poly(n).

1.1 Technical Overview We now provide an overview of our algorithms and their technical components,
and along the way explain our two main technical contributions. The first one is introducing a weaker version
of a problem called isolating-cuts. The key point is that this relaxation strikes a good balance — it suffices for
our intended application of constructing a Gomory-Hu tree, yet can be solved efficiently using cut queries. The
second contribution is a new randomized contraction procedure, termed (7, F)-star contraction. This procedure
solves minimum s, t-cut, and is actually an adaptation of previous procedures that solve the easier task of global
minimum cut.

Our algorithm for the all-pairs minimum cut problem constructs for G a Gomory-Hu tree [GH61], which is a
weighted tree on the same vertex set V such that the minimum s, ¢-cut in the tree is also the minimum s, t-cut
in G. The classical algorithm of Gomory and Hu [GH61] is based on iteratively refining the graph into a tree
structure, using n — 1 calls to a minimum s, t-cut procedure. Recent work [AKT21b, AKT21a, AKT22, LPS21]
has managed to accelerate this refinement process using calls to a procedure that solves single-source minimum
cut, and these offer more choices for which s, t-cuts to refine by. The refinement process then works effectively
like a logarithmic-depth recursion, where the input graph is partitioned recursively, and the size of each part
decreases by a constant factor each time.

Our algorithm follows this general approach, and one technical difference is that given a partition of the
vertices, instead of solving single-source minimum cut in each part separately, we solve the problem for all the
parts in parallel. This difference is crucial in the cut-query model, essentially because the bottleneck is information
theoretic, and our parallel version aggregates information from the different parts. The following lemma presents
the algorithm that constructs a Gomory-Hu tree using calls to single-source minimum cut; its proof is similar to
the one in [AKT21a] and appears in Appendix D.

LEMMA 1.2. Suppose that given cut-query access to an unweighted graph G on n vertices, a set of perturbation
edges that guarantee unique minimum s,t-cuts, and a partition of the vertex set Vi,..., Vi with pivots {p; €
Vitiew), one can return for every i € [k] and v € Vi the minimum p;,v-cut S, using q(n) cut queries and with
success probability 1 — pp(n).

Then, one can compute a Gomory-Hu tree of an input graph on n vertices using O(q(n) + n1'5) cut queries.
The algorithm is randomized and succeeds with probability 1 — O(pp(n) -log? n) — 1/ poly(n).

The main focus of our work is thus to solve the single-source minimum cut problem in the cut-query model.
We present an efficient algorithm for this problem in the following lemma, whose proof appears in Section 5.

LeEMMA 1.3 (Single-Source Minimum Cut).  Given cut-query access to an unweighted graph G on n vertices,
a set of perturbation edges E that guarantee unique minimum s,t-cuts, and a partition of the vertex set Vi,...,Vy

2Since these graphs are contracted subgraphs of G, they may have parallel edges, preventing the direct application of existing
minimum s, t-cut algorithms in the cut-query model. For further discussion, see Subsection 1.1.
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with pivots {p; € Vi}icpw), one can compute for every i € [k] and v € V; the minimum p;,v-cut S, using
q(n) = O(n*™) cut queries. The algorithm is randomized and succeeds with probability 1 — 1/ poly(n).

Theorem 1.1 follows immediately from Theorems 1.2 and 1.3. The main technical tool for solving the single-
source minimum cut problem is procedure for (a relaxed version of) the isolating-cuts problem, which we define
next.

DEFINITION 1.4. In the isolating-cuts problem, the input is a graph G = (V,E) and a set R C V, where
|R| > 2, and the goal is to output for each v € R some S, C V that is a (v, R\ v)-minimum cut.

It was shown in [LP20, AKT21b] how to reduce the isolating-cuts problem to O(logn) instances of minimum
s, t-cut in contracted multigraphs. The best algorithm for computing minimum s, t-cuts in the cut-query model
uses O(n/3.¢1/3) cut queries, where c is the value of the cut [RSW18, ASW25],3 but unfortunately in a contracted
multigraph ¢ can be as large as Q(n?). For example, take a random graph G(n,1/2) and contract two random
vertex subsets of cardinality n/4 into two vertices s,t; the resulting multigraph is likely to have ©(n) vertices
and minimum s, t-cut of value Q(n?). Therefore, existing algorithms do not solve such minimum s, t-cut instances
efficiently.

Our first technical contribution is to introduce a relaxed variant of the isolating-cuts problem, termed weak
isolating cuts, that suffices for solving the single-source minimum cut problem yet can be solved efficiently in
the cut-query model.* In this relaxation, the goal is to compute a minimum (v, R \ v)-cut only if it is also a
minimum v, u-cut for some u € R, and otherwise any (v, R\ v)-cut can be returned. We observe that the existing
algorithms for single-source minimum cut work even when calls to isolating cuts are replaced with calls to our
relaxed version. Our main technical result is thus to solve the relaxed problem directly, i.e., without going through
minimum s, t-cut in contracted multigraphs, stated as follows.

LEMMA 1.5 (Weak Isolating Cuts). Given cut-query access to an unweighted graph G = (V, E) on n vertices,
and also a set of vertices R C'V with maximum degree d = max,cr dg(v) and a set of perturbation edges E that
guarantee unique minimum s,t-cuts, one can solve the weak isolating-cuts problem on R using O(min{nd7 n7/4})
cut queries. The algorithm is randomized and succeeds with probability 1 — 1/ poly(n).

The proof of this lemma, which appears in Section 3, is based on splitting the minimum (v, R\ v)-cuts into
two sets, of friendly cuts and unfriendly cuts. Given a cut C C V, let cre(v) be the number of edges in E(C, V' \C)
that are incident to v, and let us omit the subscript when clear from context. Define the friendliness ratio of
a vertex v € V (with respect to C) as 1 — cr(v)/ deg(v), where deg(v) is the degree of v in G. The cut C is
called a-friendly if every vertex v € V has friendliness ratio 1 — cr(v)/deg(v) > «, and otherwise it is called
a-unfriendly. The case of friendly cuts is handled using a friendly cut sparsifier, which was first introduced in
[AKT22] and is described next.?

Throughout, a contraction of G = (V,E) is a graph H obtained from G by contracting some subsets of
vertices. A super-verter is a vertex in H formed by contracting multiple vertices in G. Observe that contracting
two vertices u, v € V is equivalent to adding an edge of infinite capacity between them. This view is useful because
now H has the same vertex set as G, and moreover cuts in H are at least as large as those in G (when comparing
the same S C V). In the cut-query model, one can simulate access to a contraction H of the input graph G by
replacing each super-vertex in H with the vertices in V' that form it.

DEFINITION 1.6. An (a,w)-friendly cut sparsifier of a graph G is a contraction H of G such that for every
a-friendly cut C CV of G with at most w edges we have cuty (C) = cutg(C).

We show through a straightforward extension of [AKT22] an algorithm in the cut-query model that recovers
(i.e., reports explicitly) the edges of an (a, w)-friendly cut sparsifier of G using O(a~'n\/w) cut queries. It can be
shown that the contraction resulting from the procedure has at most O(a~'n\/w) edges, and hence H is indeed
sparser than G. We will eventually set &« = n~'/* and w = n, to obtain a sparsifier with O(n7/4) edges. The
main technical challenge in the algorithm is to find an expander decomposition of GG, which we achieve using O(n)
cut queries. Afterwards, the friendly sparsifier is obtained by applying a contraction defined by the expander

3This bound is not written there explicitly. In fact, the bound stated in [ASW25] is O(n5/3 - W), where W is the maximum edge
weight in GG, which is only weaker because the value of a minimum s, t-cut is at most nW.

4 Another relaxation of isolating cuts, aimed at solving global minimum cut, was introduced in [ASW25].

5A slight difference is that we consider a general parameter a = a(n) instead of fixing o = 0.4.
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decomposition. We present an algorithm for constructing a friendly cut sparsifier in the following lemma, whose
proof appears in Section 6.

LeEMMA 1.7 (Friendly Cut Sparsifier). Given cut-query access to an unweighted graph G on n vertices and
parameters o and w, one can recover all the edges of a friendly (a, w)-cut sparsifier of G using O(a™'ny/w) cut
queries. The algorithm is randomized and succeeds with probability 1 — 1/ poly(n).

The primary challenge in proving Lemma 1.5 is to handle unfriendly cuts. Our second technical contribution
addresses this by introducing a new randomized contraction procedure, called (7, F')-star contraction, which aims
to contract most of the edges in the graph while preserving an unfriendly minimum s, ¢-cut for s,t € F (with
constant probability, separately for each pair). Previous work used similar procedures for the easier task of finding
a global minimum cut [GNT20, AEG*22, KK25], and their main idea is that the probability of preserving a fixed
cut C' C V is approximately [], o (1—cre(v)/ deg(v)), so for instance if only O(1) vertices have small friendliness
ratio, then the cut C is preserved with rather large probability.® Unfortunately, a minimum s,t-cut might be
o(1)-friendly and preserved with low probability o(1).

Our key insight is that if C C V is a minimum s, ¢-cut, then at most one vertex (in fact either s or t) is
a-unfriendly, i.e., has friendliness ratio below «, and thus by excluding it from the contraction we can leverage
the machinery developed previously for global minimum cut. A further complication is that the argument why
(in effect) only O(1) vertices have low friendliness ratio assumes that |E(C,V \ C)|/ minyey deg(v) = O(1).
This assumption clearly holds for a global minimum cut, however the minimum s,¢-cut value can be much
larger than the minimum degree. To overcome this, we show that if the contraction excludes vertices of degree
o(|E(C,V \ C)]), then again only O(1) vertices have low friendliness ratio. Unfortunately, this poses another
challenge, because now edges incident to the low-degree vertices are not contracted, and the number of such edges
might be Q(n - |E(C,V \ C)|) = Q(n?). Ultimately, we prove that one need only consider the O(a - |[E(C,V \ C)|)
edges of the cut that are not incident to the a-unfriendly vertex, which we indeed exclude from the contraction
due to its low friendliness ratio as discussed above. Therefore, we can indeed set the degree threshold (to exclude
contraction) at « - |[E(C,V \ C)|, and again argue that only O(1) vertices have low friendliness ratio.

Our contraction procedure is a variant of the 7-star contraction from [AEGT22, KK25], which is defined as
follows. Let H = {v € V | deg(v) > 7} be the set of high-degree vertices, and sample a set P C V of so-called
star vertices, by including each vertex v € V' independently with probability p = O(logn /7). Then, for each high-
degree non-star vertex u € H \ P, sample an edge uniformly from E(u, P) and contract it (unless E(u, P) = 0). It
can be shown that the resulting graph G’ preserves a fixed global minimum cut with constant probability, and has
O((n/7)? + n7) edges with high probability [KK25]. Our variant introduces an additional feature, a prescribed
set of “forbidden” vertices F' C V that are always excluded from H.

DEFINITION 1.8. (7, F)-star contraction is a procedure defined for an unweighted graph G = (V,E) on n
vertices, a threshold T € [n], and a vertex subset F C V', and it works as follows:

1. let H={v e V\ F|deg(v) > 7} be the set of high-degree vertices not in F;
2. sample P CV by including each v € V independently with probability p = ©(logn/7);
3. for each uw € H\ P, sample an edge uniformly from E(u, P) and contract it.

To solve the weak isolating-cuts problem, we apply (7, F)-star contraction with parameters 7 = ©(n«) and
F = R (recall R is given in the input of the isolating-cuts problem). We now describe at a high level why this
contraction preserves with constant probability a minimum s, t-cut for s,¢ € F. Consider such a cut C' C V that
it is a-unfriendly, and observe that our choice of 7 implies |[E(C,V \ C)| < min {deg(s), deg(t)} <n < 7/(100c).
We wish to bound the probability that the cut is not preserved, i.e., at least one of its edges is contracted. Each
vertex v € H \ P samples one incident edge to be contracted, and the probability that this edge belongs to the
cut E(C,V \ C) is crp(v)/dp(v), where crp(v) :== |E(C,V \ C) N E(v, P)|, and dp = |E(v, P)|. Therefore,

Pr [the cut C is preserved | P] > H (1 _ ZTP(U)> 7
veEH P(U)

8For a global minimum cut, the worst-case scenario for that probability can be shown to be when O(1) vertices have friendliness
ratio 1/2 and the rest have friendliness ratio 1.
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where by convention crp(v)/dp(v) = 0 whenever dp(v) = 0. We bound this expression using the following
proposition.

PROPOSITION 1.9 (Proposition 4.1 in [AEGT22]). For integern > 1 and 0 < a <1 < b, define

F(a,b) := min [Ta-=)

i€[n]
subject to Z x; =b,
i€[n]
0<z; <a, Vi € [n].

Then F(a,b) > (1 —a)l¥/l,

To apply this proposition we need upper bounds that hold with high constant probability for
max,cpy crp(v)/dp(v) and Y _,crp(v)/dp(v). Recall that at most one vertex (in fact either s or t) is a-
unfriendly, and assume without loss of generality it is s. We can further show (we skip the argument in this
overview) that Ep [crp(v)/dp(v) | s ¢ P] < 2eT_4(v)/ deg(v), where €F_4(v) is the number of cut edges incident
on v not including the edge (v, s) if it exists.

Before providing those upper bounds, let us argue that with high probability no edge incident to s is
contracted. The probability that s is sampled into P is p = ©(logn/7) = o(1), where the last equality holds for
a large enough 7, and we thus assume henceforth that s ¢ P (otherwise the algorithm fails). Observe that only
edges in E(H, P) can be contracted, and because s is neither in P nor in H (recall s € F), it follows that no edge
incident to s is contracted, as claimed.

Let us also bound } . € 4(v), which will be used shortly. Since s is a-unfriendly and C' is a minimum
s, t-cut, we have cr(s) > (1 — ) - deg(s) > (1 — «) - |E(C,V \ C)|. Therefore, the number of edges in the cut C
that are not incident to s is at most «-|E(C, V' \ C)|, and furthermore ), cF_s(v) < 2a-|E(C,V '\ C)| because
the sum counts each of these edges at most twice. Altogether,

Zcrpv cr_s(v) 4a~|E(C’,V\C)| < 1

(v) deg - T - 25’
where the first inequality uses that deg(v) > 7 for every v € H, and the last one uses |E(C,V \ C)| < 7/(100c)
established above. Moreover, the summands above are non-negative, hence we can bound their maximum by
their sum and obtain Ep [max,cqy crp(v)/dp(v)] < 1/25. We can thus conclude, by Markov’s inequality, that
with constant probability these two quantities are indeed bounded.

We can therefore use Proposition 1.9 to conclude that the cut C is preserved with constant probability. Using
arguments similar to the 7-star contraction, the number of edges in the contracted graph is bounded, with high
probability, by O((n/7)? + n7) (ignoring edges incident to F), and for our setting 7 = ©(na) and a = n~ /4,
this bound becomes O(1/a2 + n2a) = O(n7/*). The following lemma states the guarantees of the (7, F)-star
contraction procedure more formally, and its proof appears in Section 4.

LEMMA 1.10 (Guarantees for (7, F')-star contraction). Let G = (V, E) be an unweighted graph on n vertices,
F C V a subset of excluded vertices, and T > log2n a parameter. Now suppose s,t € F are such that
min{deg(s),deg(t)} < 7/(100c) and that C C V is a minimum s,t-cut that is a-unfriendly. Then a (1, F)-
star contraction of G produces a contraction G' such that with probability 2/5 no edge of C is contracted, and
with probability 1 — poly(n) the following hold:

1. The number of edges in G’ is at most O((n/T + |F|)? + nt).
2. The number of edges in G' that are incident to P is at most O((n/7)? + n|F|/7).

We conclude with a brief recap of the algorithm for solving the weak isolating-cuts problem on graph G and
vertex subset R. The algorithm first sets & = n~ %4, w = n and 7 = O(na) = O(n3/*). It then constructs an
(o, w)-friendly cut sparsifier H of G using Lemma 1.7, and uses its explicit description to find (without additional
cut queries), all the minimum s, t-cuts (meaning for all s,¢ € R) that are a-friendly. Next, to find the minimum
s, t-cuts that are a-unfriendly, the algorithm applies the (7, R)-star contraction procedure. By Lemma 1.10, each

Copyright (© 2026 by SIAM
Unauthorized reproduction of this article is prohibited



minimum (s, R\ s)-cut that is also a minimum s,¢-cut for some ¢t € R, is preserved in the contraction G’ with
constant probability, and this success probability is further amplified to 1 — 1/ poly(n) using O(logn) repetitions.
Notice that since both steps are based on contractions, the algorithm’s final output can be simply the minimum
s, t-cut found throughout the steps and repetitions. The query complexity of both steps is O(n7/ 4) by Lemmas 1.7
and 1.10.

1.2 Related Work

Gomory-Hu Tree construction Our algorithm for all-pairs minimum cut is based on constructing a Gomory-
Hu tree [GHG61]. It has long been known that a Gomory-Hu tree can be constructed using n — 1 calls to minimum
s,t-cut procedure [GH61]. In recent years, there has been significant progress on this problem, culminating
in algorithms that make O(polylogn) calls to minimum s,¢-cut procedures and require O(m) time elsewhere
[AKT20, LPS21, AKT21b, AKT21a, AKT22, AKL 22, ALPS23, AKL"25]. Over roughly the same time span,
there has been significant progress on faster algorithms (in running time, not cut queries) for the minimum s, ¢t-cut
problem itself, and currently the best algorithm runs in m!'+°(M time [CKL*25].

Cut Query Algorithms The study of cut-query algorithms was initiated in [RSW18], motivated by the relation
between cut queries and submodular minimization. and by now a few results are known for this model. For the
global minimum cut problem, O(n) randomized cut queries suffice in unweighted graphs [RSW18, AEG'22],
matching the lower bound [GPRW20, LLSZ21], and O(n) randomized cut queries suffice in weighted graphs
[MN20]. For deterministic algorithms, O(n°/3) cut queries suffice in unweighted graphs [ASW25]. For the
easier problem of determining whether a graph is connected, it is known that O(n) randomized queries suffice
[CL23, LC24].

Yet another aspect of efficiency in this model is the round complexity, which refers to the number of parallel
rounds of queries required to solve a problem. For example, for every r > 1, a global minimum cut can be found
using O(n'*+1/") cut queries in O(r) rounds [KK25]. Additionally, there exists a one round randomized algorithm
for connectivity that uses O(n) queries [ACK21].

Meanwhile, for the minimum s,¢-cut problem, the known algorithms use O(n5/ 3) cut queries [RSW18,
ASW?25], leaving a substantial gap to the lower bound of Q(n) queries. Another recent work has examined
the problem of approximating the maximum cut using cut queries [PRW24].

1.3 Future Work

Gap Between All-Pairs Minimum Cut and Minimum s, t-Cut Existing algorithms for the all-pairs minimum
cut problem achieve time complexity that is comparable, namely, within a polylogarithmic factor, of computing
a single minimum s, t-cut [AKT20, LPS21, AKT21a, AKT22, AKL"T22, ALPS23]. Our work leaves a substantial
gap between these two problems in the cut-query model.

A promising direction for narrowing this gap is developing efficient algorithms for the weighted minimum
s,t-cut problem in the cut-query model. An efficient algorithm for this problem would immediately yield an
efficient solution to the isolating-cuts problem, and hence to the all-pairs minimum cut problem using existing
techniques. Interestingly, there is a round-complexity lower bound for solving the minimum s, t-cut problem in
weighted graphs, as an algorithm that runs in 7 rounds requires (n?/75) cut queries [ACK19].

Applicability to Other Computational Models One surprising aspect of cut-query algorithms is that they often
translate to efficient algorithms in other computational models. For example, the global minimum cut algorithms
of [RSW18, MN20] also yield efficient algorithms for finding a minimum cut in the streaming and sequential
models. One reason for the wide applicability of cut-query algorithms is that they often use the following three-
step approach: (1) apply structural analysis to contract the graph while preserving some desired property; (2)
recover all the edges of the contracted graph; and (3) solve the problem on the smaller graph. This approach
is often useful in other computational models since a contracted graph offers a succinct representation that
facilitates faster computation. Our techniques for the all-pairs minimum cut employ this strategy and construct
two succinct data structures, namely, a friendly cut sparsifier and a (7, F')-star contraction, that together encode
all minimum s, t-cuts using only O(n” 1) edges. Hence, algorithms that construct these data structures efficiently
in other computational models, such as dynamic, streaming, or parallel models, may yield new algorithms for the
minimum s, t-cut problem in these settings.

2 Preliminaries
Cut Query Primitives Throughout the proof we use the following cut query primitives to find the weight
of edges between two sets of vertices, w(E(S,T)) := > . we. Notice that when the graph is unweighted then
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w(E(S,T)) = |E(S,T)|.

CLAIM 2.1. Let S,T CV be two disjoint sets. It is possible to find w(E(S,T)) using O(1) non-adaptive cut
queries.

Proof. Observe that cutg(SUT) = cutg(S) + cutq(T) — 2w(E(S,T)). Hence, we can find w(E(S,T)) using
three queries, one for each of cutg(S), cute(T), and cutg(SUT). ad

CLAIM 2.2. Given an unweighted graph G on n vertices, and two disjoint sets S, T C V', one can sample an
edge uniformly from E(S,T) using O(logn) cut queries.

Proof. At each stage the algorithm randomly partitions the vertex set T into two sets of roughly equal size
Ty,Ts, and then find |E(S,T;)| using O(1) cut queries by Claim 2.1. It then recurses on either T} or T with
probability proportional to |E(S,T;)|, i.e. T} is chosen with probability |E(S, T1)|/(|E(S, T1)|+|E(S, T»)|). Notice
that this process terminates in O(logn) rounds and yields an endpoint ¢ € T' of the edge, but does not recover a
corresponding endpoint s € S. To find the other endpoint, the algorithm repeats the process, but now partitioning
S to find an edge in E(S,t). It is straightforward to see that this indeed yields a uniform edge of E(S,T) in
O(logn) cut queries. This concludes the proof. d

Edge Perturbation Throughout the paper, we use a perturbation technique to ensure that the minimum s, -
cuts in the graph are unique. We do this by adding an edge set E of all possible edges (u,v) € (‘2/), where each
edge gets a random weight w(u,v) sampled uniformly from {1/n!°,...,n7/n!%}. Since those edges are defined
externally, and are not a part of the graph, we can access them freely without having to use any cut queries. Note
that this is slightly different from the perturbation technique used in previous work, where the perturbation is
applied only to edges that exist in the graph. This is impossible to use in the cut-query model, as algorithms do
not have access to the edges of the graph, and hence they cannot perturb existing edges. However, our method
adds noise more broadly, and hence only increases the probability that the minimum cuts in the perturbed graph
are unique.

Cramv 2.3 ([BENW16, AKT20, AKT21a]). Given an unweighted graph G = (V, E) with n vertices, if one
adds a random perturbation sampled uniformly from {1/n'C, .. .ln7/n10} to all edges in G, then with probability
at least 1 —n=2 every minimum s,t-cut in the perturbed graph G = (V, E U E) is unique.

COROLLARY 2.4. Let E = (3) be the set of all possible edges in G, each with weight sampled uniformly
from {1/n10, . ,n" /0. Then, with probability at least 1 —n~=3 every minimum s,t-cut in the perturbed graph

G = (V,EUE) is unique.

We note that in general we perform most algorithms directly on the graph G, and then add the perturbation
edges E only for computing the minimum s, t-cuts. Throughout the paper, when we write that an algorithm
is given a perturbation edge set E, we assume that the edges guarantee unique minimum s, t-cuts and that the
algorithm fails otherwise. Finally, note that given a contracted graph G’ = (V' E’) of G and a cut S C V' we
have that cutg, (S) = cuts(S), where G, G' are the perturbed versions of G, G’ respectively. Hence, if no edge of
the unique minimum s, t-cut in G, C' C V, is contracted in G’ then C' is also the unique minimum s, t-cut in G'.

Cut Sparsification Our algorithm uses two types of cut sparsifiers. The first, the Nagamochi-Ibaraki
(henceforth NT) sparsifier [NI92] is used to handle small cuts. Informally, this sparsifier is a subgraph that
preserves the value of all cuts of value at most k.

DEFINITION 2.5. A k-NI sparsifier of an unweighted graph G = (V, E¢) with parameter k € [n] is a subgraph
H = (V,Eg) that satisfies

vC CV, min{cutg(C), k} = min{cuty (C), k}.
LEMMA 2.6 (Lemma 2.1 of [NI92]). Let G = (V, E) be an unweighted graph with n vertices, and for all k € [n]
let Ty, be a mazimal spanning forest of G\ (Uj<T;). Then, H = (V, UleTj) is a k-NI sparsifier of G.
It is known that a k-NI sparsifier can be computed in O(m) time for every k € [n] [NI92]. We show how to
construct such a sparsifier using O(kn) cut queries.

CrLam 2.7. Given an unweighted graph G = (V, E) with n vertices, one can construct a k-NI sparsifier H of
G using O(kn) cut queries.
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Proof. We show how to construct a maximal spanning forest T of a given graph G using O(n) cut queries.
Then, removing the edges in T' from G and repeating the process k times yields a Nagamochi-Ibaraki sparsifier
that preserves all cuts of value at most k using O(kn) cut queries.

To construct a maximal spanning forest 7' of G, use the following procedure. Begin by initializing 7" to have
no edges. At each step pick some connected component C of T, find some edge e € E(C,V \ C) using Claim 2.2,
and add it to T. Notice that the number of connected components in 7" decreases by one in each iteration, and
hence the procedure terminates after at most n — 1 iterations. This concludes the proof of the claim. ]

The second type of cut sparsifier we use is defined as follows.

DEFINITION 2.8. A (1 + €)-cut sparsifier a graph G is a weighted subgraph H that satisfies

VS CV, (1 —¢€)-cutg(S) <cutg(S) < (1+¢€) - cutg(S).

THEOREM 2.9 ([RSW18]).  Given an unweighted graph G = (V, E) with n vertices and quality parameter

e € (0,1), one can construct a (1 + €)-cut sparsifier H of G using O(e 2n) cut queries. The algorithm is
randomized and succeeds with probability 1 — poly(n).

3 Isolating Cuts In this section we prove a slightly extended version of Lemma 1.5, stated as follows.

LEMMA 3.1. Given cut-query access to an unweighted graph G = (V, E) on n vertices, a set of vertices R C'V
with mazimum degree d = max,ecrdg(v), and a set of perturbation edges E that guarantee unique MinimMum
s, t-cuts, one can solve the weak isolating-cuts problem using O(min{nd, n7/4}) cut queries. The algorithm is
randomized and succeeds with probability 1 — 1/ poly(n).

Furthermore, if the algorithm is given in addition all the edges incident to vertices of degree at most 100n
an (n’l/‘*,n)—fm‘endly cut sparsifier, and an n®/*-NI sparsifier, then it can solve the weak isolating-cuts problem
using O(n'/? + |R|n'/*) cut queries.

3/4
)

The proof requires the following claim, whose proof appears at the end of this section.

CLAamM 3.2. Let G = (V,E) be a perturbed unweighted graph, R C V be a set of vertices, and G' =
(V,E\ (R x R)). Forv € R, denote by S& the minimum (v, R\ v)-cut in G. Then S& = S&".

Proof of Lemma 3.1. The algorithm for finding the weak isolating cuts is as follows. If d < 100n3/4, known by
a preliminary round of O(n) queries, solve the (stronger) isolating-cuts problem by constructing a d-NI sparsifier
of G using Claim 2.7, perturb it with E, and then find each minimum (v, R\ v)-cut in the perturbed sparsifier.
Otherwise, construct an (n~/4 n)-friendly cut sparsifier H of G using Lemma 1.7, and let H be the perturbed
version of H with added edges E. For each vertex v € R, let S{ C V be the minimum (v, R \ v)-cut in the
perturbed sparsifier H.

Then, the algorithm performs r = O(logn) repetitions of (100n>/%, R)-star contraction on G to obtain graphs
{G;}7_,. Denote by G} = (V, E!) the graph obtained from G; by removing all edges internal to R. We now explain
how to recover the edges of G}. Given two vertex sets 5,7 C V one can recover a single edge from E(S,T) using
O(logn) cut queries by Claim 2.2. Therefore, the entire edge set of the graph of G/, can be recovered using O(|E}|)
cut queries, by iteratively recovering the sets E(R, V' \ R) and E(V \ R,V \ R) one edge at a time. It then perturbs
each G} to get a graph C?; with unique minimum s, t-cuts, and sets S{ C V to be the minimum (v, R \ v)-cut in
G; Finally, the algorithm returns S, < arg minAe{S{}u{Sf,}i cutg(A).

We now argue that the algorithm returns every minimum (v, R\ v)-cut that is also a minimum v, u-cut for
some u € R. Fix one such cut C C V. Begin by noting that |Ex(C,V\C)|, |Eg,(C,V\C)| > |Eg(C,V\C)| since
these graphs are contractions of G, therefore it suffices to argue that C' € {SJ} U {S?}/_, with high probability.
If C' is n~/4-friendly then the algorithm will find it in H. Otherwise, i.e. C is n~'/*-unfriendly, it is preserved
in G; with constant probability by Lemma 1.10 since 7/(100c) = n > deg(s), deg(t) where the equality is from
7 = 100n3/*, o = n~'/%. Repeating this O(logn) times, we find that with probability at least 1 — n='9 C' is
preserved in at least one of the graphs G;. Using a union bound over all vertices w € R, the probability that
at least one of the graphs G; preserves the minimum (w, R \ w)-cut, if it is also a minimum w, u-cut for some
u € R, is at least 1 —n"'9|R| > 1 —n~?. Finally, by Claim 3.2 the minimum (v, R\ v)-cut in G; is equal to the
minimum (v, R\ v)-cut in C;‘; and hence we can find it in the perturbed graph é; Therefore, using a union bound
with the probability that the construction of the friendly sparsifier succeeds, the algorithm returns the minimum
(v, R\ v)-cut with probability at least 1 — 1/ poly(n).
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It remains to analyze the query complexity of the algorithm. If d < 100n3/%, then constructing the NI
sparsifier uses O(dn) cut queries by Claim 2.7. Otherwise, recovering the (n=/4 n)-friendly cut sparsifier H
takes O((1/n~"/*)ny/n) = O(n"/*) cut queries by Lemma 1.7. Then, performing the star contraction takes O(n)
cut queries since each vertex samples at most one neighboring vertex. To bound the number of queries needed

to recover the edges of G}, notice that each G} has at most O((n1/2 + |R|n*/4) + n7/4) edges by Lemma 1.10.

Therefore, recovering each G/ takes O(n™/*) cut queries using Claim 2.2. Hence, the overall query complexity of
the algorithm is O(min{nd,n"/*}).

Finally, if the algorithm is given all edges incident to vertices of degree at most n°>/*, an (nil/ 4 n)-friendly cut
sparsifier, and an n3/4-NI sparsifier then it only needs to recover the edges incident to P. By Lemma 1.10, there are
O((n?/72+|R|(n/7))) = O(n'/? +|R|n'/*) such edges, where we used 7 = ©(n3/4). Since recovering a single edge
takes O(logn) cut queries using Claim 2.2, the overall query complexity of the algorithm is O(n'/2 + |R|n'/*). D

3/4

It remains to prove Claim 3.2.

Proof of Claim 3.2. Let C be a (v, R\ v)-cut in G. The edge set of the cut can be decomposed as
E(C,V\C)=E(wR)UE(u,V\(RUC))UE(C\{v},V\C).

The second and third sets, E(v,V \ (RUC)) and E(C \ {v},V \ C) are the same in G and in G’. Furthermore,
E(v, R) does not depend on C' and hence for every two (v, R\ v)-cuts Cy,Cy we have cutg(Cy) > cutg(Cs) if and
only if cutg/ (C1) > cutg/(Cs) since E(v, R) contributes the same additive quantity to both sides. Therefore, the
minimizer over all (v, R\ v)-cuts in G is the same as the minimizer over all (v, R\ v)-cuts in G’ (and vice versa).0

4 (7, F)-Star Contraction In this section we prove Lemma 1.10, which provides the guarantees of the
(1, F)-star contraction procedure. We will need the following claim, whose proof is similar to that of [AEGT22,
Proposition 4.5] and appears in Subsection 4.1.

Cram 4.1. Let G = (V,E) be a simple n-vertex graph, C C E be some non-trivial cut of G, and
U(C)={veV| visa-unfriendly}. Then, for any v € V,

cr_y(c)(v)
= deg(v) = [UC)]

where TT_y(c)(v) is the number of edges incident to v that are in E(C,V \ C) but not incident to any vertexr in
U(C).

Elerp(v)/dp(v) [U(C) NP = 0] <

Proof of Lemma 1.10. Throughout the proof set p :== 800 - logn/7 and fix some a-unfriendly minimum s, ¢-
cut C C V of G such that s,t € F and min {deg(s),deg(t)} > 7/(100). We begin by showing the correctness
guarantee of the procedure, i.e. that no edges in E(C,V \ C) is contracted with probability 2/5. Denote a set P
as good, if it satisfies max,cp crp(v)/dp(v) <1/2 and ) . crp(v)/dp(v) < 1/2. If a set P is good, then,

Pr [the cut C is preserved] > Pr[the cut C' is preserved | P is good] - Pr [P is good]

15 [(1/2)/(1/2)]
Z<1 2) '

- - Pr[P is good] = % -Pr [P is good],
where the first inequality is from the law of total probability, and the second is from Proposition 1.9. Therefore,
we now focus on showing that P is good with high constant probability.

We start by bounding the probability that ) . crp(v)/dp(v) > 1/2. Observe that since C' is a minimum
s,t-cut, at most one vertex (namely s or t) is a-unfriendly. Henceforth, assume without loss of generality that
s is a-unfriendly. The probability that s is sampled into P is p = ©(logn/7) = ©(1/logn). For the rest of the
proof, assume that {s} ¢ P, and that the algorithm fails otherwise. Notice that under this assumption no edge
incident to s is contracted since the procedure only contracts edges in H x P, and s ¢ P, H as H does not contain
any vertex in F'. By Claim 4.1 we have,

crp )

0 ‘{}mP 0

(4.1) E

S FLTRBRE) R S

11{(3 v)EE}
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Therefore, we need to bound ., ¢ s(v). Notice that } _, cF_s(v) is at most twice the number of edges in
E(C,V \ C) that are not incident to s. Observe that |[E(C,V \ C)| < min{deg(s),deg(t)} as C is a minimum
s, t-cut and hence,

Y as(v) =2(E(C,V\O)| ~ [E({s},V\ O)]) = 2(|E(C,V\ O)] - cx(s))
veH
< 2(deg(s) — (1 — a) deg(s)) < 2ardeg(s) < 7/50,

where the first inequality is from the friendliness ratio of s and the last is from deg(s) < 7/(100c) by the theorem
statement. Furthermore, deg(v) > 7 for every v € H, and therefore

Cr_g 7/50 1
Z S S on’
ey deg(v ]1{(5 v)EEY} T—1 20

for every large enough n (and hence 7). Plugging back into Equation (4.1) we have that,

< Z cr_4(v) 1
= deg(v) — L{(syemy ~ 20

IN

CI‘pU
II@LG U ‘{}OP (Z)

and by Markov’s inequality we have,

Using a union bound on the event that {s} Z P we have that with probability at least 4/5, > crp(v)/dp(v) <
1/2. Notice that when this event occurs then max,cqg crp(v)/dp(v) < 1/2 as well since every term in the sum
is non-negative. Therefore, the set P is good with probability at least 4/5. This concludes the proof of the
correctness guarantee of the procedure, i.e., that no edge in F(C,V \ C) is contracted with probability at least
2/5.

To conclude the proof we provide the size guarantee. Partition the vertices of G’ into P, F and L = V'\ (PUF).
Recall that the algorithm samples each vertex into P independently with probability p. By the Chernoff bound
(Theorem A.1), the probability that dp(v) > 0.9deg(v) - p is at least,

Pr[dp(v) > 720deg(v) logn/7] > 1 — exp(—(1/10)? deg(v)800logn/(27)) > 1 — 1/n*,

where the last inequality is from deg(v) > 7 as v € H. Therefore, dp(v) > 0.9 - pdeg(v) for all v € H with
probability at least 1 — 1/n3. Therefore, every vertex in H is contracted to some p € P with high probability.
Hence, every vertex v € L that was not contracted has degree at most 7. For the rest of the proof we assume
that this event holds.

The total number of edges in the graph is bounded by the number of edges internal to P U F' plus the total
number of edges incident to L. Since, |P| < O(n/7) with high probability the number of edges internal to P U F
is at most O((H/T + |F|)2) Furthermore, since the degree of the vertices of L is bounded by 7, the total number

of edges incident on L is at most O(n7). Hence, the total number of edges in G’ is at most O((TL/T +|F))?+ m')
with high probability. Discounting the edges in F' x F we have that the number of edges in G’ is at most
O((n/ )2 + |F|n/T + m’) with high probability following the same argument. Similarly, discounting both the
edges in I’ x F' and the edges incident to low degree vertices, we have that the number of edges in G’ is at most
O~((n/7')2 + |F|n/7‘) with high probability. O

4.1 Proof of Claim 4.1 We now prove Claim 4.1, using similar arguments to [AEGT22, Proposition 4.5].

Proof. Begin by noting that by convention when dp(v) = 0 then the expectation is trivially 0 and the claim
trivially holds. For the rest of the proof condition on dp(v) > 0. Denote by Xi,..., Xer(v), Y1, -+, Ydeg(v)—cr (v)
the random variables indicating if the edges incident to v are sampled into P. The variables X; correspond to the
edges incident to v that are in C, and the variables Y; correspond to the edges incident to v that are not in C.
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Let X =), X;and Y = X + . Y;. Notice that the theorem statement is equivalent to showing that,

B CT_y (o) (v)
E[X/Y |Y >0,U(C)NP =0 < deg(0) — |U(O)]

Denote the number of edges incident to v that are also incident to U(C) by a. Now fix Y = b for some
0 < b < deg(v) — a (since we condition on no vertex of U(C) being sampled into P) and notice that,

E[X/Y|Y =bUC)NP=0]==-E[X|Y =bU(C)NP=0].

S| =

Notice that the expectation is upper bounded by the case when all the edges of v that are incident to U(C)
are not part of the cut C, i.e. they all correspond to variables in {Y;}, and not in {X;},. In this case, that
X is a hypergeometric random variable corresponding to making b draws from deg(v) — a edges, of which

CT_y(cy(v) are marked. Therefore, E[X |Y =b,U(C)NP=0] < b- %f)l?- Hence, for every b we have

that, E[X/Y | Y = b,U(C) NP =] < 722G where we used that a < [U(C)].

Since this is true for all b > 0, we find that E [crp(v)/dp(v) | U(C)NP = 0] < %. This concludes
the proof. 0

5 Single-Source Minimum Cut In this section we prove Theorem 1.3, which is copied here for
convenience.

LEMMA 5.1 (Single-Source Minimum Cut). Given cut-query access to an unweighted graph G on n vertices,
a set of perturbation edges E that guarantee unique minimum s, t-cuts, and a partition of the vertex set Vi, ..., Vj,
with pivots {p; € Vi}icpw), one can compute for every i € [k] and v € V; the minimum p;,v-cut S, using
q(n) = O(n"™) cut queries. The algorithm is randomized and succeeds with probability 1 — 1/ poly(n).

The lemma is based on Algorithm 5.2. An important subroutine of the algorithm is Algorithm 5.1, which
handles the case of 0.4-unfriendly minimum p;, v-cuts. Throughout this section we denote the value of the
minimum s, t-cut in the graph G by A, (G). The following claim, whose proof is provided at the end of this
section, details the guarantees of the unfriendly minimum cut algorithm.

CrLAaM 5.2. Given an unweighted graph G = (V, E), a partition of the vertices into sets Vi, ..., Vi, and a set
of pivots {p;}f_, such that p; € Vi, for every i € [k],v € V; Algorithm 5.1 returns the minimum p;,v-cut if it is
0.4-unfriendly, and returns some larger cut otherwise. The algorithm uses O(n1'75) cut queries and succeeds with
high probability.

Algorithm 5.1 Unfriendly Minimum s, t-Cuts

1: Input: An unweighted graph G = (V, E), vertex partition Vi, ..., Vj, a set of pivots {p; }*_,, and perturbation
edges E.

2: procedure SINGLE-SOURCE-UNFRIENDLY-CUTS(G, {Vi}, {pi}, E)

3 €,0 < 1/100,7 < O(logn)

4 G’ + a quality (1 % €)-cut sparsifier of G using Theorem 2.9

5: for i € [k] do

6: ¢(v) < 2Xp, »(G") /(1 —¢) forallv e V;

7

8

9

for i € [k] do
for j € [r] do
: Ty {veVi|e(v) > (1+6)7}u{p} i
10: {Si}ver, < Isolating-Minimum-Cuts(G;, T}, E)
11: Sy « arg minSQ{S%’m,SE’V\S;7___7557‘/\5;_} Cuté(S) forallv eV,

12: return {S,}yev.
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Algorithm 5.2 Single-Source Minimum s, t-Cuts

1: Input: An unweighted graph G' = (V, E), vertex partition V1, ..., Vj, a set of pivots {p:}¥_,, and perturbation
edges FE.

2: procedure SINGLE-SOURCE-MIN-CUTS(G, {V;}, {p:}, E)

3: H < a friendly (2/5,n)-cut sparsifier of G

4 H « perturb H with edges E such that the minimum s, t-cuts are unique
5: {8/} ,cv + compute the minimum p;, v-cuts in H for all i € [k] and v € V;
6: {Sy}vev ¢ SINGLE-SOURCE-UNFRIENDLY-CUTS(G, {Vi}, {pi}, E)

7 G + perturb G with edges E such that the minimum s, t-cuts are unique
8 for v € V do

9

Sy + arg Mg of guy cuts(S)

10: return {S,},ev > return the cut value as well

Proof of Theorem 1.3. We begin by proving the correctness of Algorithm 5.2. Fix some vertex v € V; and
a pivot p; € V;. Notice that by Lemma 1.7, we have X\, ,(H) > Ay, »(G) and similarly by the guarantees of
Claim 5.2, we have cutg(Sy) > Ap, »(G). Furthermore, the minimum p;, v-cut S, is either 0.4-friendly, in which
case it is found in H by Lemma 1.7, or it is 0.4-unfriendly, in which case it is found by Claim 5.2. Hence, the
minimum between the cuts S{ and S yields the unique minimum p;, v-cut.

To analyze the query complexity of the algorithm, observe that constructing the (0.4, n)-friendly cut sparsifier
H requires O(n?/?) cut queries by Lemma 1.7. Then, perturbing H with edges E, and finding the minimum
cuts requires no cut queries. By Claim 5.2, the unfriendly minimum cuts procedure uses O(n1'75) cut queries.
Therefore, the overall query complexity of the algorithm is O(n1‘75). Finally, the algorithm succeeds with high
probability since both Claim 5.2 and Lemma 1.7 succeed with high probability, and the perturbation edges E are
chosen such that the minimum cuts in the perturbed graph are unique with high probability. O

5.1 Proof of Claim 5.2 The proof of the claim is similar to that of Theorem 1.4 in [AKT22], and requires
the following lemmas.

LEMMA 5.3. If the minimum p,v-cut, S CV such that v € S, is 0.4-unfriendly, and v is 0.4-unfriendly, then
for allv' € V\ {v}, A\p (G) <0.8- X, ,(G).

LEMMA 5.4. If the minimum p,v-cut, S CV such that v € S, is 0.4-unfriendly, and p is 0.4-unfriendly, then
for allv' € (V\ S)\{p}, Apw'(G) <0.8-X,,(G).

Proof of Claim 5.2. Throughout the proof, assume that the sparsifier construction succeeds and that the
algorithm fails otherwise. Fix some vertex v € V; \ {p} and a pivot p; € V;. Begin by noting that the minimum
pi, v-cut returned by the algorithm is at least the value of the minimum p;, v-cut in G by Lemma 3.1, even if the
minimum p;, v-cut is friendly. We show that if the minimum p;, v-cut is 0.4-unfriendly, then the algorithm return
it with high probability. Since by Lemma 3.1 the weak isolating-cuts procedure returns a cut that is at least the
value of the minimum p;, v, it suffices to show that Algorithm 5.1 finds the minimum p;, v-cut in at least one of
its iterations.

Denote the unique minimum p;, v-cut by S,. Notice that if T; N (V; \ Sy) = {p;} for some iteration j then the
minimum v, T \ v is the minimum p;, v-cut, and similarly if 7; N S, = {v}. Therefore, it remains to show that
one of these events occurs in some iteration j. Let j* be the index such that (14 0)7" < A, o(G') < (1 +6)7 L.
We now split the proof into two cases, depending on whether the p; or v is 0.4-unfriendly. Notice that at most
one of them can be 0.4-unfriendly since we consider a minimum p;, v-cut.

Case 1: p; is 0.4-unfriendly. In this case, by Lemma 5.4, for all u € (Vi \ Sy) \ {pi}, Ap;u(G) < 0.8 Xy, o(G).
Therefore, ¢(u) < (14 3€)Ap, u(G) < 0.8 (1+3€)Ap, o(G) < Ap, /(1 4+6) < (1+6)7. Therefore, u ¢ T; and we
obtain the desired event that 7; N (V; \ S,) = {p:}.

Case 2: v is 0.4-unfriendly. In this case, by Lemma 5.3, for all u € S, \ {v}, A\p, u(G) < 0.8 - Xy, »(G).
Therefore, ¢(u) < (1 + 3€)Ap, u(G) < 0.8 (1+3€)Ap, o(G) < Ap, v/(1+8) < (1+ ). Therefore, u & T; and we
obtain the desired event that T; N S, = {v}.

Hence, the algorithm succeeds in finding the minimum p;, v-cut as long as all the weak isolating-cuts instances
succeed. Notice that the algorithm solves k - r = O(n) instances of the weak isolating-cuts problem, and since
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each instance succeeds with high probability, the overall success probability of the algorithm is high.

To conclude the proof we analyze the query complexity of the algorithm. The first step of the algorithm is to
construct a quality (1 = €)-cut sparsifier G’ of G using Theorem 2.9, which requires O(n) cut queries. Then, the
algorithm solves k - r instances of the weak isolating-cuts problem. To do so efficiently, it recovers the following
data from the graph once, and then passes it to all the instances. First, it recovers all the edges incident to vertices
of degree at most n*/* using O(n"/*) cut queries using Claim 2.2. The algorithm then constructs a (n~'/4 n)-
friendly cut sparsifier H of G using Lemma 1.7, which requires O(n"/4) cut queries. Finally, it constructs an
n7/4-NI sparsifier of G using Claim 2.7, which requires O(n7/ 4) cut queries. Hence, the query complexity of each
weak isolating-cuts instance is at most O(n'/? + |T;|n'/*) < O(n'/? + |V;|n/*). Since 3, |Vi| = n and k < n,
the total query complexity of all weak isolating-cut instances is at most O(n?’/ 2). Therefore, the overall query
complexity of the algorithm is O(n' 7). 0

6 Friendly Cut Sparsifiers In this section we prove Lemma 1.7, showing how to construct a friendly cut
sparsifier using O(a~n\/w) cut queries. We begin by describing the expander decomposition procedure, which
is the main technical tool used for constructing the friendly cut sparsifier.

6.1 Expander Decomposition We begin by introducing the notion of expander decomposition and

several useful facts about it. Let G = (V, E) be some graph, and assume we are given a demand vector d € R‘fl.
Then, G is a said to be a (¢, d)-ezpander if,

e cutg(S)
VS SV, RG(8) = s A 9)

> ¢

We use the following lemma for finding a decomposition of a graph into a collection of (¢, d)-expanders, it is based
on a reduction to the BalCutPrune procedure which has been used for constructing expander decomposition in
the deterministic sequential setting [CGLT20, LS21]. The proof of the lemma is provided in Appendix C.

LEMMA 6.1. Let G = (V, E,w) be a weighted graph with 1 < w, < U for alle € E, d € Rl_:/‘ be a demand
vector such that d(v) € {0} U[1,U], and ¢ € (0,1) a parameter. There exists an algorithm that partitions V into
sets V1, ..., Vi such that,

1. For every i € [k], G[Vi] is a (¢, dv;,)-expander, where dy, is the vector d limited to the vertices in V;.
2. The total weight of inter-cluster edges is at most O(¢d(V') log(mU)).

The algorithm uses O(n) randomized cut queries and succeeds with probability 1 — 1/ poly(n).

6.2 Friendly Cut Sparsifier Construction In this section we provide a construction of a friendly cut
sparsifier. Recall that a cut S C V is a-friendly if for every vertex v € V we have cr(v)/d(v) < 1 — a. Note
that originally, friendly cut sparsifiers were defined with a fixed o = 0.4 [AKT22]. We show how to implement
the algorithm of [AKT22] using O(a~'ny/w) cut queries. The proof requires the following lemma, whose proof
follows similar lines to [AKT22] and is deferred to Appendix B.

Algorithm 6.1 Friendly Cut Sparsifier Construction

1: Input: An unweighted graph G = (V, E)

2: procedure FRIENDLY-CUT-SPARSIFIER(G, )

3: Vi,..., Vi + (¢, d)-expander decomposition of G with ¢ = 0.01 and d(v) = ¢~ 1\/w for allv € V
for i € [k] do

R; {v e Vi | de(v) < max{10a~'/w,4a - |Ec({v},V \ Hi)|}}

G’ + contract in G each H] into a single vertex v;
recover the edges of G’ using O(|E’|) cut queries iteratively using Claim 2.2.
return G'.

LEMMA 6.2. Given an unweighted graph G on n vertices, applying Algorithm 6.1 on G with parameter o and
w, returns a friendly (o, w)-cut sparsifier G' of G with O(a™ny/w) edges.
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Proof of Lemma 1.7. Begin by constructing a (¢, d)-expander decomposition of G by applying Theorem 6.1
with ¢ = 0.01 and d(v) = ¢~ '/w for all v € V. Notice that this requires O(n) cut queries. Then, for each
expander H; in the decomposition, remove all vertices v € H; such that dg(v) < max{10a~'y/w, 4a|Ec({v},V \
H;)|}. This requires at most O(n) cut queries since one can find dg(v), |Eq({v},T)| for every v € Vand T C V
using O(1) cut queries by Claim 2.1. Therefore, computing the shaved expanders H/ requires at most O(n) cut
queries. To recover the graph G’ = (V’, E’), the algorithms recovers its entire edge set using O(|E’|) cut queries by
iteratively finding edges using Claim 2.2. Since the number of edges in G’ is at most O(a‘lnﬂ) by Theorem 6.2,
we find that the total number of cut queries used by the algorithm is O(ofln\/ﬁ). Finally, the success probability
of the algorithm is determined solely by the expander decomposition, which succeeds with probability 1 — n =10
by Theorem 6.1. This concludes the proof of Lemma 1.7. ]
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A Concentration Inequalities

THEOREM A.l. Let X1,...,X,, € [0,a] be independent random variables. For every 6 € [0,1] and

p>EDN, X;], we have
P ix > ou| < 2exp (~ 21
il > <2exp|———|.
— Pl a P 3a

m
Sy
=1
B Friendly Cut Sparsifier Proof In this section, we prove Theorem 6.2. We begin by restating the
theorem for convenience.

LEMMA B.1. Given an unweighted graph G on n vertices, applying Algorithm 6.1 on G with parameter o and
w, returns a friendly (o, w)-cut sparsifier G' of G with O(a™ny/w) edges.

The proof is based on the following two claims. Notice that combining these two claims immediately yields
Theorem 6.2.

CLAM B.2 (Equivalent of Claim 2.3 in [AKT22]). Let S CV be an a-friendly cut of G with at most w
edges. Then, the output of Algorithm 6.1 preserves S (i.e. no edge of E(S,V \ S) is contracted).

Cramv B.3 (Equivalent of Claim 2.4 in [AKT22]). The number of edges in the output of Algorithm 6.1 is at
most O(a™'n,/wy).

Proof of Claim B.2. The proof follows the same lines as the proof of Claim 2.1 in [AKT22]. Notice that
an edge (z,y) € E(S,V \ S) is contracted if and only if both endpoints z,y are contained in the same shaved

expander H!. Let L = H; NS and R = H; N (V \ S) be the induced the cut on the original expander, before
shaving. Assume without loss of generality that € L,y € R. Since H; is a (¢, d)-expander, we have,

|E(L, R)|
min {d(L),d(R)}

> .

Hence, min{d(L),d(R)} < ¢ 'w since |E(L,R)| < cutg(S) < w by the theorem statement. We now lower
bound d(L) (d(R) is bounded by a symmetric argument). Notice that since the cut S is friendly in G, we have
|[E({z},S)] = deg(x) — cr(v) > « - deg(zx) since cr(z) < (1 — «) - deg(x). Furthermore, since z was not shaved
then |E({z},V \ H;)| < a - deg(x)/4 and,

B.1)  [E({z}, D) = [E({«}, SN Hi)| = [E({z}, S)| - [E({x}, V\ Hi)| = (a — a/4) deg(z) = 5/2deg(x)v/w,
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where the last inequality follows as deg(z) > 10a~!y/w since z was not shaved. Notice that since G is a simple
graph, we have that |E({x}, L)| < |L|. By the definition of d, we have d(L) = |L|¢~1y/w > (5/2)¢~*w, where
the inequality is from Equation (B.1). The argument is symmetric for R, hence we have min{d(L),d(R)} >
(5/2)¢~tw which leads to a contradiction. Therefore, no edge of E(S,V \ S) is contracted, and the algorithm
preserves the cut S. ]

Proof of Claim B.3. The proof follows the same lines as the proof of Claim 2.2 in [AKT22]. Notice that G’
has three types of edges,

1. The outer edges of the expander decomposition, of which there are at most O(¢d(V)logm) = O(ny/w) by
Theorem 6.1 and the value of the demand vector.

2. The edges adjacent to vertices shaved because of their degree, i.e. those with deg(v) < 10a~!\/w, of which
there are at most O(a™'ny/w).

3. Edges that are incident to vertices that were shaved because at least a1 deg(v)/4 of their edges went outside
their expander. For every v € V let dyy:(v) be the cardinality of the edge set E({v},V \ H), where H is
the cluster to which v belongs. Furthermore, let X C V' be the set of the aforementioned shaved vertices,
observe that the total number of inter-cluster edges is at most O(ny/w) = Y, oy, dout(v) as explained above.
Since for every x € X we have dyyt(z) > adeg(x)/4, we find that the number of edges incident to X is at
most O(a™Iny/w).

Summing up the three types of edges, we find that the total number of edges in G’ is at most O(a™'ny/w). 0O
C Expander Decomposition In this section we prove Theorem 6.1, which we restate here for convenience.

LEMMA C.1. Let G = (V, E,w) be a weighted graph with 1 < w. < U for alle € E, d € RLY‘ be a demand
vector such that d(v) € {0} U[1,U], and ¢ € (0,1) a parameter. There exists an algorithm that partitions V into
sets Vi, ..., Vi such that,

1. For every i € [k], G[Vi] is a (¢, dy,)-expander, where dy, is the vector d limited to the vertices in V;.
2. The total weight of inter-cluster edges is at most O(¢d(V)log(mU)).

The algorithm uses O(n) randomized cut queries and succeeds with probability 1 — 1/ poly(n).
We use the BalCutPrune approach to find an expander decomposition of G.

DEFINITION C.2. Given an undirected graph G = (V,E), demands vector d € erl, sparsity parameter
¢ € (0,1], and approximation factor «, the goal of the a-approximate BalCutPrune problem is to find a partition
(A, B) of V such that w(E(A, B)) < apgmin{d(A4),d(B)} and, either:

1. Cut: d(A),d(B) >d(V)/3; or
2. Prune: d(A) > d(V)/2 and gpa) > &,
where ®g4) is the expansion of the induced subgraph G[A] defined as,

O u(E(5.A\9)
5CA,0<|S|<|Al mind(S),d(A\ S)

Para

The main technical lemma needed for the proof of Theorem 6.1 is the following lemma, which shows how to
solve the BalCutPrune problem using few cut queries.

LEMMA C.3. Given an undirected graph G = (V, E) on n vertices, a subset of vertices W C 'V, demand vector
de R‘_:Vl, and sparsity parameter ¢ € (0,1], one can solve the 2-approximate BalCutPrune on G[W] using o(|w|)
randomized cut queries. The algorithm succeeds with probability 1 — n=10.

Proof. Notice that one can simulate any cut query S C W in G[W] by O(1) cut queries in G, since
cutgw)(S) = [E(S, W\S)| which can be recovered using O(1) cut queries in G by Claim 2.1. Begin by constructing
a quality (1 £ 1/2)-cut sparsifier H of G, this requires O(n) cut queries by Theorem 2.9. Notice that this allows
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us to approximate the value w(E(A, B)) for any partition (A, B) of V up to factor 2. Hence, the algorithm can
find all partitions (A, B) of V such that w(E(A4, B)) < 2- ¢min{d(A),d(B)} and then return the first partition
that satisfies either the Cut or Prune condition. Finally, notice that the only probabilistic part of the algorithm
is the construction of the cut sparsifier, which succeeds with probability 1 —n =10 by Theorem 2.9. This concludes
the proof of Lemma C.3. ]

Proof of Theorem 6.1. The proof follows the line of the proof of Corollary 2.5 in [LS21]. Throughout the
proof we maintain a collection # of disjoint subgraphs of G which are called clusters, the collection is partitioned
into active clusters #“ and inactive clusters #’. We also maintain a set of edges E’ which are outside all the
clusters.

The algorithm for the decomposition is as follows. While #4 # (), run the 2-approximate BalCutPrune on
G[H] with demands dg and sparsity parameter ¢ for all H € #* in parallel. Fix some H € # and let (A, B) be
the partition returned by the BalCutPrune procedure. If d(A),d(B) > d(H)/3 then replace H with A and B in
#4. Otherwise, d(A) > d(H)/2 and ®ara) = ¢, hence the algorithm removes H from F4 and adds A to #! and
B to #*. Finally, it adds the edges E(A, B) to E'.

Notice that in every iteration, dgy(H) is reduced by at least a constant factor, therefore the algorithm
terminates after at most O(logmU) iterations. Notice that when the algorithm terminates, we are guaranteed
that ®gpy > ¢ for every H € Ft'. This satisfies the first condition of the theorem.

We now bound the total weight of inter-cluster edges. Notice that since the cuts found are ¢-sparse, in every
cluster H we have that w(Eqq)(4, B)) < 2¢min {dy(A),dny(B)} < 2¢dg(H), and summing over all partitions
we find that the total weight of inter-cluster edges is at most, 2¢d(V'). Therefore, in O(log(mU)) iterations the
algorithm adds edges of total weight at most O(¢d(V)log(mU)) to E'.

To conclude the proof, we analyze the query complexity of the algorithm. Notice that the query complexity
of the 2-approximate BalCutPrune on a cluster H is O(|H|) by Lemma C.3. Since the total number of vertices in
all clusters is at most n, the total query complexity of the algorithm in a single iteration is O(n) and the overall
query complexity is O(nlog(mU)). Finally, the success probability of the algorithm is determined solely by the
BalCutPrune procedure, and using a union bound over all iterations we find that the algorithm succeeds with
probability 1 —n~1% - O(nlog(mlU)) = 1 — 1/ poly(n). O

D Gomory-Hu Algorithm In this section we provide a reduction from a single-source minimum cut
procedure algorithm to computing the Gomory-Hu tree of a graph G, proving Theorem 1.2. We begin by restating
the lemma for convenience.

LEMMA D.1. Suppose that given cut-query access to an unweighted graph G on n vertices, a set of perturbation
edges that guarantee unique minimum s,t-cuts, and a partition of the vertex set Vi,..., Vi with pivots {p; €
Vitiew), one can return for every i € [k] and v € V; the minimum p;,v-cut S, using q(n) cut queries and with
success probability 1 — pp(n).

Then, one can compute a Gomory-Hu tree of an input graph on n vertices using O(q(n) +nb®) cut queries.
The algorithm is randomized and succeeds with probability 1 — O(pr(n) - log®n) — 1/ poly(n).

The algorithm is based on the general framework of [AKT22, AKT2la]. The proof requires the following
definitions.

DEFINITION D.2 (Partial k-Tree). A k-partial tree of a graph G = (V, E) is a partition tree of G, such that
for every two sets X, Y C 'V in the partition,

e For every x1,x2 € X, the minimum x1,xo-cut is larger than k, and

o For every x € X,y € Y the minimum z,y-cut in G is equal to the minimum X,Y -cut in T.

DEFINITION D.3 (Auxiliary Graph). Given a partition tree of T of a graph G = (V, E) and a super-vertex
W €T, the auziliary graph G is the graph obtained by contracting every connected component of T\ W into a
single verter.

We begin by presenting the algorithm of [AKT21a] and then explain how to implement it in the cut-query
model.
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1. Compute a partial k-tree T of G with k = /n. This is the initial Gomory-Hu tree that is refined throughout
the algorithm.

2. For each super vertex V;, do the following:

(a) If |V;| = 1, then stop and continue to the next super vertex.

(b) Get an auxiliary graph G; using the current tree T, then compute a perturbed version G; of G, such
that the minimum cuts are unique.

(c) Pick a pivot p € V; uniformly at random, and compute single-source minimum cuts S, from p to all
other vertices in V; on the perturbed graph G;.

(d) Denote each vertex such that |S, N'V;| < |V;|/2 as good, and the rest as bad.

(e) If there are less than |V;|/4 good vertices return to step 2c and pick a new pivot (If this fails 20logn
times then abort the algorithm). Otherwise, continue to the next step.

(f) Refine T based on the cuts as follows. For each good vertex u € V;, assign it to the largest good cut
S, such that u € S,,. Then, let S1,..., S, be the cuts to which at least one good vertex was assigned.
Refine the tree by taking a Gomory-Hu step vertex V; using each of the cuts above. This results in
replacing V; with a set of super vertices {S1,...,S5:, Vi \ (U;S;)}.

(g) Recurse on all the new super vertices by going to step 2a.
3. Return the final tree T

The following result states that the algorithm above computes a Gomory-Hu tree of G.

LeMMA D.4 ([AKT21a]). The algorithm above returns a Gomory-Hu tree of G. Furthermore, the probability
of failure in step 2e is at most n~10.

We now prove Theorem 1.2.

Proof of Theorem 1.2. We explain how to implement the algorithm above in the cut-query model. The first
step is to compute a partial k-tree of G with k = y/n. We do this by recovering a 21/n-NI sparsifier of G using
Claim 2.7 and then constructing a partial k-tree of the sparsifier using some algorithm. Notice that since the
sparsifier captures every cut of size at most /n, it suffices for constructing a partial k-tree. Note that this takes
O(n'%) cut queries by Claim 2.7.

To proceed, instead of recursively breaking each super vertex V; until it becomes a singleton, run the algorithm
inside all super vertices of a given level in parallel. To perform step 2c, sample uniformly a pivot p; € V; for
all 7 in parallel. Then, call the single-source minimum cut algorithm in the theorem statement. Note that the
single-source minimum cut algorithm solves the problem of computing the minimum p;, v-cut for every v € V;
on G directly, and not on the auxiliary graphs {G;},. However, by the structure of the Gomory-Hu tree we are
guaranteed that those cuts are the same as the minimum p;, v-cuts in the auxiliary graphs G;.

For every partition V; which passes the condition in step 2e, the algorithm stops and refines the tree. Notice
that we do not need any additional cut queries for checking the condition or the refinement step, since the cuts
S, and their values were already computed in the previous step.

Notice that the algorithm terminates with depth O(logn) and runs for at most O(logn) times in each level,
therefore we call the single-source minimum cut algorithm at most O(log2 n) times. Hence, the total number of
cut queries used by the algorithm is at most O(n1‘5 + g(n)log®n), where q(n) is the query complexity of the
single-source minimum cut algorithm in the theorem statement. The success probability follows from Lemma D.4
and the fact that the single-source minimum cut algorithm succeeds with probability pr. This concludes the
proof of Theorem 1.2. 0
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